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Introduction

Given a map f : M → B of closed topological manifolds, is f homotopic to the projection map
of a őber bundle of closed manifolds? The őbering problem has a long tradition in geometric
topology: since the 1960s it has been intensively studied and has accompanied the development of
the subject, from surgery theory and the s-cobordism theorem applied in the őbering theorems of
Browder and Levine [BL65] and Farrell [Far71] to algebraic K -theory used by Steimle in [Ste12].
In this thesis we discuss this problem starting from the work of Farrell, Lück and Steimle [FLS09],
which provides two obstructions whose vanishing is a necessary condition for a map of closed
manifold to be homotopic to a őber bundle. Moreover, we compare what they achieved with
Farrell’s őbering theorem [Far71] over a circle and Steimle’s stable őbering theorems [Ste12],
which both provide a complete set of obstructions for their cases.

Let us brieŕy describe what is presented. The main idea to investigate the őbering problem
is to take advantage of the notion of őbration. Fibrations are in fact so similar to őber bundles
that is quite easy to see if they are actually őber bundles, but at the same time they are so
general that any map f : M → B can be converted into a őbration f̂ : FIB(f) → B such that
its total space FIB(f) is homotopy equivalent to M . The strategy is őrst to reduce the problem
to the őbration f̂ and then to check what happens during the "conversion" of the map f into f̂ .
Note that if f is homotopic to a őber bundle, then the őber of f̂ has necessarily the homotopy
type of a őnite CW -complex. Therefore, this will always be assumed during the discussion.

Let us focus our study to őbrations. A big difference between őbrations and őber bundles
is that the őber transport of a őber bundle along a path is a homeomorphism, while that of a
őbration in general is not. The őrst obstruction θ(f) is therefore meant to measure how "simple"
is the őber transport of the őbration f̂ along a loop in B. Since by construction this is homotopy
invariant and őber bundles have "simple" őber transport, then if f is homotopic to a őber bundle,
the obstruction θ(f) necessarily vanishes.

At this point, we go back to the general problem and we focus on the conversion of the map
f into the őbration f̂ . The idea is to check whether we lose any "őber bundle information"
during this operation. The second obstruction τfib(f), therefore, aims to measure how "simple"

is the homotopy equivalence M
≃
−→ FIB(f). By construction this has obviously to vanish for őber

bundles. Therefore, by homotopy invariance, if f is homotopic to a őber bundle, then τfib(f)
vanishes.

The tool we want to use to measure the "simplicity" of a map is the Whitehead torsion: a
map is said "simple", or rather, a simple homotopy equivalence, if its Whitehead torsion vanishes.
However, this is deőned in general in the category of őnite CW -complexes, while we mainly work
with spaces that only have the homotopy type of a őnite CW -complex, for example with closed
manifolds. Therefore, we have to extend the deőnition of Whitehead torsion to this kind of spaces.
The idea is to choose for any such space a őnite CW -model up to simple homotopy equivalence
and to use it to compute the torsion. We call this a simple structure. Equipping a space with a
simple structure is particularly easy for closed manifolds because they have a canonical choice of
őnite CW -model, but it is quite long for the total space of a őbration, for example for FIB(f),

v



since this in general is not a manifold. The construction of a simple structure for the total space
of a őbration will be of great importance for us and it will be studied extensively.

At the end of this investigation we obtain the following theorem.

Theorem 0.1. Let f : M → B be a map of closed manifolds with path-connected B. Suppose
that for some b ∈ B the homotopy őber of f has the homotopy type of a őnite CW-complex. Then
if f is homotopic to a map g : M → B which is the projection of a locally trivial őber bundle with
a closed manifold as őber, both θ(f) and τfib(f) vanish.

Once this has been proved, it is natural to ask whether, or rather, when, the converse impli-
cation also holds. In second half of this thesis we give an answer to this question in the following
two different ways.

First of all, we focus on the particular case of smooth maps f : M → S1 from a smooth
manifold M to a circle. The idea is to compare the obstructions θ(f) and τfib(f) with Farrell’s
obstructions of [Far71]. It turns out that these invariants do not coincide, but the vanishing of
θ(f) and τfib(f) implies the vanishing of Farrell’s obstructions. Therefore, by Farrell’s őbering
theorem, we conclude that in this case the converse implication of Theorem 0.1 also holds.

Secondly, we study the őbering problem in the more general context of algebraic K -theory.
The idea is to apply the same strategy described above, but taking advantage of the more powerful
tools of algebraic K -theory. In this way we actually obtain a complete set of obstructions, but for
the more general stable őbering problem presented in [Ste12]. More precisely, the obstructions
θ(f) and τfib(f) generalize naturally in algebraic K -theory to Steimle’s obstructions and their
vanishing is both a necessary and sufficient condition for a map f : M → B of manifolds to stably
őber, where stabilization is given by crossing M with disks of sufficiently high dimension.

The work is structured as follows. In Chapter 1, we present the tools that we need to
apply our strategy. In particular, őrst we introduce the category of őbrations, then we deőne
őber transports and őber trivialization and őnally we explain how to convert any map into a
őbration.

In Chapter 2, we focus on the Whitehead torsion theory and we extend it to spaces of the
homotopy type of a őnite CW -complex. More precisely, őrst we recall the classical Whitehead
torsion, then we introduce simple structures to get the new notion of Whitehead torsion and
we describe the simple structure on the total space of a őbration and őnally we present as an
example the case of closed manifolds by equipping them with a preferred canonical choice of
simple structure.

In Chapter 3, we give a őrst answer to the őbering problem. Namely, we describe the
obstructions θ(f) and τfib(f) and we prove Theorem 0.1.

In Chapter 4, we study the particular case of smooth maps f : M → S1 from a smooth
manifold M to a circle. In particular, őrst we explain how in this case the two obstructions
θ(f) and τfib(f) can be summarized in one single invariant τfib

′(f) and we investigate the case
of mapping tori and h-cobordisms, then we describe a Bass-Heller-Swan decomposition for the
Whitehead group of π1(M) and őnally we present Farrell’s work [Far71] and we compare its
obstruction with τfib

′(f). We obtain that for this kind of maps the vanishing of θ(f) and τfib
′(f)

is both a necessary and sufficient condition for f being homotopic to a őber bundle.
In Chapter 5, we give an overview to Steimle’s work [Ste12]. In detail, we introduce the

parametrized and excisive A-theory characteristics, we extend the notion of Whitehead torsion to
algebraic K -theory and we prove that Steimle’s obstructions form a complete obstruction theory
in algebraic K -theory for existence and uniqueness of the stable őbering problem. Moreover, we
show that this is actually the generalization of the őbering problem.

Finally, I would like to thank Christoph Winges for the interesting thesis topic he gave me
and the excellent support during this work.



Chapter 1

The category of fibrations

In this chapter we present the category of őbrations and its properties. The notion of őbration is
fundamental to solve the őbering problem. In fact, it generalizes the concept of őber bundles in
such a way that it no longer requires the local structure of the map, but maintains axiomatically
the őber transport property. Moreover, it is so general that any map can be converted into a
őbration. In other words, it allows us to easily reduce the őbering problem to this category and,
thus, simplify it.

The work is structured as follows. In Section 1.1, we present the category of őbrations and
we deőne őber transports and őber trivializations. Moreover, given a őbration p : E → B, we
use them to describe the őber transport functor

T : πB → ho(Top)

from the grupoid of B to the homotopy category of Top, the category of topological spaces. This
will be useful in the following to work with őbers in a functorial way. Finally, in Section 1.2, we
recall how to convert a map into a őbration.

The main references are [Whi78, Chapter I], [Die08, Chapter 5] and [Swi75, pp. 341ś345].

Notation 1.1. Throughout this thesis, we denote I = [0, 1].

1.1 Fiber homotopy equivalences and őber trivializations

In this section we describe the category of őbrations. In particular, we deőne it and we study
őber homotopy equivalences, őber transports and őber trivializations. Moreover, we prove some
of their particular properties that will be useful in the following chapters.

The category of őbrations

Let us start with the deőnition of őbrations between topological spaces.

Deőnition 1.2. (i) A map p : E → B in Top, the category of topological spaces, is a őbration
if it has the homotopy lifting property, that is, if given a map f : Z → E for a topological
space Z and a homotopy H : Z×I → B such that p◦f = H(−, 0), there exists a homotopy
H ′ : Z × I → E with H ′(−, 0) = f and p ◦H ′ = H:

Z × {0} ∼= Z E

Z × I BH

p

f

H′

1
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(ii) Let p : E → B and p′ : E′ → B′ be őbrations. A map of őbrations (f, f) : p → p′ consists
of a commutative diagram

E E′

B B′

p p′

f

f

We denote by Fib the category whose objects are őbrations and morphisms are maps of
őbrations.

Let us consider the subcategory Fib(B) of Fib whose objects are őbrations p : E → B
with őxed base space B and whose morphisms p → p′ from p : E → B to p′ : E′ → B are
maps of őbrations of the kind (f, idB) : p→ p′, that is, maps f : E → E′ such that p′ ◦ f = p.
Then Fib(B) has the following natural notion of homotopy equivalence, called őber homotopy
equivalence, which is based on the notion of őber homotopy.

Deőnition 1.3. Let p : E → B and p′ : E′ → B be objects of Fib(B) and X be in Top. Then:

(i) A homotopy H : X × I → E is called a őber homotopy if p ◦ H is stationary, that is,
p ◦H(x, t) = p ◦H(x, 0) for all (x, t) ∈ X × I.

(ii) Two maps f0, f1 : X → E with p ◦ f0 = p ◦ f1 are called őber homotopic f0 ≃p f1 if there
is a őber homotopy H : X × I → E with H(−, 0) = f0 and H(−, 1) = f1.

(iii) A őber homotopy equivalence f : E → E′ from p to p′ is a morphism (f, idB) : p → p′ in
Fib(B) such that there exists another morphism (g, id) : p′ → p with g ◦ f ≃p idE and
f ◦ g ≃p′ idE′ .

E E′

B

p p′
f

g

Fiber homotopies respect the homotopy lifting property, as explained in the following lemma.

Lemma 1.4. Let p : E → B be in Fib. Consider two őber homotopic maps f, g : X → E over
B. Let F and G be solutions of the two following homotopy lifting problems, respectively.

X × {0} E

X × I B

f

p

h

F

X × {0} E

X × I B

g

p

h

G

Then F and G are őber homotopic over B.

Proof. At őrst, note that the two homotopy liftings problems are over the same homotopy h:
this is well-deőned because f and g are őber homotopic over B. Now, let H : X × I → E be a
őber homotopy between f and g and let h′ : X× I× I → B be the homotopy which is constantly
h, that is, such that h′(x, t, s) = h(x, s). Denote by A the subset {0} × I ∪ I × {0, 1} and deőne
l : X ×A→ E by

l|X×I×{0} = F, l|X×I×{1} = G, l|X×{0}×I = H

Note that this is well-deőned because F (x, 0) = f(x) = H(x, 0) and G(x, 0) = g(x) = H(x, 1).
Now, by using the standard homeomorphism I × I → I × I which carries A to {0} × I, we may
interpret the homotopy lifting property for p as saying that there is a lifting L : X × I × I → E
of h′ which is l on X ×A. The map L is then a őber homotopy between F and G.
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The őber transport functor

Let us now construct the functor T : πB → ho(Top). Recall that, given a space B, we denote by
πB the grupoid of B, that is, the category whose objects are the points of B and whose morphisms
are the homotopy classes of paths in B. Moreover, we denote by ho(Top) the homotopy category
of Top. As the name "őber transport functor" says, the idea is that, given a őbration p : E → B,
the functor T maps any point b of B to the őber of p over b and any homotopy class of paths of
B to its associated őber transport. Therefore, to describe it rigorously, we have őrst to deőne
the őber transport of a őbration p along a path. We do it by considering the general situation
of a pullback of p along any map f : X → B and then by applying it to the case X = {∗} and
f : {∗} → B, ∗ 7→ b.

Notation 1.5. Let p : E → B be in Fib. We denote the pullback of p along a map f : X → B
by pf : f

∗E → X.

f∗E E

X B

f

ppf

f

Note that pf is in Fib as well. Indeed, recall that f∗E =
{
(x, e) ∈ x × E|f(x) = p(e)

}
with

topology induced by product topology and consider the following commutative diagram.

Z × {0} ∼= Z f∗E

Z × I X

g

pf

G

A lifting G′ : Z× I → f∗E of the homotopy G is given by the same G in the őrst coordinate and
by a lifting to E of f ◦G : Z × I → B in the second one.

Lemma 1.6. Let p : E → B be in Fib. Then:

(i) Let H : X × I → B be a homotopy f0 ≃ f1 : X → B. Let H ′ : f∗0E × I → E be a solution
of the homotopy lifting problem for H ◦ (pf0 × idI) : f

∗
0E × I → B and f0 : f

∗
0E → E.

f∗0E E

f∗0E × I X × I B

p

pf0×idI H

f0

H′

Deőne gH : f∗0E → f∗1E by H ′(−, 1) and pf0 using the pullback property of f∗1E. Then
(gH , id) : f

∗
0E → f∗1E is a őber map and H ′ is a homotopy f1 ◦ gH ≃ f0.

(ii) Let K : X × I → B be a second homotopy such that f0 ≃ f1 and M : X × I × I → B
be a homotopy relative X × {0, 1} between H and K. Then M induces a őber homotopy
L : f∗0E × I → f∗1E from gH to gK .

Proof. Throughout this proof, we denote by k̃ : Z → E a lifting to E of any map k : Z → B.

(i) By construction, we have H ′(−, 1) = ˜f1 ◦ pf0 and thus p◦H ′(−, 1) = p◦( ˜f1 ◦ pf0) = f1◦pf0 .
Therefore, the outer square of the following diagram commutes and gH : f∗0E → f∗1E exists
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and is well-deőned by pullback property.

f∗0E

f∗1E E

X B

pf0

H′(−,1)

f1

gH

pf1

f1

p

Moreover, again by pullback property, we have that gH is a őber map since pf1 ◦ gH = pf0
and that H ′ is a homotopy f1 ◦ gH ≃ f0 since f1 ◦ gH = H ′(−, 1) ≃ H ′(−, 0) = f0.

(ii) As with H, let K ′ : f∗0E × I → E be a solution of the homotopy lifting problem for the
homotopy K ◦ (pf0 × idI) : f

∗
0E × I → B and the map f0 : f

∗
0E → E and let gK be deőned

by K ′(−, 1) and pf0 using the pullback property of f∗1E. As in the proof of Lemma 1.4,
denote by A the subset {0} × I ∪ I × {0, 1} and deőne M ′ : f∗0E ×A→ E by

M ′|f∗0E×I×{0} = H ′, M ′|f∗0E×I×{1} = K ′, M ′|f∗0E×{0}×I = f0

Note that M ′ is well-deőned, since H ′(e′, 0) = f0(e
′) = K ′(e′, 0) for any e′ ∈ f∗0E. More-

over, by deőnition of M , we have p ◦M ′ =M ◦ (pf0 × idA)|f∗0E×A. By using the standard
homeomorphism I×I → I×I which carries A to {0}×I and the homotopy lifting property
for p, there is a lifting M ′ : f∗0E × I × I → E of M ◦ (pf0 × idI × idI) which extends the
deőnition already given on f∗0E ×A. Consider following the map.

L : f∗0E × I → f∗1E, (e′, t) 7→
(
pf0(e

′),M ′(e′, 1, t)
)

Note that it is well-deőned because

p ◦M ′(e′, 1, t) =M ◦ (pf0 × idI × idI)(e
′, 1, t) =M

(
pf0(e

′), 1, t
)
= f1

(
pf0(e

′)
)

Now, we have L(e′, 0) =
(
pf0(e

′), H ′(e′, 1)
)

= gH(e
′) and similarly L(e′, 1) = gK(e′).

Furthermore, pf1 ◦L(e
′, t) = pf0(e

′) = pf1 ◦L(e
′, 0). Hence, L is a őber homotopy from gH

to gK .

Remark 1.7. Note that gH is not uniquely deőned in general, because it depends on the choice
of a lifting H ′. However, since different liftings are homotopic, it is uniquely deőned up to
homotopy.

The map gH : f∗0E → f∗1E plays the role of transport between pullbacks and so, in the
particular case where X = {∗}, of őber transport. Therefore, we are interested in investigating
its properties.

Lemma 1.8. In the situation of the previous Lemma 1.6, the map gH : f∗0E → f∗1E is a őber
homotopy equivalence.

The proof of this lemma follows by the following more general property of the map gH .

Proposition 1.9. Let p : E → B be in Fib. Consider three maps f0, f1, f2 : X → B in Top and
let H,K : X×I → B be homotopies such that f0 ≃ f1 and f1 ≃ f2, respectively. Denote by H ∗K
the homotopy which is the "concatenation" of H and K, that is, the homotopy H ∗K : X×I → B
deőned by

H ∗K(x, t) =

{
H(x, 2t) if 0 ≤ t ≤ 1

2

K(x, 2t− 1) if 1
2 ≤ t ≤ 1

Then, using the notation of Lemma 1.6, there is a őber homotopy gK ◦ gH ≃pf2 gH∗K .
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Proof. Let H ′ : f∗0E×I → E and K ′ : f∗1E×I → E be liftings of H◦(pf0×idI) and K◦(pf1×idI),
respectively, with H ′(−, 0) = f0 and K ′(−, 0) = f1. Then gH and gK őt in the following
commutative diagram.

f∗0E

f∗1E

f∗2E E

X B
f2

p

f2

pf2

pf1

K′(−,1)
gK

pf0

H′(−,1)gH

(1.1)

Similarly, let (H ∗K)′ : f∗0E×I → E be a lifting of (H ∗K)◦(pf0× idI) with (H ∗K)′(−, 0) = f0.
We have

f∗0E

f∗2E E

X B

pf0

(H∗K)′(−,1)

f2

gH∗K

pf2

f2

p

(1.2)

Consider the homotopy M : f∗0E × I × I → B deőned by M(e′, t, s) = H ∗ K
(
pf(0)(e

′), t
)

for
e′ ∈ f∗0E and t, s ∈ I. As in the proof of Lemma 1.4, let A = {0} × I ∪ I × {0, 1} and deőne the
map M ′ : f∗0E ×A→ E by

M ′|f∗0E×I×{0} = (H ∗K)′, M ′|f∗0E×I×{1} = H ′ ∗
(
K ′ ◦ (gH × idI)

)
, M ′|f∗0E×{0}×I = f0

where H ′∗
(
K ′◦(gH×idI)

)
is the "concatenation" of the homotopies H ′ and K ′◦(gH×idI). Note

that M ′ is well-deőned, since (H ∗K)′(e′, 0) = f0(e
′) = H ′ ∗ (K ′ ◦

(
gH × idI)

)
(e′, 0). Moreover,

we have p ◦M ′ =M |f∗0E×A. Indeed, we have

p ◦ (H ∗K)′ = (H ∗K) ◦ (pf0 × idI)

p ◦ f0 = f0 ◦ pf0 |{0}×I = (H ∗K) ◦ (pf0 × idI)

p ◦
(
H ′ ∗

(
K ′ ◦ (gH × idI)

))
=

{
H ◦ (pf0 × idI) if 0 ≤ t ≤ 1

2

K ◦
(
(pf1 ◦ gH)× idI

)
= K ◦ (pf0 × idI) if 1

2 ≤ t ≤ 1

=(H ∗K) ◦ (pf0 × idI)

Hence, by using the standard homeomorphism I × I → I × I which carries A to {0} × I and by
the homotopy lifting property, there exists a lifting M ′ : f∗0E × I × I → E of M which extends
the deőnition given on f∗0E ×A. Consider, now, the following map.

L : f∗0E × I → f∗2E, (e′, t) 7→
(
pf0(e

′),M ′(e′, 1, t)
)

Note that it is well-deőned since p ◦M ′(e′, 1, t) =M(e′, 1, t) = (H ∗K)
(
pf0(e

′), 1
)
= f2

(
pf0(e

′)
)
.
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Moreover, it is a homotopy such that gK ◦ gH ≃ gH∗K . Indeed, we have

L(e′, 0) =
(
pf0(e

′),M ′(e′, 1, 0)
)

=
(
pf0(e

′), (H ∗K)′(e′, 1)
)

=
(
pf2
(
gH∗K(e′)

)
, f2
(
gH∗K(e′)

))

= gH∗K(e′)

where we have used the commutativity of diagram (1.2), and

L(e′, 1) =
(
pf0(e

′),M ′(e′, 1, 1)
)

=
(
pf0(e

′), H ′ ∗
(
K ′ ◦ (gH × idI)

)
(e′, 1)

)

=
(
pf0(e

′),K ′ ◦ (gH × idI)(e
′, 1)

)

=
(
pf0(e

′),K ′
(
gH(e

′), 1
))

=
(
pf2
(
gK ◦ gH(e

′)
)
, f2
(
gK ◦ gH(e

′)
))

= gK ◦ gH(e
′)

where we have used the commutativity of diagram (1.1). Finally, L is a őber homotopy since
pf2 ◦ L(e

′, t) = pf0(e
′) = pf2 ◦ L(e

′, 0). Thus, L is a őber homotopy from gK ◦ gH to gH∗K .

The proof of Lemma 1.8 now follows easily by Proposition 1.9.

Proof of Lemma 1.8. Deőne H− : X × I → B to be the homotopy H "reversed", that is, the
homotopy such thatH−(x, t) = H(x, 1−t). Then, by Proposition 1.9, we have gH−◦gH ≃ gH∗H− .
Moreover, since there is an obvious homotopy M : X × I × I → B from H ∗H− to the constant
homotopy f0 : X × I → B, (x, t) 7→ f0(x), by Lemma 1.6(ii) we obtain gH− ◦ gH ≃ gf0 . Now,
by deőnition, we have that gf0 is (homotopic to) the identity idf∗0E . Hence, we conclude that
gH− ◦ gH ≃ idf∗0E . Similarly, also gH ◦ gH− ≃ idf∗1E . Therefore, the map gH is a homotopy
equivalence. Finally, since all the homotopies that we have used are őber homotopies, gH is a
őber homotopy equivalence.

Before considering the particular case X = {∗}, let us study how the map gH behaves in case
of restrictions and őber homotopy equivalences. These properties will be particulary useful in
the following chapters.

Lemma 1.10. Consider the situation of Lemma 1.6 and let Y be a subspace of X. Denote by
K : Y × I → B the homotopy H|Y×I between the restrictions f0|Y and f1|Y . Then, under the
identiőcation (f0|Y )

∗E = (f∗0E)|Y and (f1|Y )
∗E = (f∗1E)|Y , we have that gK is őber homotopic

to gH |Y .

Proof. Consider the lifting H ′ : f∗0E × I → E of H of Lemma 1.6. Then it is clear that the
restriction of H ′ to (f0|Y )

∗E × I is a solution of the homotopy lifting problem of Lemma 1.6 for
the homotopy K. Therefore, we can conclude by Lemma 1.6(ii).

Lemma 1.11. Let p : E → B and p′ : E′ → B be in Fib and φ : E → E′ be a őber homotopy
equivalence. Consider a homotopy H : X × I → B between two maps f0, f1 : X → B and let
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gH : f∗0E → f∗1E and g′H : f∗0E
′ → f∗1E

′ be deőned as in Lemma 1.6. Then the following diagram
commutes up to őber homotopy.

f∗0E f∗0E
′

f∗1E f∗1E
′

gH

f∗0φ

g′H

f∗1φ

where f∗i φ is the map on pullbacks induced by the following diagram for i = 0, 1.

X B E

X B E′p′

φ

fi

pfi

Proof. Let ψ : E′ → E be a őber homotopy inverse of φ. Consider the following diagram

f∗0E
′ × {0} f∗0E × {0} E E′

f∗0E
′ × I f∗0E × I X × I B B

f∗0ψ f0 φ

p′p

f∗0ψ×idI H

H′

where the map f∗0ψ is deőned in the same way as f∗0φ and the middle rectangle is a homotopy
lifting problem with solution H ′. Obviously, also the outer rectangle deőnes a homotopy lifting
problem and its solution is given by the map

H ′′ = φ ◦H ′ ◦ (f∗0ψ × idI) : f
∗
0E

′ × I → E′

Now, the maps f0 : f
∗
0E

′×{0} → E′ and φ◦f0 ◦f
∗
0ψ are őber homotopic. Hence, by Lemma 1.4,

the map H ′′ is őber homotopic to the solution H ′′′ of the following homotopy lifting problem.

f∗0E
′ × {0} E′

f∗0E
′ × I X × I B

p′

H

f0

H′′′

In particular, the maps H ′′(−, 1) = φ ◦ H ′(−, 1) ◦ f∗0ψ and H ′′′(−, 1) from f∗0E
′ to E′ are

őber homotopic. Therefore, using the deőnition of pullback, the maps pf0 : f
∗
0E → X and

p′f0 : f
∗
0E

′ → X and the deőnition of gH and g′H , we obtain that f∗1φ ◦ gH ◦ f
∗
0ψ and g′H are őber

homotopic and the lemma holds.

We reduce now to the case of őbers. In particular, we apply Lemma 1.6 with X = {∗} and
f : X → B, ∗ 7→ b for some b ∈ B, so that the pullback is the őber Fb = p−1(b) and f is the
inclusion Fb ↪→ E.

Deőnition 1.12. Let w : I → B be a path in B and consider its homotopy class [w]. Apply
Lemma 1.6 to X = {∗} and the homotopy H = w between the maps f0, f1 : X → B such that
fi(∗) = w(i) for i = 0, 1. We deőne t[w] : Fw(0) → Fw(1) to be the homotopy class of the maps
gH and we call it the őber transport along w.

Remark 1.13. (i) The őber transport has the following properties:

• if v and w are path with v(1) = w(0), then t[w] ◦ t[v] = t[v ∗ w];
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• the constant path cb induces the identity on Fb.

Indeed, the őrst one follows by Proposition 1.9 and the second one is obtained by deőning
H to be the constant homotopy.

(ii) Using the notation of Lemma 1.6, for each x ∈ X the map Ff0(x) → Ff1(x) induced by gH
represents the őber transport along the path H(x,−).

We can now őnally deőne the őber transport functor T .

Deőnition 1.14. Let p : E → B be in Fib. We deőne the őber transport functor

T : πB → ho(Top)

from the grupoid πB of B to the homotopy category of Top to be the functor which maps any
b ∈ B to its őber Fb and any homotopy class [w] of paths in B to its associated őber transport
t[w].

Remark 1.15. This functor is well-deőned by Remark 1.13.

Fiber trivializations

To conclude this section, let us introduce the notion of őber trivialization and study its properties.

Deőnition 1.16. Let p : E → B be in Fib and f : X → B be a map in Top. Consider x ∈ X
and b ∈ B. Let w : I → B be a path from b to f(x). A őber trivialization of f∗E with respect to
(b, x, w) is a őber homotopy equivalence T : Fb×X → f∗E over X such that the map Fb → Ff(x)
induced by T represents the őber transport t[w] for p along w.

Fb ×X f∗E E

X B

pf

f

p

f

T

pr

Remark 1.17. The notion of őber trivialization is well-deőned. More precisely, any őber homo-
topy equivalence T : Fb ×X → f∗E induces a map Fb → Ff(x). Indeed, if (e, x) ∈ Fb ×X with
x őxed, then we have

p ◦ f ◦ T (e, x) = f ◦ pf ◦ T (e, x) = f
(
pr(e, x)

)
= f(x)

Therefore, f ◦ T (−, x) is a map Fb → Ff(x).

Lemma 1.18. Consider the situation of Deőnition 1.16 and suppose that X is contractible.
Then:

(i) There exists a őber trivialization with respect to (b, x, w).

(ii) Any two őber trivializations with respect to (b, x, w) are őber homotopic.

(iii) Let Ti : Fbi×X → f∗E be a őber trivialization with respect to (bi, xi, wi) for i = 0, 1. Choose
a path v : I → X from x0 to x1. Let t : Fb0 → Fb1 be a representative of the őber transport
of p along w0 ∗ f(v) ∗ w

−
1 . Then we get a őber homotopy such that T1 ◦ (t× idX) ≃pf T0.

Fb0 ×X Fb1 ×X

f∗E

t×idX

T0 T1
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(iv) Let H : X × I → B be a homotopy such that f0 ≃ f1. Let v be the path in B from f0(x)
to f1(x) given by H(x,−) and let w0 be a path from b to f0(x). Put w1 = w0 ∗ v. Let
Ti : Fb × X → f∗i E be a őber trivialization of f∗i E with respect to the triple (b, x, wi) for
i = 0, 1 and let gH : f∗0E → f∗1E be the őber homotopy equivalence of Lemma 1.6(i). Then
we get a őber homotopy over X such that gH ◦ T0 ≃pf1 T1.

Fb ×X

f∗0E f∗1E

T1

gH

T0

Proof. (i) Consider the situation of Deőnition 1.16. By contractibility of X, there exists a
homotopy G : X × I → X relative {x} from the constant map constx : X → {x} ↪→ X to
the identity idX . Deőne H : X × I → B to be the homotopy

(x, t) 7→

{
w(t) if 0 ≤ t ≤ 1

2

f ◦G(x, t) if 1
2 ≤ t ≤ 1

from the constant map constb : X → {b} ↪→ B to f . This is well-deőned by deőnition
of the path w. Then, by Lemma 1.6(i), since the pullback of p along the map constb is
Fb×X, there exists a őber homotopy equivalence T = gH : Fb×X → f∗E. Now, the path
H(x,−) : I → B is (homotopic to) the path w. Therefore, by Remark 1.13(ii), the map
f ◦ T (−, x) : Fb → Ff(x) induced by T represents the őber transport t[w]. Hence, T is a
őber trivialization with respect to (b, x, w).

(ii) Let T0, T1 : Fb × X → f∗E be two őber trivializations of f∗E with respect to (b, x, w).
Consider the following homotopy lifting problem

Fb ×X × {0, 1} ∪ Fb × {x} × I f∗E

Fb ×X × I XprX

pf

λ

H (1.3)

where prX : Fb × X × I → X is the projection map (e, x, s) 7→ x onto X and the map
λ : Fb ×X × {0, 1} ∪ Fb × {x} × I → f∗E is deőned by

(e, y, s) 7→





T0(e, y) if s = 0

T1(e, y) if s = 1(
t[w](e), x

)
if y = x

Note that λ is well-deőned since both T0 and T1 are őber trivializations. Moreover, the
left vertical map of diagram (1.3) deőnes a strong deformation retract by [Whi78, (5.2)].
Indeed, we have

Fb ×X × {0, 1} ∪ Fb × {x} × I = (Fb, ∅)×
(
X, {x}

)
×
(
I, {0, 1}

)

and {0, 1} and ∅ are neighborhood deformation retracts of I and Fb, respectively, and {x}
is a strong deformation retract of X. Therefore, we can conclude by [Whi78, Lemma (7.15)]
that there exists a solution H : Fb × X × I → f∗E of the previous lifting problem (1.3).
Such H is by construction exactly the required őber homotopy T0 ≃ T1.
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(iii) By construction, using the notation of Lemma 1.6, we have that t × idX = gK for the
homotopy K : X × I → B deőned by K(x, t) = w0 ∗ f(v) ∗ w

−
1 (t) for x ∈ X and t ∈ I.

Moreover, by part (i) and (ii) of this lemma, we may assume without loss of generality that
T1 = gH1 where H1 : X × I → B is a homotopy from the constant map constb1 to f such
that H1(x1, t) = w1(t). Therefore, by Proposition 1.9, there exists a őber homotopy such
that

T1 ◦ (t× idX) = gH1 ◦ gK ≃ gK∗H1

Now, the map K ∗ H1 is a homotopy from the constant map constb0 to the map f such
that K ∗H1(x1, t) =

(
w0 ∗ f(v) ∗ w

−
1

)
∗ w1(t). Moreover, we obviously have that

w0 ∗ f(v) ∗ w
−
1 ∗ w1 ≃ w0 ∗ f(v)

Therefore, the map T1 ◦ (t× idX) is up to őber homotopy a őber trivialization with respect
to
(
b0, x1, w0 ∗ f(v)

)
. Let H : X × I → B to be the homotopy of part (i) from constb0 to f

that realizes T1 ◦ (t× idX) as such őber trivialization. Then, H may be obviously written
up to homotopy as

H(x, t) =

{
w0(2t) if 0 ≤ t ≤ 1

2

H̃(x, 2t− 1) if 1
2 ≤ t ≤ 1

where H̃ is a homotopy relative {x0} from constf(x0) to f such that H̃(x1, t) = f(v).
Therefore, H realizes T1 ◦ (t × idX) also as őber trivialization with respect to the triple
(b0, x0, w0). Hence, we can conclude by part (ii).

(iv) Assume without loss of generality by part (i) and (ii) that for i = 0, 1 we have Ti = gHi

where Hi : X × I → B is a homotopy from the constant map constb to f such that
Hi(x, t) = wi(t). Then, by Proposition 1.9, we obtain that gH ◦ gH0 is őber homotopic
to gH0∗H , which is a őber trivialization with respect to w0 ∗ v = w1. Therefore, we can
conclude by part (ii).

1.2 Turning map into a őbration

In this section we recall how to convert any map into a őbration. This will be of great importance
in the following chapters to reduce the őbering problem to the category of őbrations.

Proposition 1.19. Let f : X → B be a map in Top. Deőne the space FIB(f) to be the set

FIB(f) = {(x,w) ∈ X ×BI |w(0) = f(x)}

with the product topology, where BI is the space of maps I → B with the compact-open topology.
Consider the following maps:

f̂ : X → B, (x,w) 7→ w(1)

λf : X → FIB(f), x 7→ (x, constf(x))

µf : FIB(f)→ X, (x,w) 7→ x

Then, f̂ : X → B is in Fib, the map λf is a homotopy equivalence and µf is a homotopy inverse

of λf . Moreover f̂ ◦ λf = f and f ◦ µf ≃ f̂ .

Proof. We prove őrst that λf is a homotopy equivalence with homotopy inverse µf . Obviously,
we have that µf ◦ λf = idX . On the other hand, the composition λf ◦ µf (x,w) = (x, constf(x))
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is homotopic to idFIB(f) via a homotopy H : FIB(f)× I → FIB(f) deőned by (x,w, t) 7→ (x,wt)
where wt : I → B is the path wt(s) = w(t · s). Therefore, we can conclude.

Now, the equation f̂ ◦λf = f follows by a direct computation. Moreover, by pre-composition

with µf , it also holds that f ◦µf ≃ f̂ . Hence, it remains only to show that f̂ is in Fib. For this,
consider the following homotopy lifting problem.

Z FIB(f)

Z × I B

f̂

G

g0

G̃

Write the map g0 as g0(z) =
(
h(z), wz

)
for h : Z → X and wz : I → B. Deőne G̃ : Z×I → FIB(f)

by

G̃(z, t) =
(
h(z), wz ∗G(z,− · t)

)

where the second coordinate is the path wz followed by the path G(z,−·t) : I → B, s 7→ G(z, s·t).
This is well-deőned because G(z, 0) = f̂ ◦ g0(z) = wz(1). We claim that G̃ is a solution of the
previous homotopy lifting problem. Indeed, it is a continuous map, at level 0 it is (homotopic
to) g0(z) = (h(z), wz) and f̂ ◦ G̃(z, t) = wz ∗G(z,− · t)(1) = G(z, t). Hence, f̂ is in Fib .

Deőnition 1.20. The map f̂ : FIB(f) → B of the previous proposition is called the őbration
associated to f . Its őber over b is called the homotopy őber of f over b and is denoted by
hofib(f)b.

To conclude this chapter, we study how this construction őts with őbrations and homotopies.

Lemma 1.21. (i) If f : E → B is already in Fib, then λf : E → FIB(f) is a őber homotopy
equivalence. In particular, the homotopy őbers of f are homotopy equivalent to the actual
őbers.

(ii) If H : X×I → B is a homotopy such that f ≃ g : X → B, then it induces a őber homotopy
equivalence Ĥ : FIB(f)→ FIB(g).

Proof. (i) Consider the following homotopy lifting problem

FIB(f) E

FIB(f)× I B

f

G

µf

G̃

where G : FIB(f) × I → B is a homotopy deőned by (e, w, t) 7→ w(t). Denote by η the
map G̃(−, 1) : FIB(f) → E. Then, we claim that η is a őber homotopy inverse of λf .
Indeed, let us őrst show that λf ◦ η is homotopic to the identity. Consider the homotopy

H : FIB(f)× I → FIB(f) deőned by H(e, w, t) =
(
G̃(e, w, t), w′

)
where w′ : I → B is the

restriction of the path w to [t, 1]. We have that H is such that idFIB(f) ≃ λf ◦ η. Indeed,
at level 0 we have

H(e, w, 0) =
(
G̃(e, w, 0), w

)
=
(
µf (e, w), w

)
= (e, w)

and at level 1 it holds

H(e, w, 1) =
(
η(e, w), constw(1)

)
= λf

(
η(e, w)

)
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Moreover, H is a őber homotopy, since

f̂ ◦H(e, w, t) = w′(1) = w(1) = f̂(e, w) = f̂ ◦H(e, w, 0)

Therefore, λf ◦ η is őber homotopic to the identity idFIB(f).

It remains to prove that η ◦ λf is őber homotopic to idE . For this, let K : E × I → E be

the homotopy deőned by K(e, t) = G̃
(
λf (e), t

)
. Then, K is a őber homotopy, since for any

t ∈ I it holds

f ◦K(e, t) = f ◦ G̃
(
λf (e), t

)
= G

(
λf (e), t

)
= G

(
e, constfe , t

)
= f(e)

Moreover, we have that

K(e, 0) = G̃
(
λf (e), 0

)
= µf

(
λf (e)

)
= e

and
K(e, 1) = G̃

(
λf (e), 1

)
= η ◦ λf (e)

Therefore, K is a őber homotopy such that idE ≃ η ◦ λf .

(ii) Let H : X × I → B be a homotopy such that f ≃ g : X → B. Let H− : X × I → B
be the homotopy H "reversed". Deőne Ĥ : FIB(f) → FIB(g) by Ĥ(x,w) = (x, v) where
v : I → B is the path given by

v(t) =

{
H−(x, 2t) if 0 ≤ t ≤ 1

2

w(2t− 1) if 1
2 ≤ t ≤ 1

The path v is well-deőned because H−(x, 1) = H(x, 0) = f(x) = w(0). We claim that
Ĥ is a őber homotopy equivalence. Indeed, it is obviously a őber map, because we
have ĝ

(
Ĥ(x,w)

)
= w(1) = f̂(x,w). Moreover, if we apply the same construction to

the homotopy H−, then we get a őber homotopy inverse Ĥ− of Ĥ. Let us prove that

Ĥ− ◦ Ĥ ≃
f̂
idFIB(f). The other composition is completely dual, since H = (H−)−. Con-

sider the map Ĥ− ◦ Ĥ. It sends the element (x,w) ∈ FIB(f) to an element (x, u) ∈ FIB(f)
where u : I → B is the following path:

u(t) =





H(x, 2t) if 0 ≤ t ≤ 1
2

H−(x, 4t− 2) if 1
2 ≤ t ≤

3
4

w(4t− 3) if 3
4 ≤ t ≤ 1

Deőne the homotopy K : FIB(f) × I → FIB(f) by K(x,w, s) = (x, us) where us : I → B
is the following path:

us(t) =





H(x, 2ts) if 0 ≤ t ≤ 1
2

H−
(
x, 1− s+ (4t− 2)s

)
if 1

2 ≤ t ≤
3
4

w(4t− 3) if 3
4 ≤ t ≤ 1

Then K is well-deőned because us(0) = H(x, 0) = f(x). Moreover, at level 0 it is (homo-

topic to) idFIB(f) and at level 1 it is Ĥ− ◦ Ĥ. Finally, it is a őber homotopy, since

f̂ ◦K(x,w, s) = us(1) = w(1) = f̂(x,w) = f̂ ◦K(x,w, 0)

Therefore, K is a őber homotopy such that Ĥ− ◦ Ĥ ≃
f̂
idFIB(f) and we can conclude.



Chapter 2

Whitehead torsion and simple

structures

The obstructions to őbering a manifold measure the "simplicity" of a certain homotopy equiva-
lence. This chapter is devoted to the development of the tools to make this kind of measurements.
In particular, we focus on the notion of Whitehead torsion of a homotopy equivalence. The goal is
to extend it from the category FCW of őnite CW -complexes, which is the natural environment
of this tool, to the category Man of closed topological manifolds, where the őbering problem
is deőned. The natural idea to do this is to choose some preferred őnite CW -model on closed
manifolds and compute the torsion using it. More generally, since our strategy consists turning
maps into őbrations and the total space of the őbration associated to a map of closed manifolds
is not in general a closed manifold, we consider the category TFCW of spaces of the homotopy
type of a őnite CW -complex, of which Man is a subcategory, and we equip its object with a
new structure, called simple structure, which consists on the choice of a CW -model up to simple
homotopy equivalence. Then, we can deőne the new Whitehead torsion simply as the classical
one computed on the level of these structures.

The work is structured as follows. In Section 2.1, we review the classical Whitehead torsion
in FCW. In Section 2.2, we introduce the notion of simple structure, we extend the Whitehead
torsion theory to TFCW and we explain how simple structures őt with all the canonical con-
struction of this category, in particular with őbrations. Finally, in Section 2.3, we present the
particular case of Man as an example by simply deőning the preferred simple structure on a
closed manifold.

2.1 The Whitehead torsion

The aim of this section is to present brieŕy the notion of Whitehead torsion and to summarize
its more important properties. A more detailed description may be found for example in [Coh73]
or in [LM23].

Let G be a group and consider the group K1(ZG) as deőned in [LM23, Section 3.2]. We deőne
the Whitehead group Wh(G) of G to be the quotient of K1(ZG) with the subgroup generated by
the elements [±g] with g ∈ G, where [±g] is the equivalence class in K1(ZG) of the (1×1)-matrix
with entry ±g ∈ ZG. Moreover, if X is a space, we deőne the Whitehead group Wh(πX) of X
to be

Wh(πX) =
⊕

C∈π0(X)

Wh
(
π1(C)

)

Note that the rule X 7→ Wh(πX) deőnes a functor Wh: Top → Ab from the category of

13
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topological spaces to the category of abelian groups. We denote by f∗ : Wh(πX) → Wh(πY )
the group homomorphism given by Wh(f) for any morphism f : X → Y in Top.

The Whitehead torsion is now a map which assigns to any homotopy equivalence f : X → Y
in FCW an element τ(f) ∈ Wh(πY ). An explicit algebraic construction may be found in
[LM23, Section 3.3].

The most important properties of the Whitehead torsion are listed in the following lemma.

Lemma 2.1 ([LM23, Theorem 3.1]). The Whitehead torsion has the following properties:

(i) (Homotopy invariance) Let f ≃ g : X → Y be homotopic maps in FCW. Then the ho-
momorphism f∗ , g∗ : Wh(πX) → Wh(πY ) agree. In addition, if f and g are homotopy
equivalences, then

τ(f) = τ(g)

(ii) (Composition formula) Let f : X → Y and g : Y → Z be two homotopy equivalences in
FCW. Then

τ(g ◦ f) = τ(g) + g∗τ(f)

(iii) (Sum formula) Consider the following diagram in FCW

X0 X1

Y0 Y1

X2 X

Y2 Y

a2

a1

f2

f

j2

j1

b1f0

f1

b2

i2

i1

where the front and back squares are pushouts. Assume that fi is a homotopy equivalence
for any i = 1, 2, 3 and that f is the map induced by f0, f1 and f2 and the pushout property.
Let j0 : Y0 → Y be the map j1 ◦ i1 = j2 ◦ i2. Then f is a homotopy equivalence and

τ(f) = (j1)∗τ(f1) + (j2)∗τ(f2)− (j0)∗τ(f0)

(iv) (Product formula) Let f1 : X1 → Y1 and f2 : X2 → Y2 be two homotopy equivalences between
connected objects of FCW. Deőne i1 : Y1 → Y1 × Y2 and i2 : Y2 → Y1 × Y2 to be the
inclusions y 7→ (y, y2) and y 7→ (y1, y) for some base point y2 ∈ Y2 and y1 ∈ Y1, respectively.
Then

τ(f1 × f2) = χ(Y1) · (i2)∗τ(f2) + χ(Y2) · (i1)∗τ(f1)

where the integer χ(Yj) denotes the Euler characteristic for j = 1, 2.

(v) (Topological invariance) Let f : X → Y be a homeomorphism in FCW. Then

τ(f) = 0
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Simple homotopy theory

In the last part of this section, we show brieŕy the geometric interpretation of Whitehead
group and Whitehead torsion: the simple homotopy theory. References for this subsection are
[LM23, Section 3.4] and [Coh73, Chapter 2].

Notation 2.2. For any CW -complex X, we denote by Xn the n-skeleton of X.

Consider the upper hemisphere Sn−1
+ of Sn−1. Note that the pair (Dn, Sn−1

+ ) has a natural
relative CW -structure, given by an (n− 1)-cell to obtain Sn−1 and an n-cell to get Dn. Denote
by Sn−2 ⊂ Sn−1

+ the equator. Let X be in FCW and φ : Sn−1
+ → X be a map such that

φ(Sn−2) ⊂ Xn−2 and φ(Sn−1
+ ) ⊂ Xn−1. Let Y be the space deőned by the following pushout

square

Sn−1
+ X

Dn Y

i

φ

ψ

j

where i is the canonical inclusion. Then Y has the following canonical CW -structure:

Yk =





j(Xk) if k ≤ n− 2

j(Xn−1) ∪ ψ(S
n−1) if k = n− 1

j(Xk) ∪ ψ(D
n) if k ≥ n

In other words, Y is obtained from X by attaching one (n − 1)-cell and one n-cell. Moreover,
the map j is a homotopy equivalence. We call such a j : X → Y an elementary expansion and
any homotopy inverse of j an elementary collapse.

Deőnition 2.3. We say that a map f : X → Y in FCW is a simple homotopy equivalence if

there is a sequence of maps X = X[0]
f0
−→ X[1]

f1
−→ X[2]

f2
−→ . . .

fn−1
−−−→ X[n] = Y in FCW such

that fi is either an elementary expansion or an elementary collapse for any i = 0, . . . , n− 1 and
f is homotopic to the composition fn−1 ◦ · · · ◦ f0.

Now, őx a space X and let C(X) be the set of őnite CW -complexes Y relative X such that
the inclusion X ↪→ Y is a homotopy equivalence. Deőne Whgeo(X) to be the set C(X) modulo
the equivalence relation generated by cellular isomorphisms and elementary expansions. By
[Coh73, (6.1)], the addition [Y ]+[Z] = [Y ∪XZ] makes Whgeo(X) an abelian group with the zero
element given by [X]. This group is called the geometric Whitehead group of X and is isomorphic
to the Whitehead group Wh(πX) by [LM23, Theorem 3.37]. In other words, Whgeo(X) is the
geometric interpretation of Wh(πX). As with Wh(−), note that also Whgeo(−) deőnes a functor.
We denote again by f∗ the group homomorphism Whgeo(f) : Whgeo(X)→Whgeo(Z) for a map
f : X → Z in Top.

Consider now a homotopy equivalence f : X → Z in FCW. Then, by [Coh73, Section 22],
the geometric interpretation of the Whitehead torsion τ(f) of f is given by the element f∗

[
cyl(f)

]

in Whgeo(Z), where cyl(f) is the mapping cylinder of f seen as a őnite CW -complex relative X
and f∗ is deőned as above.

In this geometric framework, it is not difficult to understand that the Whitehead torsion
measures the "simplicity" of a homotopy equivalence. More precisely, it is the obstruction for a
homotopy equivalence to be a simple homotopy equivalence, as stated in the following lemma.

Lemma 2.4 (Obstruction property, [Coh73, (22.2)]). A homotopy equivalence f : X → Z in
FCW is a simple homotopy equivalence if and only if τ(f) ∈Wh(Z) vanishes.
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2.2 Simple structures

In this section we extend the notion of Whitehead torsion of a homotopy equivalence from the
category FCW of őnite CW -complexes to the category TFCW of spaces of the homotopy
type of a őnite CW -complex. The idea is to add a new structure to these spaces, called simple
structure, which is well-constructed as it is compatible with the canonical operations of this
category. In particular, this structure őts well with őbrations and therefore it is particularly
well-suited to study the őbering problem.

Simple structures and Whitehead torsion

Let us start by deőning the following equivalence relation. Fix a space Y in TFCW and consider
the category FCW/Y whose objects are homotopy equivalences f : X → Y in TFCW with X
in FCW and whose morphisms g : f1 → f2 with fi : Xi → Y for i = 1, 2 are maps g : X1 → X2

in FCW such that f2 ◦ g = f1.

X1 X2

Y

g

f2f1

We say that two homotopy equivalences f1 : X1 → Y and f2 : X2 → Y in FCW/Y are simply
equivalent if there exists a morphism g : f1 → f2 such that τ(g) = 0. Note that being simply
equivalent is well-deőned, since any morphism g : f1 → f2 is by construction a homotopy equiv-
alence. Moreover, it is an equivalence relation. Indeed, if we denote by f−1

2 a homotopy inverse
of f2, then, by homotopy invariance of the Whitehead torsion, we have τ(g) = τ(f−1

2 ◦ f1).
Therefore, by obstruction property, f1 is simply equivalent to f2 if and only if f−1

2 ◦ f1 is a
simple homotopy equivalence. Using this and Lemma 2.1, it is easy to conclude that this is an
equivalence relation.

Deőnition 2.5. (i) A simple structure ξ on a space Y in TFCW is a choice of a simple
equivalence class of an object u : Z → Y of FCW/Y . Moreover, if Y is in FCW, we
call the simple structure represented by idY the canonical simple structure ξcan(Y ) on Y .
We denote by SStruct the category whose objects are pairs (Y, ξ) with Y in TFCW

and ξ a simple structure on Y and whose morphism f : (X, ξ)→ (Y η) are the morphisms
f : X → Y in TFCW.

(ii) Let f : (X, ξ) → (Y, η) be a homotopy equivalence in SStruct. We deőne its Whitehead
torsion by

τ(f) = v∗τ(v
−1 ◦ f ◦ u) ∈Wh(πY ) (2.1)

where u : X ′ → X and v : Y ′ → Y are representatives of the simple structures ξ and η,
respectively, and τ(v−1 ◦ f ◦ u) ∈ Wh(πY ′) is the classical Whitehead torsion recalled in
the previous section.

X ′ Y ′

X Y

u ≃ v≃

f

≃

Remark 2.6. • Note that the Whitehead torsion in SStruct is well-deőned. Indeed, let
u1 : X

′
1 → X and v1 : Y

′
1 → Y be other two representatives of ξ and η, respectively. Then,

by Lemma 2.1 and the deőnition of simple structure, we have

v∗τ(v
−1 ◦ f ◦ u) = v∗τ(v

−1 ◦ v1 ◦ v
−1
1 ◦ f ◦ u1 ◦ u

−1
1 ◦ u) = (v1)∗τ(v

−1
1 ◦ f ◦ u1)
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• By abuse of notation, we denote the Whitehead torsion in SStruct as the classical one: in
the following, it will be clear from the context which deőnition we are using.

Before investigating the properties of the new deőnition of Whitehead torsion, we need to
understand how simple structures őt with the operations of the category TFCW. In particular,
we are interested in its behavior with homotopy equivalences, disjoint unions, pushouts and
products. Let us start with the two easiest cases.

Example 2.7. Let f : X → Y be a homotopy equivalence in TFCW and let ξ be a simple
structure on X. Then Y has a canonical choice of simple structure such that τ(f) = 0 denoted
by f∗ξ and deőned as follows. Consider a representative u : X ′ → X of ξ. Then we deőne f∗ξ to
be the simple structure represented by f ◦ u : X ′ → Y . Note that it is obviously well-deőned.

Example 2.8. Let X and Y be in SStruct with simple structures ξ and η, respectively. Then
the disjoint union X ⨿ Y has canonical choice of simple structure denoted by ξ ⨿ η and deőned
as follows. Let u : Z → X and v : W → Y be representatives of ξ and η, respectively. We deőne
ξ ⨿ η to be the simple structure represented by u ⨿ v : Z ⨿W → X ⨿ Y . Note it is obviously
well-deőned by the sum formula of Lemma 2.1.

Let us construct now with the pushout simple structure.

Notation 2.9. From now on, in this section, we assume without loss of generality that all the
maps in FCW are cellular. This can be done by using the cellular approximation theorem
[Hat02, Theorem 4.8]. Note that by homotopy invariance this does not change the torsion of the
maps involved.

Construction/Proposition 2.10. Let (Xi, ξi) be in SStruct for i = 0, 1, 2 and consider the
following pushout square in Top

Y0 Y1

Y2 Y

i1

i2 j1

j2

where i1 a coőbration. Then Y is in TFCW and there is a canonical simple structure ξ on Y
which we call the pushout simple structure and which is constructed as follows. Let ui : Xi → Yi
be homotopy equivalences representing ξi for i = 0, 1, 2. Choose the following pushout diagram
in FCW

X0 X1

X2 X

a1

b2

b1a2 (2.2)

where a1 and b2 are inclusions of CW -subcomplexes and the n-skeleton Xn of X is the subspace
b1
(
(X1)n

)
∪ b2

(
(X2)n

)
for every n ≥ −1. The pushout property yields a map u : X → Y which

is a homotopy equivalence by [Die08, Proposition (5.3.4)]. Deőne the pushout simple structure
ξ on Y to be the one represented by u.

Remark 2.11. The fact that Y is in TFCW follows immediately by construction, since X is
obviously in FCW and u : X → Y is a homotopy equivalence.

To show that this construction is well-deőned, we need the following particular property of
the Whitehead torsion.
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Lemma 2.12. Consider the following commutative diagram in Top

X1 X0 X2

Y1 Y0 Y2

Z1 Z0 Z2

u1 u0 u2

v1 v0 v2

i1

c2

i2

a2

(2.3)

where the top and bottom rows are cellular pushout diagrams in FCW, i1 is a coőbration and all
the vertical maps are homotopy equivalences. Let X, Y and Z be the pushouts of the three rows,
respectively, and u : X → Y and v : Z → Y be the maps induced by the ui and vi, respectively.
Then, the following formula holds in Wh(πY )

v∗τ(v
−1 ◦ u) = (j1)∗(v1)∗τ(v

−1
1 ◦ u1) + (j2)∗(v2)∗τ(v

−1
2 ◦ u2)− (j0)∗(v0)∗τ(v

−1
0 ◦ u0) (2.4)

where ji : Yi → Y for i = 0, 1, 2 are the structure maps of the pushout.

Proof. Let us assume őrst that i2 and c2 are coőbrations. In this particular case, the homotopy
inverses of the maps vi induce a homotopy inverse of the map v by [Die08, Proposition (5.2.8)].
Hence, we can conclude by applying the sum formula of the Whitehead torsion.

Let us consider now the general case. By [Die08, Section 5.3], diagram (2.3) induces a diagram
where (X2, a2), (Y2, j2) and (Z2, c2) are replaced by the inclusions in the respective mapping
cylinder cyl(a2), cyl(j2) and cyl(c2). Moreover, such inclusions are coőbrations. Therefore, since
cyl(a2) and cyl(c2) are in FCW, if we prove that the replacement does non change the Whitehead
torsions involved, we can reduce to the previous case and conclude. But such replacement is done
through the projection maps p : cyl(a2)→ X2 and q : cyl(c2)→ Z2, which are simple homotopy
equivalence by [Coh73, (5.1A)]. Therefore, the claim follows easily by composition formula and
obstruction property of the Whitehead torsion.

Proof of Construction/Proposition 2.10. Let us start by proving that diagram (2.2) exists. In
particular, we show that, given the representative (X0, u0) of ξ0, there exists a representative
(X1, u1) of ξ1 such that X0 is a subcomplex of X1 and the following diagram commutes.

X0 X1

Y0 Y1

a1

u0 u1

i1

Consider a representative (X̃1, ũ1) of ξ1 and let ã1 : X0 → X̃1 be a map such that ũ1◦ ã1 ≃ i1◦u0.
Then, by [Die08, Section 5.3], the map ã1 factors as ã1 = p ◦ a1 where a1 : X0 → cyl(ã1) is the

coőbration given by the inclusion into the mapping cylinder and p : cyl(ã1)→ X̃1 is a homotopy
equivalence. Deőne X1 = cyl(ã1) in FCW. We obtain the following homotopy commutative
diagram.

X0 X1

Y0 Y1

a1

u0 ũ1◦p

i1

H

Let u1 be the map obtained by the coőbration property of a1 applied to the homotopy H
with initial condition ũ1 ◦ p. Then (X1, u1) is the wanted representative of ξ1. Indeed, it is a
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representative of ξ1 because we have τ(ũ1
−1 ◦ u1) = τ(p) = 0, since u1 ≃ ũ1 ◦ p and p is a

simple homotopy equivalence by [Coh73, (5.1A)]. Moreover, by construction, a1 is an inclusion
and u1 ◦ a1 = i1 ◦ u0.

We show now that the construction does not depend on the choice of representatives ui of
the simple structures ξi for i = 0, 1, 2. Let vi : Zi → Yi be other representatives of the simple
structures ξi for i = 0, 1, 2. Then, by deőnition, τ(u−1

i ◦ vi) = 0 for i = 0, 1, 2. Therefore, by
Lemma 2.12, since the right hand side of formula (2.4) vanishes, we have that τ(v−1 ◦ u) = 0.
Hence, the induced simple structure is the same.

Example 2.13. Let X be in FCW. Consider the following pushout describing the n-skeleton
of X.

∐
In
Sn−1 Xn−1

∐
In
Dn Xn

∐
i∈In

qi

∐
i∈In

Qi

Equip
∐
In
Sn−1,

∐
In
Dn and Xn−1 with the canonical simple structure with respect to any

CW -structure. Then the pushout simple structure on Xn agrees with the canonical simple
structure with respect to any CW -structure. Indeed, by the cellular approximation theorem
[Hat02, Theorem 4.8] and by [Coh73, (7.1)], we can assume without loss of generality that the
characteristic maps are cellular. Moreover, by topological invariance of the Whitehead torsion, we
can choose our preferred CW -structures on the spaces involved. Therefore, we can reduce to the
case where Sn−1 has some őnite CW -structure, Dn has the CW -structure obtained from the one
of Sn−1 by attaching one n-cell, Xn−1 andXn has the given CW -structures and the characteristic
maps are cellular. But in this case, the claim is obviously true, since the CW -structure on Xn

is exactly the pushout of the other structures.

Finally, we present how to construct a canonical simple structure on the product of two spaces
in SStruct.

Construction/Proposition 2.14. Let (X, ξ) and (Y, η) be in SStruct. Let u : Z → X and
v : W → Y be representatives of ξ and η, respectively. We deőne the product simple structure
ξ × η on X × Y to be the one represented by u× v : Z ×W → X × Y .

Proof. We prove that the product simple structure ξ×η on X×Y does not depend on the choice
of representatives of ξ and η. If X and Y are connected, this follows directly by the product
formula of Lemma 2.1. Hence, let us assume that X or Y are not connected. Let u′ : Z ′ → X and
v′ : W ′ → Y be other two representatives of ξ and η, respectively. Any space is the disjoint union
of its connected components. Moreover, the connected components of a őnite CW -complex are
again őnite CW -complexes. Therefore, we can conclude by the sum formula and the previous
case as follows

τ
(
(u× v)−1 ◦ (u′ × v′)

)
=

∐

i∈π0(X), j∈π0(Y )

τ
(
(ui × vj)

−1 ◦ (u′i × v
′
j)
)
= 0

where ui, u
′
i, vj and v′j are the homotopy equivalences induced by u, u′, v and v′ on connected

components, respectively.

Thanks to these constructions, we can őnally study the properties of the Whitehead torsion
in SStruct. Both Deőnition 2.5 and the simple structures deőned above are very clear and
natural. Therefore, it is easy to understand that this new deőnition has the same behavior of
the classical one, as stated in the following lemma.
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Lemma 2.15. The Whitehead torsion in SStruct satisőes the homotopy invariance and the
composition formula as stated in Lemma 2.1. Moreover, if we equip pushouts with the pushout
simple structure and products with the product simple structure, it satisőes also the sum formula
and the product formula.

Proof. This lemma follows by direct computation using Deőnition 2.5 and Lemma 2.1.

The simple structure on a total space of a őbration

A natural question at this point is whether simple structures are suitable for our case. Given
a map f : M → B in Man, our strategy to solve the őbering problem is to convert f into a
őbration and to compute some torsion to understand what happens if f is homotopic to a őber
bundle. As we have just studied, to do this, we need to equip the total space FIB(f), which is not
in general in Man, with a simple structure. Therefore, a more precise question is whether there
is a canonical way to equip the total space E of a őbration p : E → B with a simple structure,
given those of the base space B and the őber F . The remainder of this section is devoted to
answer to this question in the particular case where B is in FCW. Once we know this and the
őrst obstruction, under some particular assumption on the őbration, the construction in the case
where B is in TFCW can be obtained quite easily by taking the pullback over a representative
of the simple structure of B: we will present this in the next chapter.

The program is as follows: őrst we construct the simple structure on E and we check that
it is well-deőned, then we study how this depends on its initial data. The result will be a very
canonical and explicit construction, although at őrst glance it may seem quite artiőcial. In
particular, it makes very explicit the role of the őber and its simple structure, which is of great
importance for us, being interested in őber bundles.

Let us start with the construction.

Deőnition 2.16. Let B be a connected CW -complex with base point b ∈ B. Denote by I(B)
the set of open cells of B and by dim(c) the dimension of a cell c ∈ I(B). A spider at b for B is
a collection of path wc indexed by c ∈ I(B) such that wc(0) = b and wc(1) ∈ c.

Construction/Proposition 2.17. Consider p : E → B in Fib such that B is a path-connected
object of FCW and the őber is in TFCW. Given a base point b ∈ B, a spider s at b and a
simple structure ζ on Fb, we construct a preferred simple structure ξ(b, s, ζ) on E as follows. Let
Bn be the n-skeleton of B and deőne En = p−1(Bn). We construct a preferred simple structure
ξn on En inductively for n = −1, 0, 1, . . . , so that ξ(b, s, ζ) = ξN for N ∈ N such that EN = E.

(i) The case n = −1 is trivial.

(ii) As for n = 0, let B0 =
∐
i∈I0
{bi}. Then we have E0 =

∐
i∈I0

Fbi . Let wi be the path of the
spider s from b to bi for i ∈ I0 and consider the induced őber transports t[wi] : Fb → Fbi .
We equip Fbi with the simple structure ζi = t[wi]∗ζ of Example 2.7. We deőne ξ0 as simple
structure of the disjoint union of the ζi presented in Example 2.8.

(iii) Assume now that we have constructed ξn−1 on En−1. Choose the following pushout for
the n-skeleton Bn of B.

∐
i∈In

Sn−1 Bn−1

∐
i∈In

Dn Bn

∐
i∈In

qi

∐
i∈In

Qi
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Let xi ∈ D
n \ Sn−1 for i ∈ In be a point such that Qi(xi) = wi(1), where wi is the path

of the spider s associated to the cell indexed by i ∈ In. We get by Lemma 1.18(i) a őber
trivialization

Ti : Fb ×D
n → Q∗

iE

of Q∗
iE with respect to (b, xi, wi) which induces by restriction a homotopy equivalence

ti : Fb × S
n−1 → q∗iE

EquipQ∗
iE and q∗iE with the simple structures (Ti)∗

(
ζ×ξcan(D

n)
)

and (ti)∗
(
ζ×ξcan(S

n−1)
)

and consider the following pushout diagram with a coőbration as left vertical map.

∐
i∈In

q∗iE En−1

∐
i∈In

Q∗
iE En

ι iEn−1
(2.5)

We deőne ξn to be the pushout simple structure on En.

To prove that the construction is well-deőned, we need the following preliminary lemma.

Lemma 2.18 ([Lüc89, Lemma 1.26]). Let p : X → Y be in Fib. Let

Y0 Y1

Y2 Y

j1

k1j2

k2

k

be a commutative pushout square such that the vertical maps are coőbrations. Then the pullback
construction yields a pushout

k∗X k∗1X

k∗2X X

j1

k1j2

k2

where the vertical maps are still coőbrations.

Proof of Construction/Proposition 2.17. We have to show that the construction is well-deőned.
In particular, we have to check that diagram (2.5) is a pushout, that the restriction ti of Ti is a
well-deőned homotopy equivalence and that the construction does not depend on the choices of
the őber trivialization Ti of Q∗

iE and of the characteristic maps Qi and qi.

• Let us start by proving that diagram (2.5) is a pushout. Consider the following diagram
where the top and the bottom squares are pullbacks by construction.

∐
i∈In

q∗iE En−1

∐
i∈In

Sn−1 Bn−1

∐
i∈In

Q∗
iE En

∐
i∈In

Dn Bn

∐
Qi

ι

iEn−1

∐
qi

∐
Qi

iBn−1
j

∐
qi

∐
pQi

∐
pqi p

p

(2.6)
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The right square is obviosly a pullback and so, by pasting law [AHS90, Proposition 11.10],
also the diagonal square ∐

i∈In
q∗iE En

∐
i∈In

Sn−1 Bn

p
∐
pqi

is a pullback. Therefore, since j and iBn−1 of diagram (2.6) are coőbrations, we can apply
Lemma 2.18 and conclude that diagram (2.5) is a pushout with coőbrations as vertical
maps.

• We prove now that the restriction ti of Ti is a well-deőned homotopy equivalence. Consider
the following diagram.

Fb × S
n−1 Sn−1

q∗iE Sn−1

Fb ×D
n Dn

Q∗
iE Dn

pQi

Ti

ti

(2.7)

We claim őrst that the front and back square are pullback squares. This is obvious for
the back one. For the front one consider diagram (2.6). We have already showed that
the diagonal square and the bottom square are pullbacks. Hence, again by pasting law
[AHS90, Proposition 11.10], also the left square is so. Therefore, since all these claims hold
also if we take a single i ∈ In instead of taking the coproduct, the front square of the
previous diagram (2.7) is a pullback as well.

Now, the map induced by pullback property is by commutativity the restriction of the
map Ti, that is, it is exactly the map ti. Therefore, ti : Fb × Sn−1 → q∗iE is a well-
deőned map. It remains to prove that this is a homotopy equivalence. This follows by
coglueing theorem [FP90, Theorem A.4.19] using that Fb×D

n → Dn and pQi
: Q∗

iE → Dn

are őbrations. Indeed, the őrst map is a projection and any projection is őbration by
[Whi78, Theorem 7.7] and the second map is by construction the pullback of the őbration
p and thus it is a őbration as well.

• It remains to show that the construction does not depend on the choices of the őber trivi-
alization Ti and of the characteristic maps. As for characteristic maps, this follows directly
by the Lemma 2.21 below by taking (b′, s′, ζ ′) = (b, s, ζ), but with different characteris-
tic maps. Thus, let us consider the case of Ti. Since Dn is contractible, we obtain from
Ti : Fb ×D

n → Q∗
iE a homotopy equivalence Si : Fb → Q∗

iE. This induces a simple struc-
ture (Si)∗ζ on Q∗

iE which agrees with the simple structure (Ti)∗
(
ζ × ξcan(D

n)
)
. Indeed,

the transition map S−1
i ◦ Ti is exactly the contraction Fb ×D

n → Fb, which is obviously a
simple homotopy equivalence. Moreover, if we replace the map Ti with Si in diagram (2.7),
we get a diagram where the front and back square are homotopy pullbacks: the őrst one
because it is a pullback over a őbration, the second one by construction. Hence, we can
apply the homotopy version of the coglueing theorem [Mat76, Corollary 7] to obtain again
the map ti : Fb × S

n−1 → q∗iE up to homotopy. To sum up, the simple structure on Q∗
iE
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and the map ti can also be obtained using Si : Fb → Q∗
iE instead of Ti and therefore the

őber trivialization Ti is only used to get the homotopy equivalence Si. Hence, we can
conclude by Lemma 1.18(ii) and the homotopy invariance of the Whitehead torsion that
the construction does not depend on the choice of Ti.

Remark 2.19. In the literature, there are other ways to get the same simple structure of Con-
struction 2.17 on the total space of a őbration with őber and base space in TFCW, for example
see [FP90, Theorem 5.4.2]. Nevertheless, Construction 2.17 is the most suitable for us. Indeed,
although the alternative construction may seem more natural, they are certainly more implicit.
In particular, they do not make explicit the initial data as well as our construction, especially
the role of the őber and its simple structure.

Example 2.20. Let p : B × F → B be a trivial bundle such that B and F are in FCW. Then
for any spider s the simple structure ξ

(
b, s, ξcan(F )

)
on B × F agrees with the product simple

structure. Indeed, if Bn is the n-skeleton of B, then En = p−1(Bn) = Bn×F . Moreover, diagram
(2.6) appears as follows.

∐
i∈In

Sn−1 × F Bn−1 × F

∐
i∈In

Sn−1 Bn−1

∐
i∈In

Dn × F Bn × F

∐
i∈In

Dn Bn

p

p

Therefore, since by Example 2.13 the pushout simple structure on the skeleton of a CW -complex
coincide with the canonical simple structure on it, by deőnition of product simple structure we
have ξn = ξcan(Bn)× ξcan(F ) and ξ(b, s, ξcan(F )) = ξcan(B)× ξcan(F ).

Dependence of the simple structure on the total space of a őbration

We conclude this section by showing how the simple structure on the total space of a őbration
depends on the choice of (b, s, ζ).

Lemma 2.21. Consider the situation of Construction 2.17 and suppose that another choice
(b′, s′, ζ ′) of the triple has been made. Given a cell c ∈ I(B), let uc be any path in the in-
terior of c from wc(1) to w′

c(1), where wc and w′
c are given by the spiders s and s′. Let

vc = wc ∗ uc ∗ (w
′
c)

−. Then the homotopy class relative endpoints [vc] is independent of uc. Let
(ib′)∗ : Wh(πFb′)→Wh(πE) be the homomorphism induced by the inclusion ib′ : Fb′ → E. Then
the following holds in Wh(πE).

τ
((
E, ξ(b, s, ζ)

) id
−→
(
E, ξ(b′, s′, ζ ′)

))
=
∑

c∈I(B)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

(2.8)

Remark 2.22. The fact that the homotopy class [vc] is independent of uc is trivial, since any cell
of a CW -complex is contractible.

Proof. As in Construction 2.17, let us denote by Bn the n-skeleton of B and let En = p−1(Bn).
Let ξn and ξ′n be the simple structures on En induced by ξ(b, s, ζ) and ξ(b′, s′, ζ ′) respectively, that
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is, the simple structures at the n-th inductive step of Construction 2.17. We prove inductively
on n = −1, 0, 1, . . . that

τ
(
(En, ξn)

id
−→ (En, ξ

′
n)
)
=

∑

c∈I(Bn)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

(2.9)

The case n = −1 is trivial. Consider the case n = 0. Let B0 =
∐
i∈I0
{bi}. Denote by wi, w

′
i and

vi the paths wbi , w
′
bi

and vbi for any i ∈ I0. We have that E0 =
∐
i∈I0

Fbi . Therefore, we can
conclude by the sum formula as follows

τ
(
(E0, ξ0)

id
−→ (E0, ξ

′
0)
)

=
∑

i∈I0

τ
((
Fbi , t[wi]∗ζ

) id
−→
(
Fbi , t[w

′
i]∗ζ

′
))

=
∑

i∈I0

τ
(
(Fb, ζ)

t[vi]
−−→ (Fb′ , ζ

′)
)

where the simple structures on the second line are those of Example 2.7.
Let us now assume that (2.9) holds for En−1. Suppose that the following push-out diagrams

deőning Bn induce the simple structures ξn and ξ′n on En as in the inductive step of Construction
2.17, respectively.

∐
i∈In

Sn−1 Bn−1

∐
i∈In

Dn Bn

∐
i∈In

qi

∐
i∈In

Qi

∐
i∈I′n

Sn−1 Bn−1

∐
i∈I′n

Dn Bn

∐
i∈I′n

q′i

∐
i∈I′n

Q′

i

(2.10)

We can assume without loss of generality that In = I ′n with Qi(D
n) = Q′

i(D
n) for all i ∈ In,

since In and I ′n are in bijection with the connected components of Bn \ Bn−1 by the following
homeomorphisms.

∐

i∈In

(Dn \ Sn−1)

∐
i∈In

Qi

−−−−−−→ Bn \Bn−1

∐
i∈I′n

Q′

i

←−−−−−−
∐

i∈I′n

(Dn \ Sn−1)

Moreover, again without loss of generality, we can assume Qi(0) = Q′
i(0) for all i ∈ In by

pre-composing with a homeomorphism (Dn, Sn−1)→ (Dn, Sn−1).
Now, in order to compare the different characteristic maps, we thicken Bn−1 into Bn and

we glue the remaining part using correspondent modiőed characteristic maps. More precisely,
consider for t ∈ I the map µt : D

n+1 → Dn+1 given by the multiplication with t and let

Dn(t) = µt(D
n), Sn−1(t) = µt(S

n−1),

Qi(t) = Qi ◦ µt, qi(t) = Qi(t)
∣∣
Sn−1

Note that for t = 1 we have µt = idDn . Moreover, if t < 1, the maps Qi(t), and therefore also
their restriction qi(t), are topological embeddings. Consider the following two spaces.

Bn−1(t) = Bn−1 ∪Qi
(
Dn \Dn(t)

)
, En−1(t) = p−1

(
Bn−1(t)

)

For t > 0, we get the following new pushout diagram for Bn, where the vertical maps are
coőbrations.

∐
i∈In

Sn−1 Bn−1(t)

∐
i∈In

Dn Bn

∐
i∈In

qi(t)

∐
i∈In

Qi(t)
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Thus, we can apply the pullback construction to get, by Lemma 2.18, the following pushout
square with coőbrations as vertical maps.

∐
i∈In

qi(t)
∗E En−1(t)

∐
i∈In

Qi(t)
∗E En

ι(t) ∐
i∈In

Qi(t)

∐
i∈In

qi(t)

iEn−1(t)
(2.11)

Note that for 0 < t < 1 the horizontal maps are still topological embeddings. Now, we equip the
spaces of the previous diagram with the following simple structures.

• As for En−1(t), since the inclusion Bn−1 ↪→ Bn−1(t) is an homotopy equivalence, so is the
inclusion j : En−1 ↪→ En−1(t). Hence, we equip En−1(t) with the simple structure j∗ ξn−1

induced by the simple structure ξn−1 on En−1.

• Consider the two spaces on the left of (2.11). Since µt is trivially homotopic to the identity
map idDn , there is a homotopyHi : D

n×I → Bn such that Qi(t) ≃ Qi for all i ∈ In. Denote
by hi : S

n−1 × I → Bn−1(t) the homotopy such that qi(t) ≃ qi which is the restriction of
the homotopy Hi to Sn−1×I. By Lemma 1.6, there exist the following two őber homotopy
equivalences.

gHi
: Qi(t)

∗E → Q∗
iE, ghi : qi(t)

∗E → q∗iE

Moreover, by Lemma 1.10, we can assume that ghi is the restriction of gHi
for all i ∈ In.

We equip Qi(t)
∗E and qi(t)

∗E with the simple structures induced by those of Q∗
iE and

q∗iE through gHi
and ghi , respectively.

• We equip En with the simple structure ξn.

Claim 1. With these choices of simple structures, diagram (2.11) is simple pushout, that is, the
pushout simple structure on En agrees with ξn.

Proof of Claim 1. Let η be the pushout simple structure on En given by diagram (2.11). We

show that τ
(
(En, η)

id
−→ (En, ξn)

)
= 0. Consider the following natural transformation of pushout

diagrams.

∐
i∈In

Qi(t)
∗E

∐
i∈In

qi(t)
∗E En−1(t)

∐
i∈In

Q∗
iE

∐
i∈In

h∗iE En−1(t)

∐
i∈In

Q∗
iE

∐
i∈In

q∗iE En−1

j0 ∐
i∈In

hi

∐
i∈In

qi(t)

ji ∐
i∈In

qi

(2.12)

Note that all the inclusions are well-deőned. Indeed, by deőnition of the map Qi(t), the space
Qi(t)

∗E can be viewed as a subspace of Q∗
iE. Moreover, by seeing hi as the restriction of Qi to

Dn \ µt(D
n), the space h∗iE can be viewed as a subspace of Q∗

iE. Now, by construction, all the
vertical maps of diagram (2.12) are homotopy equivalences and the induced maps on pushouts
are the identity of En. Furthermore, ξn is by construction the pushout simple structure on En
given by the bottom row, while η is the one given by top row. Therefore, őxed i ∈ In, if we
prove that all the i-th vertical compositions have vanishing torsion, we can conclude by the sum
formula of Lemma 2.15.
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This follows easily for the right column because the torsion of inclusion En−1 ↪→ En−1(t)
vanishes by construction.

Consider the middle vertical composition j−1
1 ◦ j0. We claim that this is component-wise

homotopic to ghi . Indeed, apply Lemma 1.6 to the őbration h∗iE → Sn−1 × I with f0 and f1
given by the inclusions ik : S

n−1 = Sn−1 × {k} ↪→ Sn−1 × I for k = 0, 1 and H given by the
obvious homotopy idSn−1×I . By deőnition the homotopy hi is such that qi(t) ≃ qi. Therefore
we have i∗0h

∗
iE = qi(t)

∗E and i∗1h
∗
iE = q∗iE. Moreover, by the following diagram, using that

pi0 = pqi(t), we obtain that a lifting G of the homotopy idSn−1×I ◦(pqi(t) × I) induce a lifting of
the homotopy hi ◦ (pqi(t) × I).

qi(t)
∗E h∗iE En−1(t)

qi(t)
∗E × I Sn−1 × I Bn−1(t)

p

pqi(t)×idI hi

i0

G

Hence, we have that gid
Sn−1×I

: qi(t)
∗E → q∗iE is homotopic to ghi . Now, by construction, using

the notation of Notation 1.5, we have that j0 and j1 are component-wise i0 and i1. Moreover,
again by Lemma 1.6 we have i1 ◦ gid

Sn−1×I
≃ i0, which implies that i1

−1
◦ i0 ≃ gid

Sn−1×I
≃ ghi .

Therefore, the map j−1
1 ◦j0 is component-wise homotopic to ghi as wanted. It follows now directly

by the construction of the simple structure on qi(t)
∗E that this map has vanishing torsion.

It remains to show that inclusion Qi(t)
∗E ↪→ Q∗

iE on the left of diagram (2.12) has vanishing
torsion. Apply Lemma 1.6 to the őbration Q∗

iE → Dn and the homotopy K : Dn × I → Dn

such that idDn ≃ µt. Since idDn = idQ∗

iE
, we obtain that µt ≃ idDn ◦ gK = gK . Now,

by deőnition of Qi(t), we have that Qi(t)
∗E = µ∗tQ

∗
iE. In particular, the map µt is exactly

the map Qi(t)
∗E ↪→ Q∗

iE of diagram (2.12). Therefore, by the following diagram, using that
pµ(t) = pQi(t), we get that a lifting K ′ of the homotopy K ◦ (pQi(t)× idI) induces a lifting Qi ◦K

′

of the homotopy Qi ◦ K ◦ (pQi(t) × idI), which is exactly the homotopy Hi ◦ (pQi(t) × idI) by
construction.

Qi(t)
∗E Q∗

iE En

Qi(t)
∗E × I Dn × I Dn Bn

Qi

p

QiKpQi(t)
×idI

K′

In particular, we obtain that gK , and so µt, is homotopic to gHi
. Hence, we can conclude again

by the construction of the simple structure on Qi(t)
∗E and by homotopy invariance.

We can now apply all the previous construction to Q′
i to get Bn−1(t)

′ and En−1(t)
′ together

with maps Q′
i(t) and q′i(t). Obviously, Claim 1 holds also in this case.

The next step is to compute the torsion of the identity map (En, ξn) → (En, ξ
′
n) by using

the sum formula applied to some pushout diagram of the shape of (2.11) and the torsion of
id : (En−1, ξn−1)→ (En−1, ξ

′
n−1). Let us start with the following claim.

Claim 2. There are two continuous and strictly monotonically increasing maps ε, δ : I → I such
that for t ∈ I it holds

Bn−1(t)
′ ⊂ Bn−1(ε(t)) ⊂ Bn−1(δ(t))

′

Proof of Claim 2. We construct the map ε, the map δ is deőned analogously. Consider the map

ε : [0, 1)→ [0, 1), t 7→ min

{
∥x∥ : x ∈

⋃

i∈In

Qi
−1
(
Q′
i

(
Dn \Dn(t)

))}
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It is obviously continuous and monotonically increasing. Moreover, it is also strictly increasing.
Indeed, we have ε(t) = 0 for t = 0 and ε(t) > 0 for t > 0 and the minimum always occurs on
the boundary of the set considered. Therefore, ε extends to a continuous and strictly increasing
function ε : [0, 1]→ [0, 1]. Now, this is the wanted function ε. Indeed, by deőnition, we have

Q′
i

(
Dn \Dn(t)

)
⊂ Qi

(
Dn \Dn

(
ε(t)

))

for any i ∈ In. Therefore, the inclusion Bn−1(t)
′ ⊂ Bn−1

(
ε(t)

)
holds.

Now, using the maps ε and δ of Claim 2, we deőne a homotopy k : Bn × I → Bn such that:

(i) k(−, t)|Bn−1(t)′ = idBn−1(t)′ for all t ∈ I, in particular k(−, 0) = idBn ;

(ii) k
(
Q′
i(s), t

)
= Q′

i

(
ts
∥s∥

)
for all t ∈ I, i ∈ In and δ(t) ≤ ∥s∥ < t;

(iii) k
(
Q′
i(s), t

)
= Q′

i(
ts
δ(t)) for all t ∈ I, i ∈ In and 0 < ∥s∥ ≤ δ(t);

(iv) k
(
Q′
i(0), t

)
= Q′

i(0) for all i ∈ In.

For a geometric idea of what the homotopy k does, look at the picture above. The idea is that at

time t ∈ I we squeeze the annulus Q′
i

(
Dn(t)\Dn

(
δ(t)

))
into the circle q′i(t)(S

n) and we broaden

the disk Q′
i

(
δ(t)

)
(Dn) to the disk Q′

i(t)(D
n) for any i ∈ In.

Claim 3. The map k : Bn × I → Bn is well-deőned and continuous.

Proof of Claim 3. Consider őrst the region Bn−1 × I. Here the homotopy k is obviously well-
deőned. To prove that it is continuous, by condition (i) it suffices to show k

(
Q′
i(s), t

)
converges

to Q′
i(s) for (∥s∥, t) → (1, 1) . This is clear in the region of (ii) and also in the one of (iii) if

δ(t)→ 1. Therefore, k is continuous on Bn−1 × I.
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We are left to prove the claim in any connected component of (Bn \Bn−1)× I. Consider the
following homotopy.

(Dn \ Sn−1)× I → Dn \ Sn−1, (s, t) 7→





s if ∥s∥ ≥ t
ts
∥s∥ if δ(t) ≤ ∥s∥ ≤ t
ts
δ(t) if 0 < ∥s∥ ≤ δ(t)

0 if s = 0

Note that its geometric idea is similar to the one explained before the statement of the claim.
It is easy to check that this function is continuous and well-deőned. Therefore, by applying
the homeomorphism Q′

i : D
n \ Sn−1 → Bn \ Bn−1, also the homotopy k is continuous and well-

deőned.

Let now 0 < t < 1 and deőne f = k(−, t) : Bn → Bn. This map is homotopic to the identity
idBn : Bn → Bn through the obvious following homotopy

k′ : Bn × I → Bn, (x, t′) 7→ k(x, t · t′) (2.13)

Moreover, it sends the space Bn−1

(
ε(t)

)
to Bn−1(t)

′, the space qi
(
ε(t)

)
(Sn−1) to q′i(t)(S

n−1)
and the space Qi

(
ε(t)

)
(Dn) to Q′

i(t)(D
n) for any i ∈ In: this can be seen geometrically in the

picture after Claim 2 using the geometric idea of k. Therefore, f factors as the following natural
transformation of pushout diagram

∐
i∈In

Dn
∐
i∈In

Sn−1 Bn−1

(
ε(t)

)

∐
i∈In

Dn
∐
i∈In

Sn−1 Bn−1(t)
′

∐
i∈In

qi

(
ε(t)

)

∐
i∈In

q′i(t)

r
∐

i∈In
vi

∐
i∈In

Vi (2.14)

where vi and Vi are homeomorphisms for any i ∈ In and r is the retraction of Bn−1

(
ε(t)

)
into

Bn−1(t)
′ obtained by restriction of f .

Claim 4. Denote by (σDn , σSn−1) : (Dn, Sn−1) → (Dn, Sn−1) the reŕection at the equator
xn = 0. Then there exists a homotopy

(L, l) : (Dn, Sn−1)× I → (Dn, Sn−1)

such that (Vi, vi) ≃ (idDn , idSn−1) or (Vi, vi) ≃ (σDn , σSn−1) for all i ∈ In.

Proof of Claim 4. Consider the following diagram, which is commutative by construction of vi.

Sn−1 Dn \
(
Sn−1 ∪ {0}

)
Qi(D

n) \
(
Qi(S

n−1) ∪
{
Qi(0)

})

Sn−1 Dn \
(
Sn−1 ∪ {0}

)
Qi(D

n) \
(
Qi(S

n−1) ∪
{
Qi(0)

})
f

Qi

Q′

i

µε(t)

µt

vi

We have that Qi and Q′
i are homeomorphisms, the maps µε(t) and µt are homotopy equivalences

and the map f on the right, which is actually a restriction of the map f deőned above, is also a
homotopy equivalence, being homotopic to the identity map. Therefore, also vi is a homotopy
equivalence. In particular it has mapping degree 1 or −1. Now, deőne α to be idDn if the
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mapping degree of vi is 1 and σDn if it is −1. Then, by construction, there exists in both cases
a homotopy H : Sn−1× I → Sn−1 such that vi is homotopic to α|Sn−1 . Extend H by coőbration
property of the inclusion Sn−1 ↪→ Dn to a homotopy L′ : Dn × I → Dn between Vi and a map
L′
1 : D

n → Dn such that its restriction to Sn−1 is α|Sn−1 . Deőne L to be the concatenation of
the homotopy L′ with the homotopy L′′ : Dn × I → Dn relative Sn−1 from L′

1 to α given by
(x, t) 7→ t · α(x) + (1− t) ·L′

1(x) and let l : Sn−1 × I → Sn−1 be the restriction of L. Then (L, l)
is by construction the wanted homotopy between (Vi, vi) and (α, α|Sn−1).

From now on, let us assume without loss of generality that (Vi, vi) is homotopic to the identity:
if this is not the case, it suffices to apply (σDn , σSn−1) to the image of (Qi, qi). By Lemma 1.6,
the homotopy k′ deőned in (2.13) induces a őber homotopy equivalence gk′ : En → f∗E and a
map g = f ◦ gk′ : En → En over f which is homotopic to the identity of En. Moreover, since k′

is a homotopy relative Bn−1, the restriction of g to a map En−1 → En−1 is still homotopic to
the identity. Now, g factors as the following natural transformation of pushout squares, which
lies over the previous diagram (2.14).

∐
i∈In

Qi
(
ε(t)

)∗
E

∐
i∈In

qi
(
ε(t)

)∗
E En−1

(
ε(t)

)

∐
i∈In

Q′
i(t)

∗E
∐
i∈In

q′i(t)
∗E En−1(t)

′

∐
i∈In

qi

(
ε(t)

)

∐
i∈In

q′i(t)

ψ
∐

i∈In
φi

∐
i∈In

Φi
(2.15)

All the vertical maps are homotopy equivalences because they are induced by the homotopy
equivalences of diagram (2.14). Hence, if we denote by j : En−1(t) ↪→ En the canonical inclusion,
by Lemma 2.15 we obtain:

τ
(
(En, ξn)

id
−→ (En, ξ

′
n)
)
=

=τ
(
(En, ξn)

g
−→ (En, ξ

′
n)
)
=

=
∑

i∈In

Q′
i(t)∗τ(Φi)−

∑

i∈In

j∗ q′i(t)∗τ(φi) + j∗τ(ψ)

Now, En−1

(
ε(t)

)
and En−1(t)

′ have the simple structures induced by the inclusion of En−1.
Moreover, the restriction of ψ to En−1 is by construction exactly the restriction of g to En−1 and

so it is homotopic to the identity. Therefore, we obtain τ(ψ) = τ
(
(En−1, ξn−1)

id
−→ (En−1, ξ

′
n−1)

)

and

τ
(
(En, ξn)

id
−→ (En, ξ

′
n)
)
=

=
∑

i∈In

Q′
i(t)∗τ(Φi)−

∑

i∈In

j∗ q′i(t)∗τ(φi) + (jn−1)∗τ
(
(En−1, ξn−1)

id
−→ (En−1, ξ

′
n−1)

) (2.16)

where jn−1 : En−1 ↪→ En is the inclusion.
At this point, we have reached the goal of calculating how the simple structure on En changes

using the case of En−1, which is known by inductive assumption. To conclude the proof, it
remains only to compute the torsion of the maps Φi and φi. The idea is to modify them through
the homotopies Li of the base space to get őber homotopy equivalences Φi and φi whose torsion
is easily computable. More precisely, recall that by construction of f there is a homotopy k′ such
that f ≃ idBn . On the other hand, by Claim 4, there exists a homotopy (Li, li) for i ∈ In such
that (Vi, vi) ≃ (idDn , idSn−1). Therefore, if we consider the őber homotopy equivalences gk′ and
gLi

induced by these homotopies by Lemma 1.6, we get for i ∈ In the following composition

Φi : Qi
(
ε(t)

)∗
E

Qi

(
ε(t)
)
∗

gk′
−−−−−−−−→ Qi

(
ε(t)

)∗
f∗E = V ∗

i Q
′
i(t)

∗E
gLi−−→ Q′

i(t)
∗E
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where the equality holds because by construction of f and by diagram (2.14) we have that
f ◦ Qi

(
ε(t)

)
= Q′

i(t) ◦ Vi and the map Qi
(
ε(t)

)∗
gk′ is obtained as pullback of the following

commutative diagram.

Dn Bn En

Dn Bn f∗E

Qi

(
ε(t)

)

Qi

(
ε(t)

)

p

pf

gk′

Deőne φi : qi
(
ε(t)

)∗
E → q′i(t)

∗E to be the restriction of Φi.

Claim 5. (i) There exists a homotopy H between (Φi, φi) and (Φi, φi).

(ii) With the notation of equation (2.16), it holds:

Q′
i(t)∗τ(Φi)− j∗ q

′
i(t)∗τ(φi) = (−1)n · (ib′)∗τ

(
(Fb, ζ)

t[vi]
−−→ (Fb′ , ζ

′)
)

(2.17)

where vi is the path of the statement of Lemma 2.21 associated to the i-th n-cell.

Proof of Claim 5. (i) Let us start by noting that the composition

Qi
(
ε(t)

)∗
E

Qi

(
ε(t)
)
∗

gk′
−−−−−−−−→ Qi

(
ε(t)

)∗
f∗E

Qi

(
ε(t)
)

−−−−−→ f∗E
f
−→ En

is equal to the map Q′
i(t) ◦Φi. Indeed, we have Qi

(
ε(t)

)
◦Qi

(
ε(t)

)∗
gk′ = gk′ ◦Qi

(
ε(t)

)
by

construction of Qi
(
ε(t)

)∗
gk′ and f ◦ gk′ ◦Qi

(
ε(t)

)
= g ◦Qi

(
ε(t)

)
= Q′

i(t) ◦Φi by deőnition
of Φi in diagram (2.15). It follows that the composition

Qi
(
ε(t)

)∗
E

Qi

(
ε(t)
)∗
gk′

−−−−−−−−→ Qi
(
ε(t)

)∗
f∗E = V ∗

i Q
′
i(t)

∗E
Vi−→ Q′

i(t)
∗E

is equal to Φi because their compositions with the injective map Q′
i(t) coincide, since

by deőnition of f we have f ◦ Qi
(
ε(t)

)
= Q′

i(t) ◦ Vi. Therefore, to get Φi from Φi it
suffices to change Vi into gLi

through some homotopy. This follows easily by Lemma 1.6
applied to the őbration pQ′

i(t)
: Q′

i(t)
∗E → Dn and the homotopy Li. In fact, we get

gLi
= id ◦gLi

= id ◦ gLi
≃ Vi. To conclude, note that this construction is compatible with

the restriction to qi
(
ε(t)

)
E. Therefore, part (i) holds.

(ii) By part (i), it suffices to prove equation (2.17) using Φi and φi instead of Φi and φi. Let
wi and w′

i be the paths in the spiders s and s′ associated to the i-th n-cell. We assume
without loss of generality that wi(1) and w′

i(1) are contained in the image of the modiőed
characteristic maps Qi

(
ε(t)

)
and Q′

i(t), respectively: if this is not the case, it suffices to
take a homotopic path with this property instead of wi and w′

i. The simple structures on
Qi
(
ε(t)

)∗
E and Q′

i(t)
∗E are deőned by the respective őber trivializations

Ti : Fb ×D
n → Qi

(
ε(t)

)∗
E and T ′

i : Fb′ ×D
n → Q′

i(t)
∗E

with respect to the triples
(
b, wi(1), wi

)
and

(
b′, w′

i(1), w
′
i

)
, where, by deőnition of charac-

teristic maps, we have used points of Bn instead of Dn in the notation. In particular, the
torsion of the maps Ti and T ′

i vanishes. Now, without loss of generality, again changing
the path w′

i up to homotopy, we can assume that Φi ◦ Ti is a őber trivialization with re-
spect to the triple

(
b, w′

i(1), wi ∗ ui
)
, for some path ui in the i-th n-cell of B from wi(1) to
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w′
i(1). Therefore, by Lemma 1.18, there exists the following őber homotopy commutative

diagram.

Fb ×D
n Qi

(
ε(t)

)∗
E

Fb′ ×D
n Q′

i(t)
∗E

t[vi]×idDn Φi

Ti

T ′

i

Note that everything we have done so far is compatible with the restriction to Sn. we denote
by t′i : Fb′ × S

n−1 → q′i(t)
∗E the restriction of the őber trivialization T ′

i to Fb′ × S
n−1.

Then, by Lemma 2.15 and the vanishing of τ(Ti) and τ(T ′
i ), we have

Q′
i(t)∗τ(Φi)− j∗ q

′
i(t)∗τ(φi)

=Q′
i(t)∗(T

′
i )∗τ

(
t[vi]× idDn

)
− j∗ q′i(t)∗(t

′
i)∗τ

(
t[vi]× idSn−1

)

=χ(Dn) · (ib′)∗τ
(
t[vi]

)
− χ(Sn−1) · (ib′)∗τ

(
t[vi]

)

=(−1)n · (ib′)∗τ
(
t[vi]

)

Therefore, equation (2.17) holds.

We can now őnally conclude the proof of Lemma 2.21. Indeed, by (2.16), (2.17) and the
inductive hypothesis, we have that

τ
(
(En, ξn)

id
−→ (En, ξ

′
n)
)

=
∑

i∈In

(−1)n · (ib)∗τ
(
(Fb, ζ)

t[vi]
−−→ (Fb′ , ζ

′)
)
+

∑

c∈I(Bn−1)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

=
∑

c∈I(Bn)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

2.3 The preferred simple structure on a manifold I

In this last section of this chapter, we present the case of Man, the category of closed topo-
logical manifolds, as an example of the previous section. In particular, we deőne a preferred
simple structure on any closed manifold, so that the Whitehead torsion theory can be applied
to this category simply by using the theory developed in SStruct. There are three choices of
a simple structure on a manifold M in Man that we can consider canonical: one deőned using
triangulations, one using handlebody decompositions and one using disk bundles. However, it
turns out that only the last one always exists. Therefore, we will choose this as the preferred
one. On the other hand, it is possible to prove that, whenever they exist, all these canonical
choices coincide. Hence, we will actually think of each of them as the preferred simple structure
on M .

Let us start with the őrst canonical choice of simple structure M , based on the notion of
triangulation of a space.

Deőnition 2.23. If X is in Top, a pair (K,h) where K is a simplicial complex and h : |K| → X
is a homeomorphism from the geometric realization of K to X is called a triangulation of X.

Assume that M admits a smooth triangulation h : |K| → M , that is, a triangulation such
that the restriction of h to a simplex is a smooth C∞-embedding. For example, assume that M
is a smooth manifold (see [Mun63, Theorem 10.6 on page 103]). Then, the map h gives M the
type of a simplicial complex and, therefore, by [FP90, Theorem 5.2.1], of a CW -complex, which
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we may assume őnite by compactness. We denote by ξ1 the simple structure on M represented
by the triangulation h : |K| →M .

The second way of equipping M with a simple structure uses its handlebody decomposition.

Deőnition 2.24. A handlebody decomposition of a closed manifold M is a őnite sequence of
manifolds ∅ =M−1 ⊂M0 ⊂M1 ⊂ · · · ⊂Mr such that:

• Mi is obtained from Mi−1 by attaching a qi-handle, that is, Mi = Mi−1 + (φqii ) for some
φqii : Sqi−1 ×Dn−qi ↪→ ∂Mi−1;

• Mr is diffeomorphic to M .

Assume that M possesses a őnite handlebody decomposition. For example assume that M
is smooth (this follows by Morse theory, see for example [Mil63, part I]) or that dim(M) ≥ 6
(see [KS77, Theorem 2.1, Essay III]). By [LM23, Section 2.2], we can assume without loss of
generality that the handles are ordered by dimension. Therefore, we can redeőne the őltration
∅ =M−1 ⊂M0 ⊂M1 ⊂ · · · ⊂Mr of the previous deőnition to be such that:

• M−1 = ∅;

• Mi obtained from Mi−1 by attaching all the i-handles;

• Mn is diffeomorphic to M for n = dim(M).

At this point, it is not hard to construct by induction on i = −1, 0, 1, . . . a őnite CW -complex
X and a homotopy equivalence f : M → X which gives M the type of a őnite CW -complex:
the idea is to squeeze any handle to get a cell (see [LM23, Section 2.3]). We deőne ξ2 to be the
simple structure on M represented by f .

Finally, there is the last canonical choice of simple structure on M , which is constructed using
disk bundles. Consider any closed disk bundle T over M and select a smooth triangulation h
over it. The simple structure on T given by h induces a simple structure ξ3 on M via retraction
onto M . Now, by [KS77, Theorem 4.1, Essay III], every manifold M in Man admits a simple
structure of the kind of ξ3. Therefore, among others, this is the most suitable choice to be the
preferred simple structure on M . We deőne ξTop(M) to be the simple structure ξ3.

In conclusion of this chapter, we compare these three different canonical choices of simple
structure on M . In particular, we assume that the simple structures ξ1 and ξ2 on M exist and
we compare them with the preferred one ξTop(M).

Theorem 2.25 ([KS77, Theorem 5.10 and 5.11, Essay III]). Whenever they exist, the three
simple structures ξ1, ξ2 and ξTop(M) on M deőned above agree.

Therefore, once we know that all three choices ξ1, ξ2 and ξTop(M) exist, we can actually
think of each of them as the preferred simple structure ξTop(M) on M .



Chapter 3

The fibering problem

The goal of this chapter is to apply the results obtained so far in the context of the őbering
problem. In particular, given a map f : M → B in Man, we deőne two torsion obstructions
whose vanishing is a necessary condition for the existence of a őber bundle homotopic to f :
θ(f) and τfib(f). As presented in the previous chapters, the strategy is to convert the map
f into the őbration f̂ : FIB(f) → B and to compute some Whitehead torsion in SStruct to
understand what happens if such a bundle homotopic to f exists. Therefore, we start by reducing
the question to the category Fib of őbrations. We deőne θ(f) to be the obstruction that measures
how "simple" is the őber transport in FIB(f) along any loop of B. More precisely, θ(f) is the

element in H1
(
B;Wh

(
π FIB(f)

))
represented by the map that sends any homotopy class [w]

of loops in B to the Whitehead torsion of its associated őber transport t[w]. Since any őber
transport of a őber bundle is a homeomorphism, it easy to conclude that the vanishing of this
obstruction is a necessary condition for f to be homotopic to a őber bundle. Once we know that
θ(f) = 0, we come back to the general problem. We őnd out that another necessary condition for
f being homotopic to a őber a bundle is that we do not lose any information during the conversion
λf of f into f̂ . In particular, the simple structure used on FIB(f) to get that θ(f) = 0, which
is the simple structure on the total space of a őbration deőned in the previous chapter, has to
agree with the one induced by the preferred structure ξTop(M) on M through λf . Therefore,

the second obstruction τfib(f) measures how "simple" is to convert f into f̂ by computing the
Whitehead torsion of λf and its vanishing is again necessary for f being homotopic to a őber
bundle.

In conclusion, we obtain the following theorem.

Theorem. Let f : M → B be a map of closed manifolds with path-connected B. Suppose that
for some b ∈ B the homotopy őber of f has the homotopy type of a őnite CW-complex. Then if
f is homotopic to a map g : M → B which is the projection of a locally trivial őber bundle with
a closed manifold as őber, both θ(f) and τfib(f) vanish.

The work is structured as follows. In Section 3.1, we introduce the obstruction θ(p) for a
őbration p and we focus on the case where θ(p) = 0. In Section 3.2, we present some compatibility
results related to the simple structure on the total space of a őbration and, assuming θ(p) = 0,
we generalize the construction of this simple structure to the case where the base space is in
TFCW instead of FCW. In Section 3.3, we explain why the preferred simple structure on
closed manifolds deőned in Section 2.3 is well-suited for our case. Finally, in Section 3.4, we
deőne the two obstructions in the general case and we prove the theorem stated above.

33
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3.1 Simple őbrations

In this section we describe the obstruction θ(p) for a map p : E → B in Fib such that its őber
F is in TFCW. Moreover, we show that it is really an obstruction to the őbering problem and,
since we are interested in őbrations p such that θ(p) = 0, we study how the simple structure on
the total space of a őbration behaves in this case.

Let us start with the construction of θ(p).

Deőnition 3.1. Let p : E → B be an object of Fib such that B is path-connected and the
őber Fb of p over a point b ∈ B is in TFCW. Let ζ be a simple structure on Fb. Consider
the őber transport functor T : πB → ho(Top) of Deőnition 1.14 and restrict it to the full
subcategory π1(B, b) of πB. We get a group homomorphism [w] 7→ t[w] from the fundamental
group π1(B, b) of B to the group of őber transports t[w] along loops [w] ∈ π1(B, b). We deőne
θb(p) to be the composition of such group homomorphism with the Whitehead torsion map and
the homomorphism (ib)∗ : Wh(πFb)→Wh(πE) induced by the inclusion ib : Fb ↪→ E, that is,

θb(p) : π1(B, b)→Wh(πE), [w] 7→ (ib)∗τ
(
t[w] : (Fb, ζ)→ (Fb, ζ)

)

Remark 3.2. The map θb(p) is independent of the choice of ζ. Indeed, let η be another simple
structure on Fb. Then, by Lemma 2.15, we have:

(ib)∗τ
(
t[w] : (Fb, η)→ (Fb, η)

)

=(ib)∗τ
(
(Fb, η)

id
−→ (Fb, ζ)

t[w]
−−→ (Fb, ζ)

id
−→ (Fb, η)

)

=(ib)∗τ
(
(Fb, ζ)

id
−→ (Fb, η)

)
+ (ib)∗τ

(
(Fb, ζ)

t[w]
−−→ (Fb, ζ)

)
+ (ib)∗t[w]∗τ

(
(Fb, η)

id
−→ (Fb, ζ)

)

=(ib)∗τ
(
(Fb, ζ)

id
−→ (Fb, η)

)
+ (ib)∗τ

(
(Fb, ζ)

t[w]
−−→ (Fb, ζ)

)
− (ib)∗τ

(
(Fb, ζ)

id
−→ (Fb, η)

)

=(ib)∗τ
(
t[w] : (Fb, ζ)→ (Fb, ζ)

)

where the second to last equality holds because ib ◦ t[w] is homotopic to ib by Lemma 1.6 and

τ
(
(Fb, η)

id
−→ (Fb, ζ)

)
= −τ

(
(Fb, ζ)

id
−→ (Fb, η)

)
by composition formula and Deőnition 2.5(ii).

Lemma 3.3. Consider the situation of Deőnition 3.1. Then:

(i) θb(p) is a well-deőned group homomorphism.

(ii) Let b′ ∈ B be another point and γ : I → B be a path in B from b′ to b. Denote by
cγ : π1(B, b)→ π1(B, b

′) the isomorphism given by conjugation with γ. Then the following
diagram is commutative:

π1(B, b) π1(B, b
′)

Wh(πE)
θb(p) θb

′

(p)

cγ

Proof. (i) By the properties of the Whitehead torsion and of őber transports, it suffices to
prove that θb(p) respects the group operations of π1(B, b) and Wh(πE). Let v, w : I → B
be loops at b in B. Then, by Lemma 2.15, we have:

θb(p)(v ∗ w) = (ib)∗τ
(
t[v ∗ w]

)

= (ib)∗τ
(
t[v] ◦ t[w]

)

= (ib)∗τ
(
t[v]
)
+ (ib)∗(t[v])∗τ

(
t[w]

)

= (ib)∗τ
(
t[v]
)
+ (ib)∗τ

(
t[w]

)

= θb(p)(v) + θb(p)(w)



3.1. Simple őbrations 35

where we have used that ib ◦ t[v] ≃ ib by Lemma 1.6. Therefore, θb(p) is a well-deőned
group homomorphism.

(ii) Consider the őber transport t[γ] : Fb′ → Fb associated to γ. By Remark 3.2, we can choose
without loss of generality two simple structures on Fb and Fb′ such that τ

(
t[γ]
)
= 0.

Therefore, by Lemma 2.15, we obtain that

τ
(
t[γ− ∗ w ∗ γ]

)
= τ

(
t[γ]−1 ◦ t[w] ◦ t[γ]

)
=
(
t[γ]−1

)
∗
τ
(
t[w]

)

Hence, since ib′ ◦ t[γ]
−1 ≃ ib by Lemma 1.6, we can conclude as follows.

θb
′

(p)
(
cγ(w)

)
= (ib′)∗τ

(
t[γ]−1 ◦ t[w] ◦ t[γ]

)

= (ib′)∗
(
t[γ]−1

)
∗
τ
(
t[w]

)

= (ib)∗τ
(
t[w]

)

= θb(p)(w)

Using the map θb(p), we can now deőne the obstruction θ(p).

Deőnition 3.4. Consider the situation of Deőnition 3.1. Since any Whitehead group is an
abelian group, then θb(p) : π1(B, b)→Wh(πE) factors through a map θb(p) : H1(B)→Wh(πE).
We deőne

θ(p) ∈ H1
(
B;Wh(πE)

)

to be the element determined by θb(p) : H1(B)→Wh(πE) by the Universal Coefficient Theorem
[Hat02, Theorem 3.2].

Remark 3.5. • The obstruction θ(p) is well-deőned. Indeed, since B is path-connected by
assumption, the group homomorphism H1

(
B;Wh(πE)

)
→ Hom

(
H1(B),Wh(πE)

)
of the

Universal Coefficient Theorem is actually an isomorphism. Therefore, θ(p) is uniquely
deőned by the map θb(p).

• The obstruction θ(p) is independent of b ∈ B. Indeed, it follows easily by Lemma 3.3(ii)
that the map θb(p) : H1(B)→Wh(πE) is so.

• The obstruction θ(p) can be also deőned in the following faster alternative way: given a
loop w : S1 → B at b in B, we deőne θ(p) to be the element of H1

(
B;Wh(πE)

)
that under

the restriction map

H1
(
B;Wh(πE)

) w∗

−−→ H1
(
S1;Wh(πE)

)
∼= Wh(πE)

is sent to (ib)∗τ
(
t[w] : (Fb, ζ) → (Fb, ζ)

)
for an arbitrary simple structure ζ on Fb. This

deőnition is obviously equivalent to Deőnition 3.4. However, it is deőnitely more implicit,
since it is less clear what θ(p) represents geometrically.

Let us now give a name to the őbrations p whose obstruction θ(p) vanishes.

Deőnition 3.6. Let p : E → B be an object of Fib whose őber F is in TFCW. We call p simple
if θ(p|C) = 0 holds for any component C ∈ π0(B) with respect to the restriction p|C : E|C → C.

Remark 3.7. By construction of θ(p|C), an object p in Fib is simple if and only if we have
τ
(
t[w] : (Fb, ζ)→ (Fb, ζ)

)
= 0 for any point b ∈ B, any path w : I → B and any simple structure

ζ on Fb.

By construction, it is very easy to show now that θ(p) really deőnes an obstruction to the
őbering problem.
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Lemma 3.8. Let p : E → B be a locally trivial őber bundle in Top with typical őber in FCW

and paracompact base space. Then p is a simple őbration.

Proof. The map p is in Fib by [Whi78, p. 33]. Moreover, since the őber transport of a locally
trivial őber bundle is a homeomorphism and the Whitehead torsion of a homeomorphism vanishes
by Lemma 2.1(v), then p is also simple.

To conclude this section, we apply Lemma 2.21 of Chapter 2 to the case of simple őbration.
In this way, we study how the simple structure on the total space of a őbration p depends on its
initial data if we have θ(p) = 0. This will be useful in Section 3.4 to deőne the second obstruction
to the őbering problem.

Corollary 3.9. Let p : E → B be a simple őbration such that B is a path-connected object of
FCW and the őber is in TFCW. Consider two points b, b′ ∈ B, two spiders s at b and s′

at b′ in B and two simple structures ζ on Fb and ζ ′ on Fb′ and let ξ(b, s, ζ) and ξ(b′, s′, ζ ′)
be the corresponding preferred simple structures on E as deőned in Construction 2.17. Let
(ib′)∗ : Wh(πFb′) → Wh(πE) be the homomorphism induced by the inclusion ib′ : Fb′ → E.
Deőne

τ0 = (ib′)∗τ
(
t : (Fb, ζ)→ (Fb′ , ζ

′)
)

where t : Fb → Fb′ represents the őber transport t[w] for some path w : I → B from b to b′. Then
τ0 is independent of the choice of w and

τ
(
id :
(
E, ξ(b, s, ζ)

)
→
(
E, ξ(b′, s′, ζ ′)

))
= χ(B) · τ0 (3.1)

Proof. We prove őrst that τ0 does not depend on the path in B from b to b′. Let w and v be
two such paths. Then, since ib′ ◦ t[v] ≃ ib by Lemma 1.6, by Lemma 2.15 we have

(ib′)∗τ
(
t[w]

)
= (ib′)∗τ

(
t[v] ◦ t[v]−1 ◦ t[w]

)

= (ib′)∗τ
(
t[v] ◦ t[w ∗ v−]

)

= (ib′)∗τ
(
t[v]
)
+ (ib′)∗t[v]∗τ

(
t[w ∗ v−]

)

= (ib′)∗τ
(
t[v]
)
+ (ib)∗τ

(
t[w ∗ v−]

)

= (ib′)∗τ
(
t[v]
)

where the last equality holds because (ib)∗τ
(
t[w ∗ v−] : (Fb, ζ)→ (Fb, ζ)

)
= 0 as p is simple.

It remains to show that (3.1) holds. This follows by Lemma 2.21. Indeed, if for any cell
c ∈ I(B) we deőne vc = wc ∗uc ∗ (w

′
c)

− where wc and w′
c are the path given by the spiders s and

s′ and uc is any path in the interior of c from wc(1) to w′
c(1), then by Lemma 2.21 we have

τ
((
E, ξ(b, s, ζ)

) id
−→
(
E, ξ(b′, s′, ζ ′)

))
=
∑

c∈I(B)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

Moreover, by the independence of τ0 of the path from b to b′, we have for any c ∈ I(B) that

(ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)
= τ0
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Therefore, if we denote by In the set of n-cells of B for any n ∈ N, we can conclude as follows.

τ
((
E, ξ(b, s, ζ)

) id
−→
(
E, ξ(b′, s′, ζ ′)

))
=
∑

c∈I(B)

(−1)dim(c) · (ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→ (Fb′ , ζ

′)
)

=
∑

c∈I(B)

(−1)dim(c) · τ0

=

(∑

n∈N

(−1)n|In|

)
· τ0

= χ(B) · τ0

Notation 3.10. Let p : E → B be simple a őbration such that B is a path-connected object
of FCW and the őber is in TFCW. Then, by Corollary 3.9, it follows easily that the simple
structure ξ(b, s, ζ) is independent of the spider s. In this case, we denote it brieŕy by ξ(b, ζ).

The previous result has the following immediate consequence.

Corollary 3.11. Consider the situation of the Corollary 3.9. Assume in addition that χ(B) = 0.
Then E carries a preferred simple structure.

3.2 Some compatibility results

In this section, we present some results related to the simple structure on the total space of a
őbration of Construction 2.17. In particular, using the theory of the previous section, we show
how this structure is compatible with őber homotopy equivalences, pushouts and pullbacks by
simple homotopy equivalences. Moreover, in case of simple őbrations, we generalize its construc-
tion to őbrations whose base space is in TFCW instead of FCW. All this will allow us in the
following sections to work with maps in Man and to study the second obstruction τfib(f). Note
that what is presented in this section may appear technical, but instead it is easy to realize that
everything is completely canonical.

Compatibility with őber homotopy equivalences

Let us start by considering the case of őber homotopy equivalences.

Lemma 3.12. Let p : E → B and p′ : E′ → B be two objects of Fib(B) such that B is a path-
connected object of FCW and their őbers are in TFCW. Consider a őber homotopy equivalence
f : E → E′ from p to p′. Fix a point b ∈ B and a spider s at b in B and deőne ζ and ζ ′ to be
simple structures on the őbers Fb and F ′

b of p and p′ over b, respectively. Denote by f b : Fb → F ′
b

the homotopy equivalence induced by f and by f∗ : H
1
(
B,Wh(πE)

) ∼=
−→ H1

(
B,Wh(πE′)

)
the

isomorphism induced by f . Then we have

τ
(
f :
(
E, ξ(b, s, ζ)

)
→
(
E′, ξ(b, s, ζ ′)

))
= χ(B)(ib)∗τ

(
f b : (Fb, ζ)→ (F ′

b, ζ
′)
)

(3.2)

θ(p′) = f∗
(
θ(p)

)
(3.3)

Proof. Let us start with the proof of (3.2). This formula follows by the following equality of
simple structures on E, where we use the notation of Example 2.7.

f
−1
∗ ξ(b, s, ζ ′) = ξ

(
b, s, (f

−1
b )∗ζ

′
)

(3.4)



38 Chapter 3. The őbering problem

Indeed, assume that this holds. Then, by Lemma 2.21 and by construction of f
−1
∗ ξ(b, s, ζ ′) and

(f
−1
b )∗ζ

′, we have

τ
((
E, ξ(b, s, ζ)

) f
−→
(
E′, ξ(b, s, ζ ′)

))
= τ

((
E, ξ(b, s, ζ)

) id
−→
(
E, f

−1
∗ ξ(b, s, ζ ′)

) f
−→
(
E′, ξ(b, s, ζ ′)

))

= f∗τ
((
E, ξ(b, s, ζ)

) id
−→
(
E, f

−1
∗ ξ(b, s, ζ ′)

))

= f∗τ

((
E, ξ(b, s, ζ)

) id
−→
(
E, ξ

(
b, s, (f

−1
b )∗ζ

′
)))

=
∑

c∈I(B)

(−1)dim(c) · f∗(ib′)∗τ
(
(Fb, ζ)

t[vc]
−−→

(
Fb, (f

−1
b )∗ζ

′
))

=
∑

c∈I(B)

(−1)dim(c) · (ib)∗τ
(
(Fb, ζ)

fb◦t[vc]−−−−−→ (F ′
b, ζ

′)
)

where for the last equality we have used that f ◦ ib = ib ◦ f b and the composition formula.
Moreover, we have t[vc] = idFb

, because, by construction, in this case the path vc = wc ∗ (wc)
−1

is obviously homotopic to the constant path constb. Therefore, if we denote by In the set of
n-cells of B, we can conclude as follows.

τ
((
E, ξ(b, s, ζ)

) f
−→
(
E′, ξ(b, s, ζ ′)

))
=
∑

c∈I(B)

(−1)dim(c) · (ib)∗τ
(
(Fb, ζ)

fb◦t[vc]−−−−−→ (F ′
b, ζ

′)
)

=
∑

c∈I(B)

(−1)dim(c) · (ib)∗τ
(
(Fb, ζ)

fb−→ (F ′
b, ζ

′)
)

=

(∑

n∈N

(−1)n|In|

)
· (ib)∗τ

(
(Fb, ζ)

fb−→ (F ′
b, ζ

′)
)

= χ(B)(ib)∗τ
(
f b : (Fb, ζ)→ (F ′

b, ζ
′)
)

Hence, we are left to prove (3.4). For this, let Bn be the n-skeleton of B and deőne
En = p−1(Bn) and E′

n = (p′)−1(Bn). Denote by ξn and ξ′n the simple structures on En in-

duced by ξ
(
b, s, (f

−1
b )∗ζ

′
)

and ξ(b, s, ζ ′), that is, the simple structures at the n-th inductive step

of Construction 2.17. We show by induction that the map fn : (En, ξn)→ (E′
n, ξ

′
n) induced by f

is simple, so that also

f :
(
E, ξ

(
b, s, (f

−1
b )∗ζ

′
))
→
(
E′, ξ(b, s, ζ ′)

)

is so and (3.4) holds.
For n = −1, this is trivial. Consider the case n = 0. We have that

f0 : E0 =
∐

i∈I0

Fbi →
∐

i∈I0

F ′
bi
= E′

0

and the simple structures ξ0 and ξ′0 are given by the disjoint union of the simple structures

t[wi]∗(f
−1
b )∗ζ

′ on Fbi and t′[wi]∗ζ
′ on F ′

bi
, respectively, where wi is the path in s associated to

{bi} for any i ∈ I0. Moreover, by Lemma 1.11, the following diagram commutes up to őber
homotopy.

Fb F ′
b

Fbi F ′
bi

t[wi] t′[wi]

fb

f
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Therefore, by Lemma 2.15 and by deőnition of the simple structure (f
−1
b )∗ζ

′, we can conclude
as follows.

τ
((
Fbi , t[wi]∗(f

−1
b )∗ζ

′
) f
−→
(
F ′
bi
, t′[wi]∗ζ

′
))

= τ
((
Fb, (f

−1
b )∗ζ

′
) fb−→

(
F ′
b, ζ

′
))

= 0

Assume now that f : (En−1, ξn−1)→ (E′
n−1, ξ

′
n−1) is simple. Then the map fn factors as the

following natural transformation of pushout squares.

∐
i∈In

Q∗
iE

∐
i∈In

q∗iE En−1

∐
i∈In

Q∗
iE

′
∐
i∈In

q∗iE
′ E′

n−1

∐
i∈In

qi

∐
i∈In

qi

fn−1
∐

i∈In
q∗i f

∐
i∈In

Q∗

i f
(3.5)

Moreover, ξn and ξ′n are the simple structure induced on En and E′
n by these pushout diagrams.

Therefore, it suffices to show that the left and middle vertical maps are simple and we are
done. We prove it for Q∗

i f : the proof for q∗i f is obtained analogously by restricting all occurring
homotopy equivalences. Recall that the spaces Q∗

iE and Q∗
iE

′ have the simple structures induced
by the őber trivializations Ti : Fb×D

n → Q∗
iE and T ′

i : F
′
b×D

n → Q∗
iE with respect to the same

triple (b, wi(1), wi), where wi is the path in s associated to the i-th n-cell. Note that here, as in
the proof of Lemma 2.21, we have used without loss of generality by deőnition of characteristic
maps a point of B instead of a point of Dn as second entry of the triple. Now, by Lemma 1.11,
the following diagram commutes up to őber homotopy

Fb ×D
n F ′

b ×D
n

Q∗
iE Q∗

iE
′

Ti T ′

i

fb×idDn

Q∗

i f

and the upper map is simple by product formula and by deőnition of the simple structure (f
−1
b )∗ζ

′

on Fb. Hence, we can conclude that Q∗
i f is simple as well. We have therefore proved that fn is

simple and, by induction, that (3.4) holds.

Let us prove now the second formula (3.3). By Deőnition 3.4, it suffices to show that
θb(p′) = f∗

(
θb(p′)

)
as maps π1(B, b) → Wh(πE′). Since θb(p) and θb(p′) are independent of

the simple structures on the őbers, we can assume without loss of generality that ζ ′ = (f b)∗ζ to
obtain

τ
(
(Fb, ζ)

fb−→ (F ′
b, ζ

′)
)
= 0

Moreover, by Lemma 1.11, the following diagram commutes up to őber homotopy for any loop
w : S1 → B in B.

Fb F ′
b

Fb F ′
b

t[w]

fb

t′[w]

fb
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Therefore, by Lemma 2.15, for any [w] ∈ π1(B, b) we have

θb(p′)[w] = (i′b)∗τ
(
(F ′

b, ζ
′)

t′[w]
−−−→ (F ′

b, ζ
′)
)

= (i′b)∗τ
(
(F ′

b, ζ
′)

f
−1
b−−→ (Fb, ζ)

t[w]
−−→ (Fb, ζ)

fb−→ (F ′
b, ζ

′)
)

= (i′b)∗fb∗τ
(
(Fb, ζ)

t[w]
−−→ (Fb, ζ)

)

= f∗(ib)∗τ
(
(Fb, ζ)

t[w]
−−→ (Fb, ζ)

)

= f∗θ
b(p)[w]

where we have used that f ◦ ib = i′b ◦ f b. This completes the proof of Lemma 3.12.

Compatibility with pushouts

We study now the compatibility of the simple structure on the total space of a simple őbration
with pushouts. For this, we need the following extension of the notion of spider from spaces to
maps.

Deőnition 3.13. Let X be a CW -complex and B be a path-connected object of Top. Consider
a map f : X → B in Top and őx b ∈ B. A spider at b for f is a collection of paths wc in B
indexed by c ∈ I(X), the set of open cells of X, such that wc(0) = b and wc(1) is in the image
under f of a point in the open cell c.

The choice of a spider is, in general, a necessary ingredient for the construction of the simple
structure on the total space of a őbration. Thanks to the previous deőnition we can generalize
this construction as follows.

Deőnition 3.14. Let p : E → B be a őbration over a path-connected object B in Top such that
its őber is in TFCW, let X be in FCW and let f : X → B be a map. Choose a point b ∈ B a
spider s for f at b and a simple structure ζ on the őber Fb of p over b. Then, Construction 2.17
generalizes to the construction of a simple structure ξ(f, b, s, ζ) on the pullback f∗E simply by
applying the same construction to the őbration f∗E → X, but using the őber transport over B
instead of the őber transport over X. Obviously, we have that ξ(b, s, ζ) of Construction 2.17 is
exactly ξ(idB, b, s, ζ).

Consider, now, the following pushout diagram in FCW.

B0 B1

B2 B

φ

j

Φ

i

where B is path connected. Assume without loss of generality that the pairs (B2, B0) and (B,B1)
are CW -pairs, the maps i and j are inclusions, B is obtained by B1 by attaching the relative
cells of (B2, B0) and all maps are cellular. This can be done using the same argument of the
proof of Construction/Proposition 2.10. Consider a simple őbration p : E → B. Let b ∈ B and
let ζ be a simple structure on the őber Fb of p over b. Denote by ξ = ξ(b, ζ) the associated
simple structure on E. Recall that it is independent of the choice of a spider by Notation 3.10.
Choose any spider s1 for j at b, any spider s2 for Φ at b and any spider s0 for j ◦ φ at b. We
obtain simple structures ξ1 = ξ(j, b, s1, ζ) on E|B1 = j∗E = p−1(B1), ξ2 = ξ(Φ, b, s2, ζ) on Φ∗E
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and ξ0 = ξ(j ◦ φ, b, s0, ζ) on φ∗(E|B1) and the following commutative diagram

(
φ∗(E|B1), ξ0

)
(E|B1 , ξ1)

(Φ∗E, ξ2) (E, ξ)

φ

j

Φ

i
(3.6)

which is a pushout by Lemma 2.18.

Lemma 3.15. Under the assumptions above, the square (3.6) is a simple pushout, that is, the
pushout simple structure on E agrees with ξ.

Proof. Since p is simple, we construct a spider s for B at b out of s1 and s1 as follows and we
assume without loss of generality to use it to get ξ. By assumptions, the set I(B) of the open
cells of B decomposes as a disjoint union

I(B) = I(B1)
∐

I(B2, B0)

where I(B1) and I(B2, B0) are the sets of open cells of B1 and of the relative CW -complex
(B2, B0), respectively. Thus, we can take s as the union of the two collection of paths given by
s1 and the subset of s2 induced by the inclusion I(B2, B0) ⊂ I(B2). Now, it suffices to prove the
following claim to conclude.

Claim. Even if p is non-simple, if we deőne ξ = ξ(b, s, ζ) with this particular choice of s, then
the square (3.6) is a simple pushout.

We prove it by induction over the dimension k of the relative CW -complex (B2, B0). If
B2 = B0, then the claim obviously holds, because in this case B = B1 and s = s1 and therefore
ξ = ξ1 is trivially the pushout simple structure. Let now assume that the claim holds for k = n−1

and suppose that (B2, B0) has dimension n. Let B
(n−1)
2 and B(n−1) be the relative (n−1)-skeleta.

Denote by i′ : B0 ↪→ B
(n−1)
2 and i′′ : B

(n−1)
2 ↪→ B2 the inclusions and let j′ : B1 ↪→ B(n−1) and

j′′ : B(n−1) ↪→ B be the corresponding inclusions of subcomplexes. Let Φ′ : B
(n−1)
2 → B(n−1) be

the restriction of Φ. We obtain the following commutative diagram.

φ∗(E|B1) E|B1

(Φ′)∗(E|B(n−1)) E|B(n−1)

Φ∗E E

Φ′

j′′

Φ

i′′

φ

i′ j′

Restrict s and s2 to get spiders on B(n−1) and B
(n−1)
2 for j′′ and j′′ ◦ Φ′ at b. Then, we

can equip all the spaces of the diagram with simple structures. We have to prove that the
outer square is a simple pushout. By construction of the pushout simple structure and by the
pasting law [AHS90, Proposition 11.10], it suffices to check that the upper and lower square are
simple pushouts. For the upper one, this is true by induction hypothesis. For the lower one,
this is an easy consequence of the construction of the simple structure on E. Indeed, ξ(b, s, ζ)
is constructed as the pushout simple structure of the square where the other corners are the
(n − 1)-skeleton E|B(n−1) and the pullbacks of E along the characteristic and attaching maps.

But since (B2, B
(n−1)
2 ) as relative CW -complex is equivalent to

∐
i∈In

(Dn, Sn−1), then the two
simple structures that they induce on E agree. Hence, the claim holds.
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Compatibility with pullbacks by simple homotopy equivalences

Finally, we present the compatibility of the simple structure on the total space of a simple
őbration with pullbacks by a simple homotopy equivalence. This can be used to generalize the
construction of the simple structure on the total space of a simple őbration with base space in
FCW to the case where the base space is in TFCW.

Lemma 3.16. Let f : B′ → B be a map in FCW. Let p : E → B be a simple őbration whose
őber is in TFCW. Suppose that f is a simple homotopy equivalence and consider the following
pullback square.

f∗E E

B′ B
f

p

f

pf

For every component C ∈ π0(B
′) choose a base point xC and equip the őber (pf )

−1(xC) with a
simple structure ζ ′C . Let ζC be a simple structure on the őber p−1

(
f(xC)

)
such that

τ

(
f |(pf )−1(xC) :

(
(pf )

−1(xC), ζ
′
C

)
→
(
p−1
(
f(xC)

)
, ζC

))
= 0 (3.7)

Equip f∗E and E with the simple structures ξ′ = ξ(xC , ζ
′
C) and ξ = ξ

(
f(xC), ζC

)
in the notation

of Notation 3.10. Then
τ
(
f : (f∗E, ξ′)→ (E, ξ)

)
= 0

Proof. Assume without loss of generality that B′, and thus also B, is path-connected and let
x = xC . Denote also (pf )

−1(x) simply by Fx and ζ ′C and ζC simply by ζ ′ and ζ. Note that
f |(pf )−1(x) : (pf )

−1(x) → p−1
(
f(x)

)
is a homotopy equivalence by [Die08, Proposition (5.5.10)].

Therefore, the simple structures ζ ′ and ζ are well-deőned. We prove this lemma in three steps.

(i) Assume őrst that f is a elementary expansion. In this case, B is deőned by the following
pushout square

Sn−1
+ B′

Dn B

q

Q

f

where Sn−1
+ is the upper hemisphere of Sn−1 and and the pair (Dn, Sn−1

+ ) has a natural
relative CW -structure, given by an (n − 1)-cell and an n-cell (see Section 2.1). Hence, E
and f őt in the following commutative diagram

q∗(E|B′) f∗E = E|B′

Q∗E E

f̃

q

Q

f

which is a simple pushout by Lemma 2.18 and Lemma 3.15. It follows that if we apply the
sum formula to the following diagram, it suffices to show that τ(f̃) = 0 to conclude that
also τ(f) = 0.

q∗E|B′ q∗E|B′ E|B′

Q∗E q∗E|B′ E|B′

q

q

f̃
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Since f is an inclusion, we denote f(x) simply by x. By Lemma 1.18 and Lemma 1.10,
there exist two őber trivializations t : Fx × S

n−1
+ → q∗E|B′ and T : Fx ×D

n → Q∗E|B′ with
respect to triples of the kind (x, y, constx) such that the following diagram commutes.

Fx × S
n−1
+ q∗E|B′

Fx ×D
n Q∗E

f̃

t

T

ι

Now, the torsion of the two horizontal maps vanish by Lemma 3.12. Indeed, t|Fx and
T |Fx are the identities by construction and equation (3.7) holds. Moreover, by a similar
argument of Example 2.20, we have that the simple structures on Fx × S

n−1
+ and Fx ×D

n

as total spaces of a projection are exactly the product simple structures. Hence, we obtain
that τ(ι) = 0 because the inclusion Sn−1

+ ↪→ Dn is a simple homotopy equivalence by

construction. Therefore, we can conclude that f̃ , and thus f , has vanishing torsion.

(ii) We consider now the case where f is an elementary collapse. Let l : B → B′ be an
elementary expansion which is a homotopy inverse of f and let H : B× I → B a homotopy
such that f ◦ l ≃ idB. Then, by Lemma 1.6, the map f : f∗E → E is homotopic to the
composition

gH ◦ l
−1

: f∗E → l∗f∗E → E

Now, we have that τ(l
−1

) = 0 because τ( l ) = 0 by the previous case. Moreover, by
Lemma 3.12 and by equation (3.7), we have also that τ(gH) = 0. Therefore, we conclude
that f has vanishing torsion.

(iii) Finally, we consider the general case where f is a simple homotopy equivalence. Then f
is, by deőnition, homotopic to a composition l = l1 ◦ · · · ◦ ln of elementary expansion and
collapses. Let H : B′× I → B be a homotopy such that f ≃ l. Then, by Lemma 1.6, there
exists a őber homotopy equivalence gH : f∗E → l∗E such that l ◦ gH ≃ f . Now, τ(l) = 0
by the previous cases and τ(gH) = 0 by Lemma 3.12 and by equation (3.7). Therefore, we
can conclude that f has vanishing torsion.

To conclude this section, we use the previous result to construct a well-deőned simple struc-
ture on the total space of a simple őbration whose base space is in TFCW. This allows us to
use from now on manifolds and their preferred structure as base spaces, as the őbering problem
requires.

Deőnition 3.17. Let p : E → B be a simple őbration such that B and the őber Fb of p over
a point b ∈ B are in TFCW. Suppose in addition that B is path-connected and let η and ζ
be a simple structures on B and Fb, respectively. Then, we can deőne a simple structure on a
total space E as follows. Choose a representative f : X → B of η and consider the pullback map
f : f∗E → E. It is a homotopy equivalence by [Die08, Proposition (5.5.10)]. We can arrange
by possibly changing f up to homotopy that b = f(x) for some x ∈ X. Give f∗E the simple
structure ξ(x, ζ). We equip E with the simple structure f∗ξ(x, ζ) such that

τ(f : f∗E → E) = 0

and we denote it by ξ(η, b, ζ).

Remark 3.18. • The previous construction is well-deőned by Lemma 3.16.

• By construction, the structure ξ(η, b, ζ) has all the properties as ξ(b, s, ζ). In particular,
Lemma 3.12 holds also for this kind of simple structure.
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3.3 The preferred simple structure on a manifold II

In this section, we consider the preferred simple structure ξTop(M) on a closed manifold M
deőned in Section 2.3 and we use all the machinery of the previous two sections to study its
property. It turns out that ξTop(M) is particularly well-suited for us, since it is compatible with
locally trivial őber bundles.

Let us state and prove the main lemma.

Lemma 3.19. Let F →M
p
−→ B be a locally trivial őber bundle in Man with path-connected B.

Then we have:
θ(p) = 0

ξTop(M) = ξ
(
ξTop(B), b, ξTop(F )

)

where ξ
(
ξTop(B), b, ξTop(F )

)
has been deőned in Deőnition 3.17.

Proof. We have already proved θ(p) = 0 in Lemma 3.8. Thus, let us consider the second formula.
We prove it őrst in case p : B × F → F is a globally trivial őber bundle. By construction, if
f : X → B is a representative of ξTop(B), then the simple structure ξ

(
ξTop(B), b, ξTop(F )

)
is the

simple structure induced through the homotopy equivalence f × idF : X × F → B × F by the
simple structure ξ

(
x, ξTop(F )

)
on X × F , where x ∈ X is such that f(x) = b. Namely, we have

ξ
(
ξTop(B), b, ξTop(F )

)
= (f × idF )∗ ξ

(
x, ξTop(F )

)

Now, choose a representative g : Y → F of ξTop(F ) and consider the projection X × Y → X.
By Example 2.20, the simple structure on the total space X × Y is exactly the product simple
structure ξcan(X)× ξcan(Y ). Moreover, by Lemma 3.12, we have that

τ

(
idX ×g :

(
X × Y, ξcan(X)× ξcan(Y )

)
→
(
X × F, ξ

(
x, ξTop(F )

)))
= 0

Therefore, we obtain that

ξ
(
ξTop(B), b, ξTop(F )

)
= (f × g)∗

(
ξcan(X)× ξcan(Y )

)

In particular, ξ
(
ξTop(B), b, ξTop(F )

)
is the product simple structure ξTop(B)×ξTop(F ) on B×F .

Therefore, since obviously the product of preferred simple structures on manifolds is the preferred
simple structure on the product manifold, then we get that ξ

(
ξTop(B), b, ξTop(F )

)
agrees with

ξTop(B × F ).
Let us consider now the general case. Since every őber transport, being a homeomorphism,

has vanishing torsion, then, by Corollary 3.9, the simple structure ξ
(
ξTop(B), b, ξTop(F )

)
does

not depend on the point b. Thus, we can overlook the point b. Suppose now that dim(B) ≥ 6.
Then, by [KS77, Theorem 2.1, Essay III], there exists a handlebody decomposition

Dn = B0 ⊂ B1 ⊂ · · · ⊂ Bk = B

We proceed by induction over k. If k = 0, then the bundle is trivial, as Dn is contractible. Hence,
the claim follows by the previous case. Let us assume that the claim holds for Bk−1. The space
Bk is obtained from Bk−1 by attaching a handle H, that is, by the following pushout diagram.

Bk−1 ∩H Bk−1

H Bk
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Therefore, if we apply Lemma 2.18 and Lemma 3.15, we get that the following diagram is a
simple pushout

(
E|Bk−1∩H , ξ

(
ξTop(Bk−1 ∩H), b, ξTop(F )

)) (
E|Bk−1

, ξ
(
ξTop(Bk−1), b, ξ

Top(F )
))

(
E|H , ξ

(
ξTop(H), b, ξTop(F )

)) (
E|Bk

, ξ
(
ξTop(Bk), b, ξ

Top(F )
))

where we denote by E|Y the subspace p−1(Y ) of M for any subspace Y ⊂ B. Now, the simple

structure ξ
(
ξTop(Bk−1), b, ξ

Top(F )
))

on the upper-right corner agrees with the preferred one by

induction hypothesis. Moreover, since by contractibility of H the bundle is trivial on E|H and
on its subspace E|Bk−1∩H , also the simple structures on the left column agree with the preferred
one. Therefore, by using the handlebody method to deőne the preferred simple structure on a
manifold (see Theorem 2.25), it follows immediately that the pushout simple structure on E|Bk

given by the previous diagram is ξTop(E|Bk
). Hence, since the previous pushout is simple, the

two structures ξ
(
ξTop(Bk), b, ξ

Top(F )
))

and ξTop(E|Bk
) on E|Bk

agree.

It remains to consider the case dim(B) ≤ 5. Let N be a 1-connected object in Man such
that dim(N) ≥ 6 and χ(N) = 1. For example, let N = (CP2 × CP2)#4(S3 × S5). Apply what
we have just proved to the őber bundle p × idN : M × N → B × N . Then, for any n ∈ N , we
have

ξTop(M ×N) = ξ
(
ξTop(B ×N), (b, n), ξTop(F )

)
(3.8)

By construction, the simple structure on the right hand side coincide with the simple structure
ξ
(
ξTop(B), b, ξTop(F )

)
× ξTop(N). Moreover, dim(N × B) ≥ 6. Therefore, by Lemma 2.15 and

by equation (3.8), we can conclude as follows.

τ

((
M, ξTop(M)

) id
−→
(
M, ξ

(
ξTop(B), b, ξTop(F )

)))

=τ

((
M, ξTop(M)

) id
−→
(
M, ξ

(
ξTop(B), b, ξTop(F )

)))
· χ(N)

=τ

((
M ×N, ξTop(M)× ξTop(N)

) id
−→
(
M ×N, ξ

(
ξTop(B), b, ξTop(F )

)
× ξTop(N)

))

=τ

((
M ×N, ξTop(M)× ξTop(N)

) id
−→
(
M ×N, ξ

(
ξTop(B ×N), (b, n), ξTop(F )

)))

=0

3.4 Fiber torsion obstructions

In this section, given a map f : M → B in Man, we deőne the two obstructions θ(f) and τfib(f)
for the existence of a manifold bundles. Moreover, we őnally apply our strategy to study the
őbering problem by proving the main theorem of this thesis, which claims that the vanishing
of such obstructions is a necessary condition for a map being homotopic to the projection of a
locally trivial őber bundle.

Notation 3.20. Throughout this section, we denote by abuse of notation the simple structures
ξ(ξTop(B), b, ζ) constructed in Deőnition 3.17 simply by ξ(b, ζ). This can be done lightly by
Remark 3.18, since all the results that hold for ξ(b, ζ) still hold for ξ(ξTop(B), b, ζ).
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Let us start by introducing θ(f) and τfib(f). As expected, they are deőned by turning the
map f in question into a őbration as explained in Section 1.2.

Deőnition 3.21. Let f : M → B be a map in Man with path-connected B. Suppose that for
some (and hence all) b ∈ B the homotopy őber hofib(f)b is in TFCW.

(i) We deőne the element

θ(f) ∈ H1
(
B;Wh(πM)

)

to be the image of the obstruction θ(f̂) of the őbration f̂ : FIB(f) → B deőned in

Deőnition 3.4 under the isomorphism (µf )∗ : H
1
(
B;Wh

(
π FIB(f)

))
→ H1

(
B;Wh(πM)

)

induced by the homotopy equivalence µf : FIB(f)→M .

(ii) Suppose that θ(f) vanishes. Let (µf ◦ ib)∗ : Wh
(
π hofib(f)b

)
→ Wh(πM) be the map

induced by the composite hofib(f)b
ib−→ FIB(f)

µf
−→M . We deőne the őber torsion obstruc-

tion

τfib(f) ∈ coker
(
χ(B)(µf ◦ ib)∗ : Wh

(
π hofib(f)b

)
→Wh(πM)

)

to be the class for which a representative in Wh(πM) is the image of the Whitehead torsion

τ
(
λf :

(
M, ξTop(M)

)
→
(
FIB(f), ξ(b, ζ)

))

under the isomorphism (µf )∗ : Wh
(
π FIB(f)

)
→Wh(πM) for some choice of a base point

b ∈ B and a simple structure ζ on hofib(f)b.

Note that, as explained at the beginning of this section, the geometric intuition is that θ(f)
measures how "simple" are őber transports along loops, while τfib(f) measures how "simple" is
to convert f into the őbration f̂ . Let us show now that these two obstructions are well-deőned
and they does not depend on the simple structure ζ on hofib(f)b and on b ∈ B.

Remark 3.22. • The image of the map (µf ◦ ib)∗ : Wh
(
π hofib(f)b

)
→Wh(πM) is indepen-

dent of the choice of b ∈ B and thus so is the cokernel

coker
(
χ(B)(µf ◦ ib)∗ : Wh

(
π hofib(f)b

)
→Wh(πM)

)

Indeed, let b′ be another base point. Then, by Lemma 1.6, the őber transport along some
path w from b to b′ deőnes a homotopy equivalence t[w] : hofib(f)b → hofib(f)b′ such that
µf ◦ ib and µf ◦ ib′ ◦ t[w] are homotopic. Hence, they induce the same map on Whitehead
groups and µf ◦ ib and µf ◦ ib′ have the same image.

• The obstruction τfib(f) is a well-deőned invariant of f . Indeed, let us assume that θ(f) = 0.
We already know that the spider in this case does not play a role (see Notation 3.10). We
show that it is independent also of the base point b ∈ B and the simple structure ζ on
hofib(f)b. Suppose we have made a different choice of a base point b′ ∈ B and of a simple
structure ζ ′ on hofib(f)b′ . Then, by Lemma 2.15, we have

τ
(
λf :

(
M, ξTop(M)

)
→
(
FIB(f), ξ(b′, ζ ′)

))
− τ
(
λf :

(
M, ξTop(M)

)
→
(
FIB(f), ξ(b, ζ)

))

= −τ
(
id :
(
FIB(f), ξ(b′, ζ ′)

)
→
(
FIB(f), ξ(b, ζ)

))

Therefore, by Corollary 3.9, we can conclude that the difference vanishes in the cokernel
of χ(B)(µf ◦ ib)∗ and thus τfib(f) is well-deőned.
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We state and prove now the main theorem of this thesis. The proof follows the strategy
presented at the beginning of this chapter and it is very linear and natural. This emphasizes how
the two vanishing condition are really intrinsic in the property of being homotopic to a locally
trivial őber bundle and, therefore, how the two invariants in question are really obstructions to
the őbering problem.

Theorem 3.23. Let f : M → B be a map in Man with path-connected B. Suppose that for
some (and hence all) b ∈ B the homotopy őber hofib(f)b is in TFCW. Then

(i) The element θ(f) depends only on the homotopy class of f . Moreover, if θ(f) vanishes,
then the same statement holds for the őber torsion obstruction τfib(f).

(ii) If f is homotopic to a map g : M → B which is the projection of a locally trivial őber bundle
with őber F in Man, then both θ(f) and τfib(f) vanish.

Proof. (i) Let H : M × I → B be a homotopy between two maps f, g : M → B in Man such
that for some (and hence all) b ∈ B their homotopy őbers hofib(f)b and hofib(g)b are in
TFCW. Consider the őber homotopy equivalence Ĥ : FIB(f) → FIB(g) of Lemma 1.21,
which is deőned by Ĥ(x,w) = (x, v) for the following path v : I → B

v(t) =

{
H−(x, 2t) if 0 ≤ t ≤ 1

2

w(2t− 1) if 1
2 ≤ t ≤ 1

Recall that λf : M → FIB(f) is deőned by x 7→ (x, constf(x)), where constf(x) : I → B

is the constant path t 7→ f(x). Therefore, the map Ĥ has the obvious property that
Ĥ ◦ λf ≃ λg, which implies that µg ◦ Ĥ ≃ µf . Moreover, Lemma 3.12 implies that the
isomorphism

Ĥ∗ : H
1
(
B;Wh

(
π FIB(f)

))
→ H1

(
B;Wh

(
π FIB(g)

))

sends θ(f̂) to θ(ĝ). Hence, by Deőnition 3.21, since homotopic maps induce the same map
on Whitehead groups, we get

θ(g) = (µg)∗θ(ĝ) = (µg)∗Ĥ∗θ(f̂) = (µf )∗θ(f̂) = θ(f)

Now, suppose θ(f) = 0. Then, the őbrations f̂ : FIB(f) → B and ĝ : FIB(g) → B
are simple by deőnition and by homotopy invariance. Fix a base point b ∈ B and a
simple structure ζ on hofib(f)b. Equip hofib(g)b with a simple structure ζ ′ such that the
homotopy equivalence Ĥb :

(
hofib(f)b, ζ

)
→
(
hofib(g)b, ζ

′
)

induced by Ĥ has vanishing
torsion. Then, by Lemma 3.12, we have that

τ
(
Ĥ :

(
FIB(f), ξ(b, ζ)

)
→
(
FIB(g), ξ(b, ζ ′)

))
= 0

Therefore, since Ĥ ◦ λf ≃ λg, we obtain

τ(λg) = τ(Ĥ ◦ λf ) = Ĥ∗τ(λf )

and
(µg)∗τ(λg) = (µg)∗Ĥ∗τ(λf ) = (µf )∗τ(λf )

Hence, by deőnition, we conclude that τfib(f) = τfib(g), since we have already shown that
the deőnition of τfib is independent of the choice of the point b and of the simple structure
on the homotopy őber.
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(ii) Let g be a őber bundle homotopic to f . By (i), we have θ(f) = θ(g). Moreover, by
Lemma 1.21, the map λg : M → FIB(g) is a őber homotopy equivalence from ĝ to g.
Therefore, by Lemma 3.12, we can compute θ(g) directly from the bundle g instead of ĝ.
Now, Lemma 3.8 implies that θ(g) = 0 . Hence, we conclude that also θ(f) = 0.

Consider now τfib(f). Since θ(f) = 0, then we have τfib(f) = τfib(g) by part (i). Therefore,
it suffices to prove that τfib(g) = 0. As above, the map λg : M → FIB(g) is a őber homotopy
equivalence from ĝ to g. Fix a base point b ∈ B and equip hofib(g)b with a simple structure
ζ such that the homotopy equivalence (λg)b :

(
F, ξTop(F )

)
→
(
hofib(g)b, ζ

)
induced by λg

has vanishing torsion. Then, by Lemma 3.12 and Lemma 3.19, we have

τ
(
λg :

(
M, ξTop(M)

)
→
(
FIB(g), ξ(b, ζ)

))
= 0

Hence, we can conclude by deőnition that τfib(g), and hence τfib(f), vanishes, since τfib is
independent of the choice of b and ζ.

Remark 3.24. Once this theorem is proved, the following natural question arises: does the con-
verse implication of Theorem 3.23(ii) hold? The aim the following chapters is to try to answer
to this question. In particular, in the fourth chapter we prove that if B = S1, then the vanishing
of θ(f) and τfib(f) is also a sufficient condition for f being homotopic to a őber bundle, while
in the őfth chapter we present the more general stable őbering problem, which has a complete
obstruction theory in algebraic K-theory for existence and uniqueness.

Let us conclude this chapter by studying some special case of the őber torsion obstructions.

Example 3.25. Let f : M → B be a map in Man with path-connected B. Suppose that
for some (and hence all) b ∈ B the homotopy őber hofib(f)b is in TFCW. If χ(B) = 0 and
θ(f) vanishes, then the invariant τfib(f) deőned in Deőnition 3.21 is an element of Wh(πM).
More precisely, if χ(B) = 0, then by Corollary 3.11 the space FIB(f) carries a preferred simple
structure ξ and the element τfib(f) is the image of

τ
(
λf :

(
M, ξTop(M)

)
→
(
FIB(f), ξ

))
∈Wh

(
π FIB(f)

)

under the isomorphism (µf )∗ : Wh
(
π FIB(f)

)
→Wh(πM).

Example 3.26. Let f : M → B be a map in Man with path-connected B and M . Suppose that
for some (and hence all) b ∈ B the homotopy őber hofib(f)b it in TFCW. Assume in addition
that the Whitehead group of the kernel of π1(f) : π1(M) → π1(B) is trivial. For example,
assume that π1(f) is bijective. Then θ(f) vanishes. Indeed, őx b ∈ B. By Deőnition 3.21 and
Deőnition 3.4, the obstruction θ(f) is represented in H1

(
B;Wh(πM)

)
by the map

π1(B, b)→Wh(πM), [w] 7→ (µf ◦ ib)∗τ
(
t[w] :

(
hofib(f)b, ζ

)
→
(
hofib(f)b, ζ

))

where ζ is any simple structure on hofib(f)b. Therefore, it suffices to show that the group
homomorphism (µf ◦ ib)∗ : Wh

(
π hofib(f)b

)
→Wh(πM) is trivial. For this, őx x ∈ hofib(f)b

and consider the long exact sequence of homotopy groups for the őbration FIB(f)→ B.

· · · → π2(B, b)→ π1
(
hofib(f)b, x

) π1(ib)
−−−→ π1

(
FIB(f), x

) π1(f̂)
−−−→ π1(B, b)→ . . .

We obtain that π1(f) ◦ π1(µf ) ◦ π1(ib) = π1(f̂) ◦ π1(ib) = 0. In particular, we get that
im
(
π1(µf ) ◦ π1(ib)

)
⊂ kerπ1(f). It suffices now to apply the Whitehead torsion functor to this

inclusion to realize that the map (µf ◦ ib)∗ : Wh
(
π hofib(f)b

)
→ Wh(πM) is trivial, since it

factors through Wh
(
kerπ1(f)

)
, which is trivial by assumption.



Chapter 4

The fibering problem over a circle

In this chapter we present an example where the vanishing of the őber torsion obstructions θ(f)
and τfib(f) is both a sufficient and necessary condition for a map f : M → B in Man being
homotopic to a őber bundle. In particular, we show that this is the case if f is a smooth map
with base space B = S1. This points out that the two obstructions θ(f) and τfib(f) do not vanish
for all maps in Man and, therefore, it emphasizes once again that they are actually obstructions
for the őbering problem. Since we already know that the vanishing of θ(f) and τfib(f) is a
necessary condition, we have only to focus on the "sufficiency" part. The idea is to prove it
using the results obtained by Farrell in [Far71]. More precisely, őrst we show that for a smooth
map f : M → S1 over a circle the obstructions θ(f) and τfib(f) combine in one single invariant
τfib

′(f) and then we investigate how τfib
′(f) is related to Farrell’s obstructions c(f) and τ(f). It

turns out that if we consider the twisted Bass-Heller-Swan decomposition of Wh(πM)

Wh(πM) ∼= Wh(G⋊ Z) ∼= X1(ZG,α)⊕NK1(ZG,α)⊕NK1(ZG,α
−1)

given for example in [FH70], then the two Farrell’s obstructions c(f) and τ(f) are in some sense
the projections of τfib

′(f) on two different components of Wh(πM). This observation together
with the main theorem of [Far71] implies that the vanishing of θ(f) and τfib(f) is also a sufficient
condition for a smooth map f : M → S1 being homotopic to a őber bundle. To sum up, we
obtain the following theorem.

Theorem 4.1. Let f : M → S1 be a map in the subcategory Diff of Man whose object are
smooth manifolds and morphisms are smooth maps. Assume that M is connected of dimension
dim(M) ≥ 6 and that the homotopy őber of f is in TFCW. Suppose in addition that the
homomorphism π1(f) : π1(M)→ π1(S

1) is surjective. Then the following are equivalent:

(i) θ(f) and τfib(f) vanish;

(ii) τfib
′(f) vanishes;

(iii) c(f) and τ(f) vanish;

(iv) the map f is homotopic to a smooth őber bundle.

The work is structured as follows. In Section 4.1 and Section 4.2 we deőne τfib
′(f), we prove

that assertion (i) of the previous theorem implies assertion (ii) and and we study deeply the
relations between τfib

′(f) and the obstructions θ(f) and τfib(f). In the Section 4.3 we present
the algebraic background that we need for the other implications and, in particular, the previous
decomposition of Wh(πM). In Section 4.4 we introduce Farrell’s obstructions and we show that
(iii) is equivalent to (iv). Finally, in Section 4.5, we complete the proof of Theorem 4.1 by
showing that (ii) implies (iii).

49
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4.1 The őber torsion obstruction over S
1

The goal of this section is to investigate how the two őber torsion obstructions θ(f) and τfib(f)
behave in case of maps f : M → S1 in Man. In particular, we deőne a single invariant τfib

′(f)
which summarizes both θ(f) and τfib(f) and we show that if θ(f) and τfib(f) vanish, then
τfib

′(f) vanishes as well. Then, we present the example of mapping tori and we study how the
obstructions can be described in this case. This will be very useful in the following sections.

Let us start with the deőnition of τfib
′(f).

Notation 4.2. In the following, we denote by e : R → S1 the universal covering t 7→ exp(2πit)
of S1 and by F the homotopy őber hofib(f)e(0) of f over e(0). Moreover, we denote simply by
i = ie(0) : F ↪→ FIB(f) the canonical inclusion.

Deőnition 4.3. Let f : M → S1 be a map in Man. Consider the CW -structure on S1 given
by
{
e(0)

}
as 0-skeleton and S1 as 1-skeleton. Let s be the spider at e(0) given by the constant

path conste(0) at e(0) for the 0-cell and by the path w : I → S1, t 7→ exp(πit) for the 1-cell.
Equip FIB(f) with the simple structure ξ

(
e(0), s, ζ

)
deőned in Section 2.2 for any choice of

simple structure ζ of F . We deőne the őber torsion obstruction τfib
′(f) ∈ Wh(πM) to be the

Whitehead torsion

τ

(
µf :

(
FIB(f), ξ

(
e(0), s, ζ

))
→
(
M, ξTop(M)

))

where µf is the canonical homotopy equivalence introduced in Section 1.2 and ξTop(M) is the
preferred simple structure on M deőned in Section 2.3.

Remark 4.4. The element τfib
′(f) is well-deőned because the simple structure ξ

(
e(0), s, ζ

)
on

FIB(f) is independent of the choice of the simple structure ζ on F . Indeed, by Lemma 2.21,
given another choice ζ ′ of simple structure on F , we have that

τ

((
FIB(f), ξ

(
e(0), s, ζ

) id
−→
(
FIB(f), ξ

(
e(0), s, ζ ′

)))

= i∗τ
(
(F, ζ)

id
−→ (F, ζ ′)

)
− i∗τ

(
(F, ζ)

t[v1]
−−→ (F, ζ ′)

)

where v1 = w ∗ w−. But this is clearly homotopic to a constant path. Therefore, the above
torsion vanishes and we can conclude.

Notation 4.5. We denote the simple structure ξ
(
e(0), s, ζ

)
on FIB(f) simply by ξ(e(0), s).

Remark 4.6. In the following, we identify H1
(
S1;Wh(πM)

)
= Wh(πM) using the standard

generator of π1(S
1) ∼= H1(S

1) ∼= Z represented by the identity map idS1 . In particular, we
consider θ(f) as an element of Wh(πM). Recall that, by Example 3.25, when it exists, also
τfib(f) is in Wh(πM) since χ(S1) = 0.

We compare now τfib
′(f) with θ(f) and τfib(f). It turns out that the two őber torsion

obstructions can be obtained by τfib
′(f), which therefore sums them up into one single invariant.

Moreover, we get that assertion (i) of Theorem 4.1 implies assertion (ii).

Lemma 4.7. Consider the situation of Deőnition 4.3. Denote by

−f : S1 → S1

the map con ◦ f where con : S1 → S1, z 7→ z is the orientation reversing diffeomorphism deőned
by complex conjugation. Then the following holds:
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(i) We have
θ(f) = τfib

′(f)− τfib
′(−f)

(ii) If θ(f) = 0, then
τfib(f) = − τfib

′(f)

(iii) If θ(f) and τfib(f) vanish, then τfib
′(f) vanishes as well.

Proof. (i) Let s be the spider at e(0) for S1 given by the constant path at e(0) for the 0-cell
and by the path w : I → S1, t 7→ exp(−πit) for the 1-cell. Then we obviously have

τfib
′(−f) = τ

(
µf :

(
FIB(f), ξ

(
e(0), s

))
→
(
M, ξTop(M)

))

Therefore, by Lemma 2.15, we obtain

τfib
′(−f)− τfib

′(f) = τ

((
FIB(f), ξ

(
e(0), s

)) id
−→
(
FIB(f), ξ

(
e(0), s

)))

Hence, we can conclude by Lemma 2.21, since for any simple structure ζ on F we get

τfib
′(−f)− τfib

′(f) = i∗τ
(
(F, ζ)

id
−→ (F, ζ)

)
− i∗τ

(
(F, ζ)

t[v1]
−−→ (F, ζ)

)

= −i∗τ
(
(F, ζ)

t[w∗w−]
−−−−−→ (F, ζ)

)

= i∗τ
(
(F, ζ)

t[w∗w−]
−−−−−→ (F, ζ)

)

which is by deőnition exactly the obstruction θ(f) ∈Wh(πM).

(ii) This follows immediately by Deőnition 3.21, Deőnition 4.3 and Lemma 2.15.

(iii) This follows immediately by the previous claims.

Let us now focus on the example of mapping tori. The goal is to check how the obstructions
θ(f) and τfib

′(f) behave in this case. This will be very useful in the following sections to conclude
the proof of Theorem 4.1. Let us start by recalling the deőnition of mapping torus of a map.

Deőnition 4.8. Let Y be in Top and v : Y → Y be a self-map. We deőne the mapping torus
Tv of v to be the following pushout

Y ⨿ Y Y

cyl(v) Tv

id⨿ id

i

p

i (4.1)

where i is the inclusion of the front and the back into the mapping cylinder. In other words, Tv
is given by

Tv = Z × I /
〈
(y, 0) ∼

(
v(y), 1

)
| y ∈ Y

〉

Remark 4.9. If Y is in TFCW, then Tv is clearly in TFCW and has preferred simple structure.
Indeed, choose a simple structure ξ on Y and give cyl(v) the simple structure (i1)∗ξ deőned in
Example 2.7, where i1 : Y ∼= Y × {1} ↪→ cyl(v) is the homotopy equivalence given by the back
inclusion. Then the pushout simple structure on Tv is independent of ξ by the sum formula
of Lemma 2.15. Therefore, it deőnes a preferred simple structure on Tv. In the following, we
will implicitly assume that we have equipped any mapping cylinder with this preferred choice of
simple structure.
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Example 4.10. Let Y1 and Y2 be homotopy equivalent spaces in TFCW and let u : Y1 → Y2 be
a homotopy equivalence between them. Consider two self-homotopy equivalences v1 : Y1 → Y1
and v2 : Y2 → Y2 such that v2 ◦ u ≃ u ◦ v1 via a homotopy h : Y1 × I → Y2.

Y1 Y1

Y2 Y2v2

v1

u uh

Deőne tu,h : cyl(v1) → cyl(v2) and Tu,h : Tv1 → Tv2 as maps induced by h by pushout property,
which are homotopy equivalences by [Mat76, Corollary 9]. Then, even though in general (the
homotopy class of) the map Tu,h depends on the choice of u and h, its torsion is independent of
u and h and the following equation holds.

τ(Tu,h : Tv1 → Tv2) = 0

Indeed, by Lemma 2.15, using the notation of the commutative diagram (4.1), we obtain that

τ(Tu,h) = p∗τ(tu,v) + i∗τ(u)−
(
i ◦ (id⨿ id)

)
∗
τ(u⨿ u)

= p∗τ(tu,v) + i∗τ(u)− (i ◦ id)∗τ(u)− (i ◦ id)∗τ(u)

= p∗τ(tu,v)− (p ◦ i1)∗τ(u)

Therefore, if the mapping cylinder cyl(v2) is deőned by the following pushout

Y2 Y2

Y2 × I cyl(v2)

v2

i1

v2

i1

we can conclude by Lemma 2.15 as follows.

τ(Tu,h) = p∗τ(tu,v)− (p ◦ i1)∗τ(u)

= p∗(v2)∗τ(u× idI) + p∗(i1)∗τ(u)− p∗(v2 ◦ i1)∗τ(u)− (p ◦ i1)∗τ(u)

= p∗(v2)∗(i1)∗τ(u)− p∗(v2 ◦ i1)τ(u)

= 0

The strategy now to describe the obstructions θ(f) and τfib
′(f) in terms of mapping tori is

őrst to construct a particular homotopy equivalences using the previous example and then to use
this to compute the obstructions.

Let f : M → S1 be a map in Man. Consider the following pullback diagram

M M

R S1

f

e

e

f

where e is the universal covering of Notation 4.2. Let l1 : M → M be the map induced by the
action of the generator 1 ∈ Z ∼= π1(S

1) by deck transformations. Denote by t : F → F the
őber transport induced by the same generator, that is, the map F → F which sends (x,w) to(
x,w ∗ (e|I)

)
. Then l1 and t are self-homotopy equivalences. Deőne the map

h : M → F, x 7→
(
e(x), w

)

where w : I → S1 is the path w(s) = exp
(
2πif(x)(1− s)

)
.
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Proposition 4.11. The map h : M → F is a well-deőned homotopy equivalence such that
h ◦ l1 = t ◦ h. Therefore, by Example 4.10, it induces a homotopy equivalence φ : Tl1 → Tt such
that τ(φ) = 0.

Proof. We prove őrst that h is well-deőned map over F . This follows by a direct computation.
Indeed, we have

w(0) = exp
(
2πif(x)

)
= e ◦ f(x) = f ◦ e(x)

and
f̂
(
e(x), w

)
= w(1) = exp(0) = e(0)

where f̂ : FIB(f)→ S1 is the őbration associated to f .
Let now (y, v) ∈ F . Since v : I → S1 is a path in S1, there exists a s ∈ R such that v is

homotopic to the path s 7→ exp
(
2πis(1− s)

)
. Deőne k : F →M to be the map which sends any

element (y, v) ∈ F to the element in M deőned by the pair (y, s). This is is well-deőned because
by construction s is such that e(s) = v(0) = f(y). We claim that k is a homotopy inverse of h.
Indeed, we obviously have that k ◦ h = idM . On the other hand, we have that

h ◦ k(y, v) = h(y, s) =
(
y, s 7→ exp

(
2πis(1− s)

))

and thus h ◦ k is homotopic to idF by construction. Therefore, h is a homotopy equivalence.
It remains to check that h ◦ l1 = t ◦ h. For this, let (x, s) be an element in M . We have that

h ◦ l1(x, s) = h(x, s+ 1) = (x,w)

where w : I → S1 is the path s 7→ exp
(
2πi(s+1)(1− s)

)
= exp

(
2πis(1− s)

)
+exp

(
2πi(1− s)

)
.

But this is t ◦ h(x, s) by construction and hence we can conclude.

Consider now the space e∗ FIB(f) deőned by the following pullback square

e∗ FIB(f) FIB(f)

I S1

f̂

e|I

Then, by the second cube theorem [Mat76, Theorem 25], this őts in the following homotopy
pushout square.

F ⨿ F F

e∗ FIB(f) FIB(f)

id⨿ id

We deőne the homotopy equivalence

ψ : Tt → FIB(f) (4.2)

to be the pushout of the following commutative diagram

F × I F ⨿ F F

e∗ FIB(f) F ⨿ F Fid⨿ id

id⨿t

id⨿t

idu

where the left vertical map is a őber trivialization with respect to the triple
(
e(0), 1, e

)
.
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Deőnition 4.12. In the previous situation, we deőne the homotopy equivalence

ê : Tl1 →M

to be the composition Tl1
φ
−→ Tt

ψ
−→ FIB(f)

µf
−→M where φ is the homotopy equivalence of Propo-

sition 4.11, ψ is the homotopy equivalence (4.2) and µf is the canonical homotopy equivalence
deőned in Section 1.2.

Remark 4.13. The homotopy equivalence ê may be obtained also in the following faster, but
more implicit way. Since we have that e ◦ l1 = e, then the map e : M × I → M which sends
(x, t) to e(x) induces a map ê : Tl1 →M . This is a homotopy equivalence because the following
diagram of homotopy őber sequences commutes and Tl1 and M are in TFCW.

M Tl1 S1

F M S1f

≃

The explicit construction of Deőnition 4.12, however, is more suitable for us, because it is useful
to prove the following lemma.

We can őnally compute the obstructions θ(f) and τfib
′(f) using mapping tori.

Lemma 4.14. In the previous situation, we have

θ(f) = e∗ τ(l1 : M →M) (4.3)

τfib
′(f) = τ(ê : Tl1 →M) (4.4)

where we equip Tl1 with the preferred simple structure deőned in Remark 4.9, M with the preferred
simple structure ξTop(M) and M with any simple structure.

Proof. Let us start by proving (4.3). By deőnition, we have

θ(f) = (µf ◦ i)∗τ(t : F → F )

for any choice of simple structure on F , where i : F → FIB(f) is the inclusion. Moreover, by
construction, we have h ◦ l1 = t ◦ h and e = µf ◦ i ◦ h. Therefore, we conclude by Lemma 2.15
as follows

θ(f) = (µf ◦ i)∗τ(t : F → F )

= (µf ◦ i)∗τ(h ◦ l1 ◦ h
−1 : F → F )

= (µf ◦ i)∗
(
τ(h) + h∗τ(l1) + h∗(l1)∗τ(h

−1)
)

= (µf ◦ i)∗
(
τ(h) + h∗τ(l1) + t∗h∗τ(h

−1)
)

= (µf ◦ i)∗
(
τ(h) + h∗τ(l1)− τ(h)

)

= (µf ◦ i ◦ h)∗τ(l1 : M →M)

= e∗τ(l1 : M →M)

We prove now (4.4). By deőnition we have

τfib
′(f) = τ

(
µf :

(
FIB(f), ξ

(
e(0), s

))
→
(
M, ξTop(M)

))
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By unraveling its construction, it is easy to check that the simple structure ξ
(
e(0), s

)
on FIB(f)

is the one induced by the homotopy equivalence ψ in (4.2), where we equip Tt with its preferred
simple structure (see for example [Ste07, pp. 51ś52]). Therefore, we obtain

τfib
′(f) = τ(µf ◦ ψ : Tt →M)

Moreover, since by Proposition 4.11 the torsion of φ vanishes, we get

τfib
′(f) = τ(µf ◦ ψ ◦ φ : Tl1 →M)

Therefore, by deőnition of ê, we can conclude that

τfib
′(f) = τ(ê : Tl1 →M)

4.2 Gluing h-cobordisms

In this section we describe the obstructions θ(f), τfib(f) and τfib
′(f) in case of maps f : M → S1

obtained by gluing the two components of the boundary of an h-cobordism together. It turns
out that in this case the vanishing of τfib

′(f) is actually equivalent to the vanishing of θ(f) and
τfib(f), proving that the invariant τfib

′(f) actually summarizes the obstructions θ(f) and τfib(f).
All this will be applied to smooth maps in the last section of this chapter using the Pontrjagin-
Thom construction and will be useful to prove that for smooth maps over a circle the invariant
τfib

′(f) is equivalent to the obstructions θ(f) and τfib(f). Moreover, we will use this description
of the obstructions also to show that the vanishing of τfib

′(f) implies the vanishing of Farrell’s
obstructions.

Let us start by recalling the deőnition of h-cobordism.

Deőnition 4.15. (i) An h-cobordism (W,∂0W,∂1W ) consists of a manifold W in Man whose
boundary ∂W has a disjoint decomposition ∂W = ∂0W

∐
∂1W such that the inclusions

ik : ∂kW →W for k = 0, 1 are homotopy equivalences.

(ii) We deőne the Whitehead torsion of an h-cobordism (W,∂0W,∂1W ) as

τ(W ) = (i0)
−1
∗ τ(i0 : ∂0W →W ) ∈Wh(π∂0W )

where ∂W0 and W are equipped with the preferred simple structure of a closed manifold.

Remark 4.16. Let w1 : π1(∂0W ) → {±1} be the orientation homomorphism of ∂0W . The
w1-twisted involution ι : Z

[
π1(∂0W )

]
→ Z

[
π1(∂0W )

]
on the group ring Z

[
π1(∂0W )

]
is the ho-

momorphism deőned by

∑

g∈π1(∂0W )

λg · g =
∑

g∈π1(∂0W )

w1(g) · λg · g
−1

Let
δ : Wh(π∂0W )→Wh(π∂0W )

be the involution induced by ι on Whitehead groups. Then, by [Mil66, Duality Theorem], if we
denote by W ∗ the h-cobordism where the roles of ∂0W and ∂1W are interchanged, we have

τ(W ∗) = (−1)dim(∂0W ) · (i1)
−1
∗ (i0)∗ δ τ(W ) (4.5)

In other words, the homomorphism δ corresponds geometrically to turn the h-cobordism W
upside down.
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We glue now the two components of the boundary an h-cobordism together and we study the
obstructions in this situation. Consider an h-cobordism (W ; ∂0W,∂1W ) and let g : ∂1W → ∂0W
be a homeomorphism. Deőne Wg to be the manifold in Man obtained from W by gluing ∂1W
and ∂0W by g, that is, as the following pushout.

∂0W ⨿ ∂1W ∂0W

W Wg

i0⨿i1

id⨿g

l

pr

(4.6)

Then for any map f ′ : W → I in Top such that f ′(∂0W ) = {0} and f ′(∂1W ) = {1}, there exists
a map fg : Wg → S1 deőned as pushout of the following diagram.

W ∂0W ⨿ ∂1W ∂0W

I {0} ⨿ {1} {0}

i0⨿i1 id⨿g

f ′ f ′ f ′

Remark 4.17. Since I is convex, then the fg is unique up to homotopy.

Denote again by
δ : Wh(πWg)→Wh(πWg)

the w1(Wg)-twisted involution, where w1(Wg) : π1(Wg) → {±1} is the orientation homomor-
phism of Wg.

Lemma 4.18. (i) We have

θ(fg) = l∗τ(g ◦ i
−1
1 ◦ i0) =

(
(−1)dim(W ) · δ + id

)
l∗τ(W )

(ii) We have
τfib

′(fg) = (−1)dim(∂0W ) · δ l∗τ(W ) = l∗τ(W )− θ(fg)

(iii) If θ(fg) = 0, then
τfib(fg) = −l∗τ(W )

(iv) The following are equivalent:

(a) l∗τ(W ) vanishes;

(b) τfib
′(fg) vanishes;

(c) θ(fg) and τfib(fg) vanish.

Proof. (i) Let us start by noting that the map l∗ : Wh(π∂0W ) → Wh(πWg) induced by the
inclusion l : ∂0W ↪→ W is compatible with the involution δ. Namely, we have l∗ δ = δ l∗.
Indeed, by construction, since ∂0W is in the boundary of W , the orientation covering
of ∂0W is the orientation covering of W restricted to ∂0W . Therefore, we have that
w1(∂0W ) = w1(Wg) ◦ π1(l). It follows immediately that l∗ δ = δ l∗.

Consider now the following pullback diagram

Wg Wg

R S1

fg

e

e

fg
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where e is the universal covering of Notation 4.2. If we restrict e to the unit interval I,
the pullback is by construction exactly W . Therefore, the space Wg may be seen as the
space obtained from W × Z by identifying (x, n) and

(
g(x), n + 1

)
for any x ∈ ∂1W and

the map l1 : Wg →Wg deőned in the previous section may be seen as the map which sends
(y, n) to (y, n+1) for any y ∈W . Deőne l : ∂0W ↪→Wg to be the pullback of the following
diagram.

{0} S1 ∂0W

R S1 Wg
fge

l

e fg

This is a homotopy equivalence by coglueing theorem [FP90, Theorem A.4.19] and, in
the previous model, it corresponds to the map which sends x to (x, 0) for any x ∈ ∂0W .

Therefore, it is easy to see that by construction we have l
−1
◦ l1 ◦ l ≃ g ◦ i

−1
1 ◦ i0.

Now, if we equip Wg with the simple structure such that l has vanishing torsion, then by
Lemma 4.14 and Lemma 2.15, we obtain

θ(fg) = e∗τ(l1 : Wg →Wg)

= e∗l∗τ(l
−1
◦ l1 ◦ l : ∂0W → ∂0W )

= l∗τ(g ◦ i
−1
1 ◦ i0 : ∂0W → ∂0W )

Moreover, since g ◦ i−1
1 ◦ i0 corresponds to the őber transport ∂0W → ∂0W induced by the

action of the generator 1 ∈ π1(S
1), we get that g∗ (i1)

−1
∗ (i0)∗ = id. Hence, we can conclude

by Lemma 2.15 and by Remark 4.16 as follows

θ(fg) = l∗τ(g ◦ i
−1
1 ◦ i0)

= l∗τ(g) + (l ◦ g)∗τ(i
−1
1 ) + (l ◦ g ◦ i−1

1 )∗τ(i0)

= 0− l∗g∗(i1)
−1
∗ τ(i1) + l∗(g ◦ i

−1
1 )∗τ(i0)

= l∗
(
− g∗τ(W

∗) + (g ◦ i−1
1 )∗τ(i0)

)

= l∗
(
− (i0)

−1
∗ (i1)∗τ(W

∗) + (i0)∗τ(i0)
)

= l∗
(
− (−1)dim(∂0W ) · δ τ(W ) + τ(W )

)

= l∗
(
(−1)dim(W ) · δ + id

)
τ(W )

=
(
(−1)dim(W ) · δ + id

)
l∗τ(W )

where in the last equality we have used that l∗ δ = δ l∗.

(ii) Deőne the homotopy equivalence λ : Tg◦i−1
1 ◦i0

→Wg as pushout of the following diagram

∂0W × I ∂0W ⨿ ∂0W ∂0W

W ∂0W ⨿ ∂1W ∂0W

id⨿g◦i−1
1 ◦i0

i0⨿i1

id⨿i−1
1 ◦i0h◦(i0×idI)

id⨿g

where h : W ×I →W is a homotopy between idW and i1 ◦ i
−1
1 . Then, since by construction

we have l◦(g◦i−1
1 ◦i0) ≃ l1◦l, we obtain by Lemma 4.14 and by Example 4.10 the following

equation.
τfib

′(fg) = τ(ê : Tl1 →Wg) = τ(λ : Tg◦i−1
1 ◦i0

→Wg)
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Therefore, by equation (4.5), diagram (4.6) and Lemma 2.15, we can conclude as follows

τfib
′(fg) = τ(λ)

= −(pr ◦i1)∗τ(i
−1
1 ◦ i0) + pr∗ τ

(
h ◦ (i0 × idI)

)

= −(pr ◦i1)∗τ(i
−1
1 )− (pr ◦i1 ◦ i

−1
1 )∗τ(i0) + pr∗ τ(h) + (pr ◦h)∗τ(i0 × idI)

= (pr ◦i1 ◦ i
−1
1 )∗τ(i1)− pr∗ τ(i0) + pr∗ τ(idW ×0) + pr∗ τ(i0)

= (pr ◦i1 ◦ i
−1
1 )∗τ(i1)

= (pr ◦i0)∗ (i
−1
0 ◦ i1)∗ (i1)

−1
∗ τ(i1)

= l∗ (i
−1
0 ◦ i1)∗τ(W

∗)

= (−1)dim(∂0W ) · l∗ δ τ(W )

= (−1)dim(∂0W ) · δ l∗τ(W )

= l∗τ(W )− θ(fg)

where we have used that h is homotopic to the homotopy idW ×0: W × I →W ×{0} ∼=W
and that l∗ δ = δ l∗.

(iii) This follows immediately by Lemma 4.7(ii) and claim (ii).

(iv) This follows immediately by the previous claims (i), (ii) and (iii).

Therefore, in case of maps f : M → S1 obtained by gluing the two components of the bound-
ary of an h-cobordism together the invariant τfib

′(f) summarizes completely the obstructions
θ(f) and τfib(f).

Remark 4.19. We will see that the homomorphism l∗ : Wh(π∂0W )→Wh(πWg) is not injective in
general. In particular, its behavior depends on how the őber transport g ◦ i−1

1 ◦ i0 : ∂0W → ∂0W .
Therefore, it can happen that the h-cobordism W is non-trivial, that is, by the s-cobordism
theorem [LM23, Theorem 2.1], that τ(W ) is not zero, but both obstruction θ(fg) and τfib(fg)
vanish.

4.3 A Bass-Heller-Swan decomposition for Whitehead groups

In this section we present the algebraic background that is needed to deőne Farrell’s obstructions
c(f) and τ(f). The goal is to introduce the groups where Farrell’s obstructions are deőned and
to study the relation between them. It turns out that they őt together into a Bass-Heller-Swan
decomposition of some Whitehead group Wh(G).

The work is structured as follows: őrst we introduce a twisted Bass-Heller-Swan decompo-
sition in the more general context of algebraic K -theory and then we apply it to the case of
polynomial rings, which is the one we are interested in. Main references for this part are [LS15]
for the algebraic K -theory part and [Gra88], [FH70] and [Far71] for the polynomial ring part.

A twisted Bass-Heller-Swan decomposition

Let us start by presenting a twisted Bass-Heller-Swan decomposition in algebraic K -theory. Note
that we will make use of the deőnition of K -theory given by Waldhausen in [Wal85] and we will
give for known all the results about it. Let us only recall that this is given for Waldhausen cate-
gories C , that is, for categories with a choice of a subcategory of coőbrations and a subcategory
of weak equivalences satisfying the axioms of [Wal85, p. 9], and it is deőned as the loop space
K(C ) = Ω|wS.|C . See [Wal85, Section 1.3] for more details.
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Notation 4.20. Throughout this part, A denotes a (small) additive category and Φ: A
∼=
−→ A

denotes an automorphism of additive categories.

We introduce őrst the two categories used in the decomposition: the Φ-twisted őnite Laurent
category and the Nil-category.

Deőnition 4.21. We deőne the Φ-twisted őnite Laurent category AΦ[t, t
−1] as follows:

• Its objects are the objects of A .

• Given two objects A and B in AΦ[t, t
−1], a morphism f : A → B in AΦ[t, t

−1] is a formal
sum

f =
∑

i∈Z

fi · t
i

where fi : Φ
i(A)→ B is a morphism in A and only őnitely many fi are non-trivial.

• Given two morphisms f =
∑

i∈Z fi · t
i : A→ B and g =

∑
j∈Z gj · t

j : B → C in AΦ[t, t
−1],

the composite g ◦ f : A→ C is deőned by

g ◦ f =
∑

k∈Z



∑

i,j∈Z
i+j=k

gj ◦ Φ
j(fi)


 · t

k

Moreover, we denote by i0 : A → AΦ[t, t
−1] the inclusion functor which is the identity on objects

and which sends a morphism f : A→ B in A to f · t0 : A→ B.

Remark 4.22. • The Φ-twisted őnite Laurent category AΦ[t, t
−1] is an additive category.

Indeed, it has the obvious direct sum and the obvious structure of abelian group on sets of
morphisms coming from the corresponding structures in A .

• The fundamental relation for a morphism f : A→ B in AΦ[t, t
−1] is the following.

(idΦ(B) ·t) ◦ (f · t
0) = Φ(f) · t

Deőnition 4.23. We deőne AΦ[t] and AΦ[t
−1] as the additive subcategories of AΦ[t, t

−1] whose
objects are the objects of A and whose morphisms f : A → B are the formal sums

∑
i∈Z fi · t

i

with fi = 0 for i < 0 and i > 0, respectively. In addition, we denote by ev±0 : AΦ[t
±1]→ A

the functor given by the evaluation at t0, that is, the functor which is the identity on ob-
jects and which sends a morphism

∑
i∈Z fi · t

i in AΦ[t] or AΦ[t
−1] respectively to f0, and by

i± : A → AΦ[t
±1] the restriction of the functor i0 to the categories AΦ[t] and AΦ[t

−1], respec-
tively.

Deőnition 4.24. (i) A morphism f : Φ(A)→ A of A is called Φ-nilpotent if for some n ≥ 1
the n-fold composite

f (n) = f ◦ Φ(f) ◦ · · · ◦ Φn−1(f) : Φn(A)→ A

is trivial.

(ii) We deőne Nil(A ,Φ) to be the category whose objects are pairs (A,φ) where A is an
object of A and φ : Φ(A) → A is a Φ-nilpotent morphism in A and whose morphisms
(A,φ)→ (B,µ) are morphisms u : A→ B in A such that the following diagram commutes.

Φ(A) A

Φ(B) B

uΦ(u)

φ

µ
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Remark 4.25. The category Nil(A ,Φ) has the obvious structure of exact category induced by
A : a sequence in Nil(A ,Φ) is exact if the underlying sequence in A is (split) exact.

The twisted Bass-Heller-Swan decomposition is based on the K -theory of the previous cate-
gories. In particular, it uses the NK-terms and the mapping torus of K(Φ−1), which are presented
in the following deőnition. Recall that any additive (actually, any exact) category has a canonical
Waldhausen category structure where the coőbrations are admissible monomorphisms and the
weak equivalences are the isomorphisms. Therefore, the K -theory of all the categories above can
actually be computed.

Deőnition 4.26. • We deőne NK
(
AΦ[t

±1]
)

to be the homotopy őber of the map of spectra
K(ev±0 ) : K

(
AΦ[t

±1]
)
→ K(A ). Moreover, we denote by

b± : NK
(
AΦ[t

±1]
)
→ K

(
AΦ[t

±1]
)

the canonical map of spectra.

• We deőne the mapping torus TK(Φ−1) of K(Φ−1) as the following pushout.

K(A ) ∨K(A ) = K(A ) ∧ ∂I+ K(A ) ∧ I+

K(A ) TK(Φ−1)

K(Φ−1)∨idKA

Consider the natural transformation S : i0 ◦ Φ
−1 → i0 of functors from A to AΦ[t, t

−1] of
additive categories deőned for any object A in A by the isomorphism idA ·t : Φ

−1(A)→ A.
This induces a homotopy K(S) : K(A ) ∧ I+ → K

(
AΦ[t, t

−1]
)

from K(i0) ◦ K(Φ−1) to
K(i0). We deőne

a: TK(Φ−1) → K
(
AΦ[t, t

−1]
)

to be the map of spectra from the torus TK(Φ−1) toK
(
AΦ[t, t

−1]
)

obtained by the homotopy
K(S).

We can now őnally conclude this short dissertation in algebraic K -theory by stating the
twisted Bass-Heller-Swan decomposition for K-theory of additive categories. A complete proof
of this theorem and a more detailed description of all previously deőned objects can be found in
[LS15].

Theorem 4.27 ([LS15, Theorem 0.4]). Let A be an additive category which is idempotent com-
plete and let Φ: A → A be an automorphism of additive categories. Then:

(i) There is a weak homotopy equivalence of spectra, natural in (A ,Φ),

a ∨ b+ ∨ b− : TK(Φ−1) ∨NK
(
AΦ[t]

)
∨NK

(
AΦ[t

−1]
) ≃
−→ K

(
AΦ[t, t

−1]
)

(ii) Denote by (AddCatic)
Z the category of functors from Z to the category AddCatic of

idempotent complete additive categories and by Spectra the category of spectra. Then
there exists a functor E : (AddCatic)

Z → Spectra and weak homotopy equivalences of
spectra, natural in (A ,Φ),

ΩNK
(
AΦ[t]

) ≃
←− E(A ,Φ)

K(A ) ∨ E(A ,Φ)
≃
−→ K

(
Nil(A ,Φ)

)
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Remark 4.28. By applying homotopy groups to the previous theorem, we obtain for all n ≥ 1 a
natural splitting

Kn

(
AΦ[t, t

−1]
) ∼=
−→ Xn

(
AΦ[t, t

−1]
)
⊕NKn

(
AΦ[t]

)
⊕NKn

(
AΦ[t

−1]
)

where Xn(AΦ[t, t
−1]) is the cokernel of the split injective homomorphism

Kn(b
+)⊕Kn(b

−) : NKn

(
AΦ[t]

)
⊕NKn

(
AΦ[t

−1]
)
→ Kn

(
AΦ[t, t

−1]
)

Instead, if n = 0, we have that

π0

(
NK

(
AΦ[t]

))
= π0

(
NK

(
AΦ[t

−1]
))

= 0 (4.7)

Indeed, recall that K0(A ) is obtained as the Grothendieck construction of the abelian monoid
of stable isomorphism classes of objects in A under direct sum, where two objects A and B in
A are stable isomorphic if there exists an object C such that A⊕C and B ⊕C are isomorphic.
In particular, K0(A ) is a relation on the objects on A . Therefore, since i± : A → AΦ[t, t

−1] is
bijective on objects and by construction ev±0 ◦i± = idA , then the group homomorphism

K0(ev
±
0 ) : K0

(
AΦ[t

±1]
)
→ K(A )

is bijective and (4.7) holds.

Finally, we obtain the following long exact sequence

. . . Kn(A ) Kn(A ) Xn(AΦ[t, t
−1]) Kn−1(A )

. . . K0(A ) K0(A ) K0(AΦ[t, t
−1]) 0

∂n+1 Kn(Φ)−id Kn(i0) ∂n

K0(Φ)−id K0(i0)

(4.8)

A Bass-Heller-Swan decomposition for polynomial rings

We are interested now in applying the previous construction to obtain a decomposition for
Whitehead groups. We do this in three steps: őrst we apply it to general polynomial rings, then
we reduce the study to K1 and őnally we focus on group rings ZG to conclude.

Let us start with the case of polynomial rings. Let R be a ring with unit 1 and let α : R→ R
be a ring automorphism. Deőne the α-twisted őnite Laurent series ring Rα[t, t

−1] as follows.

• Additively, it is Rα[t, t
−1] = R[t, t−1].

• Multiplicatively, for f = atn and g = btm with n,m ∈ Z, we have

f · g = (atn) · (btm) = aαn(b)tn+m

Let R be the category whose objects are the natural numbers and whose morphism from m to n
are given by the abelian group of (n×m)-matrices with entries in R with the composition given
by matrix multiplication. Note that there is a natural direct sum in this category given by the
usual sum of natural numbers on objects and by taking block matrices on morphisms. Moreover,
the automorphism α induce an obvious automorphism Φ: R → R of categories. Then we have
that:

(i) R is a skeleton of the category of őnitely generated free right R-modules.
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(ii) RΦ[t, t
−1] is a skeleton for the category of őnitely generated free right modules over the

group ring Rα[t, t
−1].

(iii) The idempotent completion Idem(R) of R is a skeleton of the additive category of őnitely
generated projective right R-modules.

(iv) The subcategories RΦ[t] and RΦ[t
−1] of RΦ[t, t

−1] are a skeleton of the additive categories
of őnitely generated free right R-modules over the subrings Rα[t] and Rα[t

−1] of Rα[t, t
−1],

respectively.

(v) Nil
(
Idem(R),Φ

)
is a skeleton of the category Nil(R,α) deőned as follows:

• Its objects are pairs (P, f) where P is a őnitely generated projective right R-module
and f is a nilpotent α-semilinear endomorphism of P , that is, f is a nilpotent endo-
morphism such that f(xr) = f(x)α(r) for any x ∈ P and any r ∈ R;

• Given two objects (P, f) and (Q, g) in Nil(R,α), a morphism φ : (P, f) → (Q, g) in
Nil(R,α) is an R-linear homomorphism φ : M → N such that g ◦ φ = φ ◦ f .

P P

Q Q

φ

g

φ

f

(vi) NKn

(
RΦ[t

±1]
)

is isomorphic to the kernel NKn(R,α
±1) of the group homomorphism

Kn(ev
±
0 ) : Kn

(
Rα[t

±1]
)
→ Kn(R) where ev±0 : Rα[t

±1]→ R is the evaluation at zero.

We obtain that πn
(
K(R)

)
= Kn(R) for n ≥ 1 and the map Z → K0(R) which sends n

to [Rn] is surjective and also bijective if Rn ∼= Rm implies m = n. Furthermore, passing

to the idempotent completion Idem(R), we get that πn

(
K
(
Idem(R)

))
= Kn(R) for n ≥ 0,

where K0(R) is the group obtained applied the Grothendieck construction to the category of
őnitely generated projective right R-modules. Therefore, Theorem 4.27(i) reduces for A = R

and n ≥ 1 to the following twisted Bass-Heller-Swan decomposition of Kn

(
Rα[t, t

−1]
)
, given in

[Gra88, Theorem 2.3] or, for n = 1, in [FH70, Theorem 19]

Kn

(
Rα[t, t

−1]
)
∼= Xn(R,α)⊕NKn(R,α)⊕NKn(R,α

−1) (4.9)

while Theorem 4.27(ii) reduces for A = R and n ≥ 1 to the following classical isomorphism,
given in [Gra88, p. 361].

Kn−1

(
Nil(R,α)

)
∼= Kn−1(R)⊕NKn(R,α)

Remark 4.29. The decomposition stated in [Gra88, Theorem 2.3] has Fn−1(R,α) instead of
Xn(R,α), where Fi(R,α) is deőned to be πi of the homotopy őber of the map

K(α)− id : K(R)→ K(R)

However, such decomposition is completely equivalent to (4.9). Indeed, by the long exact se-
quence (4.8), it is easy to see that Fi(R,α) plays exactly the same role as Xi+1(R,α).

Let us now focus on the case where n = 1. In this case, the previous results reduce to the
following two decompositions.

K1(Rα[t, t
−1]) ∼= X1(R,α)⊕NK1(R,α)⊕NK1(R,α

−1) (4.10)

K0(Nil(R,α)) ∼= K0(R)⊕NK1(R,α) (4.11)



4.3. A Bass-Heller-Swan decomposition for Whitehead groups 63

Moreover, by the long exact sequence (4.8), we obtain the following short exact sequence

0→ K1(R)/ im
(
K1(α)− id

) K1(i0)
−−−−→ X1(R,α)→ ker

(
K0(α)− id

)
→ 0 (4.12)

where K1(i0) is the map induced by the inclusion i0 : R ↪→ Rα[t, t
−1].

Now, consider the following two groups.

Deőnition 4.30. Consider the cyclic subgroup F ′(R) of K0

(
Nil(R,α)

)
generated by the class

[R, 0] of the pair (R, 0) in Nil(R,α).

• We deőne C(R,α) = K0

(
Nil(R,α)

)
/F ′(R).

• We deőne C̃(R,α) to be the subgroup of C(R,α) generated by [Rn, f ] for (Rn, f) in
Nil(R,α).

These groups will be of main importance for us in the next sections. In particular, C(R,α)
is the group where the őrst obstruction lies, while C̃(R,α) is an explicit description of the group
NK1(R,α), as the stated in the following proposition.

Proposition 4.31. We have that NK1(R,α) ∼= C̃(R,α).

Proof. By [FH70, Proposition 6] the following short exact sequence splits.

0→ C̃(R,α)→ K0

(
Nil(R,α)

)
→ K0(R)→ 0

Therefore, by (4.11), we can conclude that NK1(R,α) ∼= C̃(R,α).

Once we have these groups, it is not difficult to realize that decomposition (4.11) reduces
to a decomposition for C(R,α). Indeed, deőne the reduced K0-group of R to be the quotient
K̃0(R) = K0(R)/F (R) where F (R) is the cyclic subgroup of K0(R) generated by the class [R].
Then the split exact sequence of the previous proof reduces easily to the following one (see again
[FH70, Proposition 6])

0→ C̃(R,α)→ C(R,α)→ K̃0(R)→ 0

Therefore, we obtain that
C(R,α) ∼= K̃0(R)⊕NK1(R,α) (4.13)

To conclude this part about n = 1, we introduce the following map over C(R,α−1).

Deőnition 4.32. We deőne the group homomorphism p : K1

(
Rα[t, t

−1]
)
→ C(R,α−1) as follows.

Consider a representative
f :
(
Rα[t, t

−1]
)n
→
(
Rα[t, t

−1]
)n

of any element in K1

(
Rα[t, t

−1]
)
. Denote by rtm the right multiplication by tm. Then, there

exists a m ∈ N such that rtm ◦ f is a map

rtm ◦ f :
(
Rα[t]

)n
→
(
Rα[t]

)n

We deőne p to be the group homomorphism which sends the element represented by f to the
class [coker(rtm ◦ f), rt] in C(R,α−1).

Remark 4.33. • The map p is well-deőned by [Far71, pp. 320ś321].

• By [Far71, Corollary 1.9], we have that p(f) ∈ ker
(
K0(α)− id

)
for any f in K1

(
Rα[t, t

−1]
)
.

Therefore, by (4.10) and (4.12), the map p can be seen as a sort of projection from
K1

(
Rα[t, t

−1]
)

to the "sum" of NK1(R,α
−1) with the "component" of X1(R,α) given

by ker
(
K0(α)− id

)
. Such "sum" is in C(R,α−1) by (4.13).
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To conclude this section, let us apply all the previous construction to the group ring ZG for
a group G and summarize it in a single lemma. This provides in particular a Bass-Heller-Swan
decomposition of Whitehead groups, which will be important for us in the following sections.

Lemma 4.34. Let G be a group and α : G→ G be an automorphism. By abuse of notation, we
denote by α : ZG → ZG the automorphism induced by α on ZG. Let G ⋊α Z be the semidirect
product. We identify ZGα[t, t

−1] ∼= Z(G ⋊α Z) through the standard isomorphism which is the
identity on ZG and which sends t ∈ ZGα[t, t

−1] to 1Z ∈ Z(G⋊α Z). Then the following holds:

(i) We have a decomposition

Wh(G⋊α Z) ∼= X1(ZG,α)⊕NK1(ZG,α)⊕NK1(ZG,α
−1)

(ii) We have a short exact sequence

0→Wh(G)/ im
(
α∗ − id

) (i0)∗
−−−→ X1(ZG,α)→ ker

(
K̃0(α)− id

)
→ 0

where α∗ : Wh(G) → Wh(G) is the homomorphism induced on Whitehead groups by
K1(α) : K1(ZG) → K1(ZG) and (i0)∗ is the homomorphism induced by the inclusion
i0 : ZG ↪→ ZGα[t, t

1].

(iii) The map p deőned in Deőnition 4.32 factors through a map

p : Wh(G⋊α Z)→ C(ZG,α−1)

Proof. See [FH70, Theorem 21] and [Far71, pp. 321ś322].

4.4 Farrell’s obstructions over S
1

In this section we őnally present the two Farrell’s obstructions c(f) and τ(f) and we prove the
following theorem, which is the main result of [Far71] and which provides the equivalence of part
(iii) and (iv) of Theorem 4.1.

Theorem 4.35. Let f : M → S1 be a map in Diff . Assume that M is connected of dimension
dim(M) ≥ 6 and that the homomorphism π1(f) : π1(M)→ π1(S

1) is surjective. Then there exists
a smooth őber bundle f : M → S1 homotopic to f if and only if the following three conditions
holds:

(i) the covering space M of M corresponding to the subgroup G = kerπ1(f) of π1(M) is in
TFCW;

(ii) c(f) vanishes;

(iii) τ(f) vanishes.

Remark 4.36. The conditions we focus on are (ii) and (iii) because these are the not obvious
ones. Indeed:

• We require that π1(f) is surjective because a necessary condition for f to be homotopic to
a őber bundle is that π1(f) is not the zero map. Indeed, assume by contradiction that f is
(homotopic to) a őber bundle in Diff with őber F and π1(f) = 0. Then by the homotopy

exact sequence for the őber sequence F →M
f
−→ S1 we obtain that π1(S

1) ∼= Z ↪→ π0(F ).
But since F is compact, this is a contradiction. Once we know that π1(f) is not the zero
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map, we can assume without loss of generality that this is surjective. Indeed, if this is not
the case, then there exists an n ∈ N such that imπ1(f) ∼= nZ. Therefore, there exists a lift
g of f along the n-fold covering space of S1.

S1

M S1

g

f

z

zn

By construction, the map g is such that π1(g) is surjective and it is homotopic to a őber
bundle whenever f is so. Hence, it suffices to take g instead of f .

Note that, since M is connected, requiring that π1(f) is surjective corresponds geometri-
cally to requiring that F is connected as well. This can be proved easily using the homotopy
exact sequence of f .

• Condition (i) of the previous theorem is obviously necessary for f being homotopic to a
smooth őber bundle f . Indeed, by construction, M has the same homotopy type of the
őber F of f (see for example the homotopy equivalence h : M → F of Proposition 4.11)
and this is in TFCW as it is in Diff .

The strategy to prove this theorem is to use cobordisms and the s-cobordism theorem. In
particular, őrst we provide a cobordism using the Pontrjagin-Thom construction. Then, we in-
troduce the őrst obstruction c(f) to measure whether such cobordism is an h-cobordism. Finally,
if this is the case, that is, if c(f) = 0, we deőne τ(f) as the torsion obstruction of the s-cobordism
theorem and we use it to check if the h-cobordism in question is trivial. If this happens, then
there exists a smooth őber bundle f : M → S1 homotopic to f .

Geometric interpretation of the őbering problem

Let us start by giving the geometric interpretation of the őbering problem over the circle. This
is based on the notion of splitting of the manifold M with respect to f and allows us to construct
a cobordism starting from M .

Notation 4.37. In the following, M denotes a connected manifold in Diff and f : M → S1

denotes a continuous map in Diff such that π1(f) : π1(M)→ π1(S
1) is surjective.

Deőnition 4.38. A pair (N, ν) is said a splitting of M with respect to f if N is a closed
submanifold of M of codimension 1 and ν is a framing of the normal bundle of N such that
under the Pontrjagin-Thom construction [Ran02, pp. 127ś128] the pair (N, ν) corresponds to f .
We will also denote it by N .

Remark 4.39. • A splitting (N, ν) of M with respect to f always exists. Indeed, such a
splitting can be obtained for example in the following way. Change f in its homotopy class
to a smooth map g which is transversal to {e(0)} ⊂ S1 and deőne N to be the preimage
of e(0) under g. Then, by construction, N is a splitting of M with respect to f .

• If (N, ν) is a splitting of M with respect to f , then obviously (N,−ν) is a splitting of M
with respect to −f .

Once we have a splitting (N, ν) of M with respect to f , it is not difficult in our situation to
improve it to get a new splitting which has better properties. More precisely, let G = kerπ1(f).
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Deőne M to be the covering space of M corresponding to G, that is, such that π1(M) = G. For
example, let M deőned as in Section 4.1 as the following pullback

M M

R S1

f

e

e

f

where e is the universal covering of Notation 4.2. Note that since G is normal, we do not care
about base points. Suppose that M is in TFCW. Then we obtain the following:

(i) Since π1(f) is surjective, then, by [BL65, p. 157], we can pass by exchanging handles of
dimension 1 to a connected splitting.

(ii) Since M is in TFCW, then G is őnitely presented. Therefore, we can work with generators
and exchange handles of dimension 1 and 2 to obtain a new splitting N which is such that
the homomorphism π1(i) : π1(N) → π1(M) induced by the inclusion i : N ↪→ M is a
monomorphism with image G (see [Far71, p. 11] and [Bro65, Lemma 3.1]).

Notation 4.40. From now on, we assume without loss of generality thatN has the two properties
above.

Now, we want to see if we can further improve our splitting N of M and, if this is the case,
we want to study its properties. For this, choose a lifting (N̂ , ν̂) of (N, ν) to M . Then N̂ divides
M into two connected components. Denote by B the component into which ν̂ points and by
A the other one. To simplify the notation, we will denote simply by (N, ν) the pair (N̂ , ν̂).
Let l1 : M → M be the generator of the group of deck transformations such that A ⊂ l1(A).

Denote by M̃ the universal covering of M and by p : M̃ → M the covering projection. Let Ã,
B̃ and Ñ be p−1(A), p−1(B) and p−1(N), respectively. Since, by Notation 4.40, the inclusion
map N ↪→M induces an isomorphism on fundamental groups, then Ñ is connected and simply
connected. Moreover, since we have N ⊂ A ⊂M and N ⊂ B ⊂M , then the inclusions A ↪→M
and B ↪→ M induce epimorphisms on fundamental groups. Therefore, Ã and B̃ are connected
and, by Van-Kampen’s theorem [Hat02, Theorem 1.20] applied to Ñ , Ã, B̃ and M̃ , they are also
simply connected. In other words, the inclusion maps A ↪→ M and B ↪→ M actually induce
isomorphisms on fundamental groups.

Remark 4.41. Since M and N are in TFCW, the inclusion maps A ↪→ M and B ↪→ M
induce isomorphisms on fundamental groups and A, B, N and M are connected, then by
[Sie65, Complement 6.6] also A and B are in TFCW.

Now, consider the group Hi(M̃, Ã;Z) for i ∈ Z. Since we can identify G with the group of

deck transformation of M̃ , then this is actually a ZG-module. We denote it by Hi(M,A;ZG).

Deőnition 4.42. We say that a splittingN is s-connected if the following conditions are satisőed:

• N is connected;

• the homomorphism π1(i) : π1(N) → π1(M) induced by the inclusion i : N ↪→ M is a
monomorphism with image G;

• Hi(M,A;ZG) = 0 for i ≤ s.

Remark 4.43. By construction, we have that H0(M,A;ZG) = H1(M,A;ZG) = 0. Therefore,
1-connected splittings of M with respect to f always exist.
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Connected splittings have the following properties.

Lemma 4.44. If N is an s-connected splitting, then Hs+1(M,A;ZG) is a őnitely generated
ZG-module.

Proof. By excision, we have that Hs+1(M,A;ZG) ∼= Hs+1(B,N ;ZG). Thus, it suffices to prove
the claim for Hs+1(B,N ;ZG). Let Ns be the s-skeleton of N in some triangulation of N .
Consider the following homology long exact sequence for the triple Ñs ⊂ Ñ ⊂ B̃.

· · · → Hi(N,Ns;ZG)→ Hi(B,Ns;ZG)→ Hi(B,N ;ZG)→ . . .

Since Hi(N,Ns;ZG) = 0 for i ≤ s, we have that Hi(B,Ns;ZG) = Hi(B,N ;ZG) = 0 for i ≤ s
and that Hs+1(B,N ;ZG) is a quotient of Hs+1(B,Ns;ZG). Therefore, we can conclude by
[Wal65, Theorem A]. Indeed, since B is in TFCW, then we have that Hs+1(B,Ns;ZG) is
őnitely generated and so also Hs+1(B,N ;ZG) is so.

Lemma 4.45. Let N be a 1-connected splitting of M with respect to f . Then N is also
2-connected.

Proof. Let W be the manifold l1(A) \A. This is a connected cobordism with two boundary
components ∂0W = N and ∂1W = l1(N). With an argument similar to that for Notation 4.40,
we can show that the inclusion maps l1(N) ↪→ W and N ↪→ W induce isomorphisms on funda-
mental groups. Hence, we have H1(W,N ;ZG) = H1

(
W, l1(N);ZG

)
= 0. Consider the following

homology exact sequence for the triple Ã ⊂ l̃1(A) ⊂ M̃ .

· · · → H2(M,A;ZG)
j∗
−→ H2

(
M, l1(A);ZG

) ∂
−→ H1

(
l1(A), A;ZG

)
→ . . .

By excision, we have H1

(
l1(A), A;ZG

)
∼= H1(W,N ;ZG) = 0. Therefore j∗ is surjective. More-

over, the collection of modules
{
Hi

(
M, lm1 (A);ZG

)}
m∈Z

with i őxed form a direct system whose

maps are induced by the inclusions
(
M̃, l̃m1 (A)

)
↪→
(
M̃, l̃n1 (A)

)
for n ≥ m and whose direct limit

is Hi(M,M ;ZG) = 0. Hence, for i = 2, since H2(M,A;ZG) is őnitely generated by Lemma 4.44,
we obtain that H2(M,A;ZG) = 0 and N is 2-connected.

We introduce now an automorphism α : ZG → ZG and a nilpotent α-semilinear endomor-
phism of Hs(M,A;ZG) for s-connected splittings. Moreover, we use these to show that there
exist also (n− 3)-connected splittings.

Let M̃ be the universal covering of M . Then we can identify the group π1(M) with the

group of deck transformation of M̃ . Let t ∈ π1(M) be such that π1(f)(t) is the generator of
π1(S

1) ∼= Z determined by the orientation of S1 used for the Pontrjagin-Thom construction in

Deőnition 4.38. Using the notations above, we have that t : M̃ → M̃ covers l1 : M →M .

Remark 4.46. The element t may not be uniquely deőned. However, here and in the following,
the choice of t will be considered őxed.

Since A ⊂ M is such that A ⊂ l1(A), then t−1
∗ induces an endomorphism of Hi(M̃, Ã)

for any i. Moreover, the conjugation by t deőnes an automorphism α of G which induces an
automorphism α of ZG. It is immediate to check that t−1

∗ is an α-semilinear endomorphism of
Hi(M,A;ZG) for any i.

Lemma 4.47. If N is an (s−1)-connected splitting of M with respect to f , then t−1
∗ is a nilpotent

α-semilinear endomorphism of Hs(M,A;ZG).
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Proof. Let j : (M̃, Ã) ↪→
(
M̃, l̃m1 (A)

)
be the inclusion. We have that Hs(M,A;ZG) is őnitely

generated by Lemma 4.44. Moreover, we have lim
−→

Hs(M, lm1 (A);ZG) = 0. Therefore, there exists
an m ∈ N such that

j∗ : Hs(M,A;ZG)→ Hs

(
M, lm1 (A);ZG

)

is zero. But t−m : (M̃, Ã)→ (M̃, Ã) is by construction the composite of j : (M̃, Ã)→
(
M̃, l̃m1 (A)

)

and t−m :
(
M̃, l̃m1 (A)

)
→ (M̃, Ã), where we have used that t covers l1. Hence, we get that

(t−1
∗ )m = t−m∗ = t−m∗ ◦ jm∗ = 0

Remark 4.48. Using the automorphism α : G → G, we can also obtain a group isomorphism
G⋊α Z→ π1(M) which is the identity on G and maps 1 ∈ Z to t ∈ π1(M). In the following, we
will use this to identify G⋊α Z = π1(M).

We prove now that (n− 3)-connected splittings exist.

Lemma 4.49. There exist (n− 3)-connected splittings of M with respect to f .

Proof. We prove by induction for s ≤ n−3 that if there exists an (s−1)-connected splitting, then
there exists also an s-connected splitting. We already know by Lemma 4.45 that 2-connected
splittings exist. Hence, let N be an (s− 1)-connected splitting of M with respect to f . Denote
for simplicity by K the group Hs(M,A;ZG) and by φ the homomorphism t−1

∗ : K → K. By
Lemma 4.47, there exists an m ∈ N such that φm = 0. Moreover, by Lemma 4.44, the group K
is őnitely generated. Therefore, if we set Ki = imφm−i, we obtain a őltration of K

0 = K0 ⊂ K1 ⊂ · · · ⊂ Km = K

given by őnitely generated submodules of K such that φ(Ki) ⊂ Ki−1.

Consider now the following homology exact sequence for the triple Ã ⊂ l̃1(A) ⊂ M̃ .

· · · → Hi

(
l1(A), A;ZG

) i∗−→ Hi(M,A;ZG)
j∗
−→ Hi

(
M, l1(A);ZG

)
→ . . . (4.14)

By construction, we have that t−1 : (M̃, Ã)→ (M̃, Ã) is the composite of j : (M̃, Ã)→
(
M̃, l̃1(A)

)

and t−1 :
(
M̃, l̃1(A)

)
→ (M̃, Ã) and the homomorphism t−1

∗ : Hs

(
M, l1(A);ZG

)
→ Hs(M,A;ZG)

is a monomorphism. Therefore, we obtain the following:

• Let x̂ be one of a őxed őnite collection of generators for K1. Since φ(x) ∈ K0 = 0, by
construction of t−1

∗ , we obtain that j∗(x̂) = 0. Hence, by the homology exact sequence
(4.14), there exists an x ∈ Hs

(
l1(A), A;ZG

)
such that i∗(x) = x̂.

• Let W be the manifold l1(A) \A. By excision, we have Hi

(
l1(A), A;ZG

)
∼= Hi

(
W,N ;ZG

)

for any i. Moreover, by the homology sequence (4.14), we obtain Hi

(
l1(A), A;ZG

)
= 0 for

i < s− 1. Indeed, since Hi(M,A;ZG) = 0 for i ≤ s− 1, then, by construction of t−1
∗ and

l1, also Hi

(
M, l1(A);ZG

)
= 0 for i ≤ s− 1 and hence Hi

(
l1(A), A;ZG

)
= 0 for i < s− 1.

Therefore, there exists a handlebody decomposition

N × I =W0 ⊂W1 ⊂W2 ⊂ · · · ⊂Wr
∼=W

such that the manifold Wi is obtained from Wi−1 by attaching a handle of dimension
s− 1 ≤ qi ≤ n− 2 (since there exist 2-connected splittings, it suffices qi ≤ n − 2). More-
over, by [LM23, Sections 2.2-2.3], if x ∈ Hs(W,N ;ZG), since s ≤ n − 3, we obtain that
dimW1 = s, that is, that W1 is obtained by W0 by adding an s-handle, and that there
exists a generator x of Hs(W1, N ;ZG) such that i′∗(x) = x where i′ : (W̃1, Ñ) ↪→ (W̃ , Ñ) is
the canonical inclusion.



4.4. Farrell’s obstructions over S1 69

Now, pick W1 as above, that is, such that dimW1 = s. Denote by N ′ the component ∂1W1 of
the cobordism W1 and by A′ the manifold A∪W1. We can assume without loss of generality that
N ′ is again a splitting of M with respect to f . Consider the following homology exact sequence
for the triple Ã ⊂ Ã′ ⊂ M̃ .

· · · → Hi(A
′, A;ZG)→ Hi(M,A;ZG)→ Hi(M,A′;ZG)→ . . . (4.15)

By construction we have Hi(A
′, A;ZG) = 0 for i ̸= s. Moreover, Hi(M,A;ZG) = 0 for i ≤ s−1.

Therefore, we obtain that Hi(M,A′;ZG) = 0 for i ≤ s − 1. In other words, N ′ is again an
(s− 1)-connected splitting. Denote by K ′ the module Hs(M,A′;ZG). Then the sequence (4.15)
in dimension s becomes

· · · → ZG
u∗−→ K

v∗−→ K ′ → 0→ . . .

Denote by φ′ the homomorphism t−1
∗ : K ′ → K ′. It is easy to check that φ′ ◦ v∗ = v∗ ◦ φ.

Therefore, since v∗ is surjective, we obtain easily that (φ′)m = 0. Let K ′
i = im(φ′)m−i. Then,

since φ′ ◦ v∗ = v∗ ◦φ, we have that v∗ induces surjective maps Ki → K ′
i for any i. In particular,

for i = 1, we obtain the following short exact sequence

0→ ⟨x̂⟩ → K1
v∗−→ K ′

1 → 0

where ⟨x̂⟩ is the free submodule of K1 generated by a generator x̂ of a őxed őnite collection of
generators for K1. Indeed, given x̂, by the two observation above there exists a generator x of
Hs(W1, N ;ZG) ∼= Hs(A

′, A;ZG) ∼= ZG such that x is sent to x̂. Therefore, ⟨x̂⟩ őts in the previous
sequence. Then we get that K ′

1 is generated by one fewer element than K1. After repeating this
process a őnite number of time, we obtain an s-connected splitting. This completes the proof of
Lemma 4.49.

The obstruction to pseudoőbering a circle

Let us now focus on deőning the obstruction c(f). Let (N, ν) be a splitting of M with respect
to f . Let E(ν) ↪→ M be a tubular neighborhood of (N, ν). Deőne MN to be the manifold
M \E(ν)o, where E(ν)o denotes the interior of E(ν). This can be identiőed with the cobordism
W = l1(A) \A of the proof of Lemma 4.45. In other words,

(
MN , N, l1(N)

)
is a cobordism.

Now, by Lemma 4.45 and Lemma 4.49, we can assume that Hs(M,N ;ZG) = 0 for s ̸= 3.
If H3(M,A;ZG) happens to be zero, then it is easy to check that MN is an h-cobordism.
However, there is no evidence for which it has to vanish. Therefore, this homology group is an
obstruction for MN being an h-cobordism, that is, according with the following deőnition, for M
pseudoőbering a circle. This is exactly what the őrst obstruction c(f) is. Nevertheless, we want
to have c(f) ∈ C(ZG;α). Therefore, we need to check whether H3(M,A;ZG) is a projective
module. This is what we do in the őrst part of this subsection.

Deőnition 4.50. We say that the manifold M pseudoőbers a circle with respect to f if there
exists a splitting N of M with respect to f such that MN is an h-cobordism.

Remark 4.51. It is easy to check that a manifold M pseudoőbers a circle if and only if there exists
a splitting N of M with respect to f such that the inclusion i : N →M induces an isomorphism
on fundamental groups and Hs(M,A;ZG) = 0 for any s ∈ Z.

In order to simplify further the notation, we give also the following deőnition.

Deőnition 4.52. A splitting (N, ν) of M with respect to f is said s-bi-connected if (N, ν) is
s-connected and (N,−ν) is (n− s)− 1-connected, that is, if the following conditions hold:

• Hi(M,A;ZG) = 0 for any i ≤ s;
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• Hi(M,B;ZG) = 0 for any i ≤ (n− s)− 1.

By Lemma 4.45 and Lemma 4.49, we get the following lemma, which again points out that
we need to study the group H3(M,A;ZG) to check if M pseudoőbers.

Lemma 4.53. There exist 2-bi-connected splitting.

Moreover, s-bi-connected splittings have the following property.

Lemma 4.54. A splitting (N, ν) is s-bi-connected if and only if there exists a handlebody de-
composition of

(
MN , N, l1(N)

)
consisting only of handles of dimension s and s+ 1.

Proof. Assume őrst that (N, ν) is s-bi-connected. By Lemma 4.53, we can assume without
loss of generality that s ≥ 2. Then, the inclusion maps N ↪→ MN and l1(N) ↪→ MN induce
isomorphisms on fundamental groups. Consider the following homology exact sequence for the
triple Ñ ⊂ M̃N ⊂ B̃.

· · · → Hi(MN , N ;ZG)→ Hi(B,N ;ZG)
j∗
−→ Hi(B,MN ;ZG)→ . . . (4.16)

By excision, we have Hi(B,N ;ZG) ∼= Hi(M,A;ZG) and Hi(B,MN ;ZG) ∼= Hi

(
M, l1(A);ZG

)
.

In particular, we have Hi(B,N ;ZG) = 0 for i ≤ s and, since by construction the homomorphism
t−1
∗ : Hs

(
M, l1(A);ZG

)
→ Hs(M,A;ZG) is a monomorphism, also Hi(B,MN ;ZG) = 0 for i ≤ s.

Therefore, we obtain Hi(MN , N ;ZG) = 0 for i < s. In other words, there exists a handlebody
decomposition of MN consisting only of handles of dimension greater than or equal to s.

Consider now the following homology sequence for the triple l̃1(N) ⊂ M̃N ⊂ l̃1(A).

· · · → Hi

(
MN , l1(N);ZG

)
→ Hi

(
l1(A), l1(N);ZG

)
→ Hi

(
l1(A),MN ;ZG

)
→ . . .

By a similar argument as above, we have Hi

(
l1(A),MN ;ZG

)
= Hi

(
l1(A), l1(N);ZG

)
= 0 for

i ≤ n−s−1. Therefore, we obtain that Hi

(
MN , l1(N);ZG

)
= 0 for i < n−s−1. In other words,

there exists a handlebody decomposition of MN such that the dual decomposition consists only
of handles of dimension greater than or equal to n−s−1. But this is equivalent to say that there
exists a handlebody decomposition of MN consisting only of handles of dimension less than or
equal to s+ 1. Hence, we obtain a handlebody decomposition of MN consisting only of handles
of dimension s and s+ 1.

Conversely, assume that there exists a handlebody decomposition of
(
MN , N, l1(N)

)
consist-

ing only of handles of dimension s and s+ 1. Consider the homology exact sequence (4.16). By
assumption we have that Hi(MN , N ;ZG) = 0 for i < s. Therefore, the homomorphism j∗ is an
isomorphism for i < s and an epimorphism for i = s. In particular, by excision, this holds also
for the homomorphism

j∗ : Hi(M,A;ZG)→ Hi

(
M, l1(A);ZG

)

Now, by Lemma 4.44, the module Hi(M,A;ZG) is őnitely generated for any i ≤ s. Moreover,
we have

lim
−→
m

Hi

(
M, lm1 (A);ZG

)
= Hi

(
M,M ;ZG

)
= 0

for any i. Hence we obtain Hi(M,A;ZG) = 0 for i ≤ s. Namely, (N, ν) is s-connected. By
a similar argument, it follows also that (N,−ν) is (n − s) − 1-connected. Therefore, we can
conclude that (N, ν) is s-bi-connected.

We are now ready to prove that H3(M,A;ZG) is a projective module and then to deőne the
őrst obstruction.
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Lemma 4.55. If (N, ν) is an s-bi-connected splitting of M , then Hs+1(M,A;ZG) is a projective
ZG-module.

Proof. By Lemma 4.54, we have that the pair (B,N) has the homotopy type of a relative
CW -complex (X,N) where X is obtained by N by attaching cells of dimension s and s+1 (see
[LM23, Section 2.3]). In particular, we get that for i ̸= s, s+ 1

Hi(B,N ;ZG) = Hi(X,N ;ZG) = 0

Denote by (Xs, N) the relative subcomplex of (X,N) obtained by attaching only the s-cells.
Consider the following exact sequence, which comes from the homology exact sequence of the
triple Ñ ⊂ X̃s ⊂ X̃.

0→ Hs+1(X,N ;ZG)→ Hs+1(X,Xs;ZG)
∂
−→ Hs(Xs, N ;ZG)→ Hs(X,N ;ZG)→ 0

By excision, we have Hi(X,N ;ZG) ∼= Hi(B,N ;ZG) ∼= Hi(M,A;ZG) for any i. Therefore, the
above sequence becomes

0→ Hs+1(M,A;ZG)→ Hs+1(X,Xs;ZG)
∂
−→ Hs(Xs, N ;ZG)→ 0

Moreover, by construction, Hs(Xs, N ;ZG) is a free ZG-module. Hence, this sequence splits.
Now, since also Hs+1(X,Xs;ZG) is a free ZG-module, we can conclude that Hs+1(M,A;ZG) is
a projective ZG-module.

Deőnition 4.56. (i) By Lemma 4.55, Lemma 4.44 and Lemma 4.47, if (N, ν) is an s-bi-
connected splitting ofM , then the pair

(
Hs+1(M,A;ZG), t−1

∗

)
is in the category Nil(ZG,α)

presented in the previous section. We denote it by c(N, ν).

(ii) If (N, ν) is an s-bi-connected splitting of M with respect to f , we deőne

c(f) = (−1)s+1
[
c(N, ν)

]
∈ C(ZG,α)

where C(ZG,α) is the reduced K0-group of Nil(ZG,α) deőned in Deőnition 4.30.

Remark 4.57. The obstruction c(f) does not depend on the choice of the splitting (N, ν). This
follows by the fact that there exists a group homomorphism γ : Wh(πM)→ C(ZG,α) such that

γ(− τfib
′(f)) = c(f)

where τfib
′(f) is the obstruction of Deőnition 4.3. Indeed, τfib

′(f) is independent of the splitting
and hence so is c(f). The existence of γ will be proved in the next section.

To conclude this part, we show that c(f) is actually the obstruction for M to pseud-
oőber a circle. For this, we need the following technical result, whose proof can be found in
[Far71, Chapter V].

Lemma 4.58 ([Far71, Lemma 5.1]). Let (N, ν) be an s-bi-connected splitting of M with respect
to f where 2 ≤ s ≤ n− 4 and let (P,φ) be an object of Nil(ZG,α) such that [P,φ] =

[
c(N, ν)

]
.

Then, there exists an s-bi-connected splitting (N ′, ν ′) such that c(N ′, ν ′) ∼= (P,φ).

Theorem 4.59. The manifold M pseudoőbers a circle with respect to f if and only if c(f)
vanishes.

Proof. Suppose őrst that M pseudoőbers a circle with respect to f . Let N be a splitting of M
with respect to f such that MN is an h-cobordism. Then by construction c(f) = 0.

Conversely, assume that c(f) vanishes. Then by Lemma 4.53, there exists a 2-bi-connected
splitting (N, ν) such that

[
c(N, ν)

]
is the identity of C(ZG,α). Obviously, we have that also [0, 0]

is the identity of C(ZG,α), where 0 denotes both the trivial group and the trivial homomorphism.
Therefore, by Lemma 4.58, there exists a 2-bi-connected-splitting (N ′, ν ′) of M with respect to
f such that c(N ′, ν ′) ∼= (0, 0). But this means that H3(M,A′;ZG) = 0. Hence, by Remark 4.51,
M pseudoőbers a circle.
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Farrell’s torsion obstruction to őbering a circle

In this last part of this section, we introduce the second obstruction τ(f) for f : M → S1 being
homotopic to a smooth őber bundle. This is well-deőned only when c(f) = 0, that is, when
M pseudoőbers a circle with respect to f and it is (related to) the torsion obstruction of the
h-cobordism given by the s-cobordism theorem. More precisely, assume c(f) = 0. Then by
Theorem 4.59 there exists a splitting (N, ν) of M with respect to f such that MN = l1(A) \A
is an h-cobordism

(
MN , N, l1(N)

)
. By the s-cobordism theorem [LM23, Theorem 2.1], MN is

diffeomorphic to the trivial cobordism N × I if and only if the Whitehead torsion τ(MN ) of the
h-cobordism vanishes in Wh(πN) ∼= Wh(G). If this is the case, then there exists a smooth őber
bundle f : M → S1 homotopic to f . Indeed, the projection MN

∼= N × I → I induces a map
M → S1 which is by construction a smooth őber bundle homotopic to f . At this point, one could
suggest to take τ(MN ) as obstruction. However, this is not well-deőned because it depends in
general on the splitting. Indeed, it is possible that τ(MN ) ̸= 0 even though there exists another
splitting (N ′, ν ′) such that τ(MN ′) = 0. We have therefore to measure the ambiguity in order to
get a well-deőned invariant.

For this, consider the group homomorphism α∗ : Wh(G) → Wh(G) of Lemma 4.34 induced
by the homomorphism K1(α) : K1(ZG) → K1(ZG) and denote for simplicity by Whα(G) the
group Wh(G)/ im

(
α∗ − id

)
.

Deőnition 4.60. Assume that c(f) = 0 and let (N, ν) be a splitting of M with respect to f
such that MN = l1(A) \A is an h-cobordism. We deőne τ(f) ∈ Whα(G) to be the image of
τ(MN ) under the projection map

q : Wh(G)→Whα(G)

Remark 4.61. The obstruction τ(f) is well-deőned. Indeed:

(i) Consider the lifting l1(N) of N to M . The map l1 : (MN , N) →
(
l1(MN ), l1(N)

)
is a

diffeomorphism. Moreover, the inclusion j : l1(N)→ l1(MN ) is given by the composition

l1(N)
l−1
1−−→ N

i
↪−→MN

l1−→ l1(MN )

Therefore, since (l1)∗ is by construction α−1
∗ , by Deőnition 4.15 and Lemma 2.15, we obtain

τ
(
l1(MN )

)
= j−1

∗ τ(j)

= α−1
∗ i∗ α∗τ(l1 ◦ i ◦ l

−1
1 )

= α−1
∗ i∗ α∗ α

−1
∗ τ(i)

= α−1
∗ i∗τ(i)

= α−1
∗ τ(MN )

It follows that q
(
τ(MN )

)
is independent of the lifting of N to M .

(ii) Let (N ′, ν ′) be another splitting such that MN ′ is an h-cobordism. By the previous point,
we can assume without loss of generality that l−1

1 (A′) ⊂ l1(A) ⊂ A
′. DeőneW = A′ \ l1(A).

Claim. The cobordism
(
W, l1(N), N ′

)
is an h-cobordism.

Proof. Set V = l1(A) \ l
−1
1 (A′). Consider the sequence of cobordism given by V , W and

l1(V ). We have that V ∪ W = l−1
1 (MN ′) and W ∪ l1(V ) = l1(MN ). Hence, they are
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h-cobordism. Now, by the s-cobordism theorem [LM23, Theorem 2.1], any h-cobordism H
has an "inverse" H−1. Hence, we obtain the following two trivial h-cobordisms.

(
l−1
1 (MN ′)−1 ∪ V

)
∪W, W ∪

(
l1(V ) ∪ l1(MN )

−1
)

Moreover, we have

l−1
1 (MN ′)−1 ∪ V = l−1

1 (MN ′)−1 ∪ V ∪W ∪ l1(V ) ∪ l1(MN )
−1 = l1(V ) ∪ l1(MN )

−1

Therefore, W has the right inverse equal to the left inverse and so it is invertible. We
obtain the following sequence

l1(N) W W ∪W−1 W ∪W−1 ∪W =W

≃

≃

where the composition of any two consecutive horizontal maps is a homotopy equivalence.
Hence, by 2-out-of-6 property, we get that all the three horizontal individual maps, in
particular the inclusion l1(N) ↪→ W , are homotopy equivalences. By a similar argument,
also the inclusion N ′ ↪→ W is a homotopy equivalence. Therefore, we can conclude that
(W, l1(N), N ′) is an h-cobordism.

Now, set W1 = MN ∪W and W2 =W ∪MN ′ . Since the composition of h-cobordisms is
an h-cobordism, then these are h-cobordisms (W1, N,N

′) and
(
W2, l1(N), l1(N

′)
)

and the
following equations hold.

τ(W1) = τ(MN ) + τ(W )

τ(W2) = τ(W ) + τ(MN ′)

Moreover, since the map l1 : (W1, N) →
(
W2, l1(N)

)
is a diffeomorphism, we obtain as

above that τ(W2) = α−1
∗ τ(W1). Therefore, we can conclude that q

(
τ(MN )

)
= q
(
τ(MN ′)

)
.

At this point, we can őnally conclude the proof of Farrell’s main theorem, that is, of
Theorem 4.35.

Theorem 4.62. Assume that c(f) = 0. Then there exists a smooth őber bundle f : M → S1

homotopic to f if and only if τ(f) vanishes.

The proof is a consequence on the following result.

Lemma 4.63. If c(f) = 0 and x ∈ q−1
(
τ(f)

)
, then there exists a splitting (N ′, ν ′) of M such

that MN ′ = l1(A′) \A′ is an h-cobordism and τ(MN ′) = x.

Proof of Lemma 4.63. Since c(f) = 0, by Theorem 4.59 there exists a splitting (N, ν) of M
with respect to f such that MN is an h-cobordism. Moreover, by deőnition, we have that
q
(
τ(MN )

)
= τ(f). Hence, there exists y ∈Wh(G) such that

x = τ(MN ) + y − α∗(y)

Now, by the s-cobordism theorem [LM23, Theorem 2.1], there exists an h-cobordims (W1, N,N
′)

such that τ(W1) = α∗(y). Denote by W−1
1 its inverse, which exists again by the s-cobordism

theorem. Then W1∪W
−1
1 is a trivial h-cobordism. In particular, we can identify it without loss of
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generality with half of a narrow tubular neighborhood ofN . Therefore, N ′ is a splitting ofM with
respect to f . Deőne A′ = A∪W1 and MN ′ = l1(A′) \A′. Then, since W1∪MN ′ =MN ∪ l1(W1),
we have

τ(W1 ∪MN ′) = τ
(
MN ∪ l1(W1)

)

Moreover, the following two equations hold.

τ(W1 ∪MN ′) = τ(W1) + τ(MN ′) = α∗(y) + τ(MN ′)

τ
(
MN ∪ l1(W1)

)
= τ(MN ) + τ

(
l1(W1)

)
= τ(MN ) + α−1

∗ τ(W1) = τ(MN ) + y

Therefore, we obtain
τ(MN ′) = τ(MN ) + y − α∗(y) = x

This proves Lemma 4.63.

Proof of Theorem 4.62. Assume őrst that there exists a smooth őber bundle f : M → S1 ho-
motopic to f . Let N be the őber of f . Then MN is clearly diffeomorphic to N × I, that is,
MN is a trivial cobordism. Hence, by the s-cobordism theorem [LM23, Theorem 2.1], we have
τ(MN ) = 0 and τ(f) vanishes.

Conversely, assume that τ(f) = 0. Then by the previous lemma applied to x = τ(f) = 0
there exists a splitting (N, ν) of M with respect to f such that τ(MN ) = 0. Hence, again by
the s-cobordism theorem [LM23, Theorem 2.1], MN is diffeomorphic to N × I, which means, as
explained before Deőnition 4.60, that there exists a smooth őber bundle f : M → S1 homotopic
to f .

4.5 Fibering a manifold over a circle

In the last section of this chapter we recap and we complete the proof of Theorem 4.1. In
particular we obtain őnally an example of a map f : M → B in Man where the vanishing of the
obstructions θ(f) and τfib(f) is both a sufficient and necessary condition for f being homotopic
to a őber bundle.

Let us recall the statement of the theorem.

Theorem (Theorem 4.1). Let f : M → S1 be a map in Diff . Assume that M is connected of
dimension dim(M) ≥ 6 and that the homotopy őber of f is in TFCW. Suppose in addition that
the homomorphism π1(f) : π1(M)→ π1(S

1) is surjective. Then the following are equivalent:

(i) θ(f) and τfib(f) vanish;

(ii) τfib
′(f) vanishes;

(iii) c(f) and τ(f) vanish;

(iv) the map f is homotopic to a smooth őber bundle.

Proof. Let us őrst summarize what we have achieved so far.

• By Lemma 4.7, we have that (i) implies (ii). Actually, they are also equivalent by Lemma
4.18(iv). Indeed, let N be a splitting of M with respect to f and consider the cobordism
MN of the previous section obtained from M by deleting a tubular neighborhood of N .
The identity map g = idN : N → N is a diffeomorphism ∂1MN → ∂0MN . Consider in the
notation of Section 4.2 the manifold (MN )g and a map f ′ : MN → I well-deőned up to
homotopy. Then, there exists a diffeomorphism ψ : (MN )g → M such that f ◦ ψ = fg. In
particular, we can use fg and Lemma 4.18 to study f . Therefore, we can conclude that (i)
is equivalent to (ii) by Lemma 4.18(iv).
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• By Theorem 4.35, we have that (iii) is equivalent to (iv)

• By Theorem 3.23, we have that (iv) implies (i).

It remains only to show that (ii) implies (iii). Hence, assume that τfib
′(f) = 0. Let us focus

őrst on c(f). Consider the situation of the previous chapter, that is, let (N, ν) be a splitting of
M with respect to f . Consider the covering M of M with π1(M) = kerπ1(f) = G. For example,
let M be the pullback of f over the universal covering e : R → S1 of S1 of Notation 4.2, as in
Section 4.1. Choose a lifting of (N, ν) to M and denote it again by (N, ν). Then N divides
M into two connected components. Denote by B the component into which ν points and by A
the other one. Let l1 : M →M be the generator of the group of deck transformations such that
A ⊂ l1(A). Using the notation of Section 4.1, we have by Lemma 4.14 that

τfib
′(f) = τ(ê : Tl1 →M)

Consider now the map p : Wh(πM) = Wh(G ⋊α Z) → C(ZG,α−1) of Lemma 4.34. By
[Far71, Theorem 4.1] there exists a duality isomorphism ∆: C(ZG,α) → C(ZG,α−1) which
maps c(f) to c(−f). Deőne the map

γ = ∆−1 ◦ p : Wh(πM)→ C(ZG,α)

We claim that γ
(
−τfib

′(f)
)
= c(f), so that, since τfib

′(f) = 0 by assumption, then also c(f) = 0.
To prove it, note that since we have the identiőcation G ⋊α Z = π1(M) of Remark 4.48, we
obtain that

− τfib
′(f) = −τ( ê ) = τ

(
u = ( ê )−1 : M → Tl1

)

Therefore, it suffices to show that p
(
τ(u)

)
= c(−f). This follows by a "simple structure" version

of [Far71, Lemma 3.8-3.9]. Indeed, equip Tl1 with the preferred simple structure on a mapping
torus deőned in Remark 4.9 and M with its preferred simple structure ξTop(M). Suppose that N
is s-bi-connected with respect to f . This is equivalent to say that N is an (n−s−1)-bi-connected
splitting with respect to −f . Deőne E to be the following pullback

E Tl1

R S1

φ

e

where φ is a map coming from the projection M × I → I. Then E is a covering of Tl1 and M
divides E into two connected components A′ and B′. Moreover, by construction, there exists a
lift u′ : M → E of u such that (u′)−1(A′) = A, (u′)−1(B′) = B and (u′)−1(M) = N . Denote by

M̃ the universal covering of M (and hence of M), by Ẽ the universal covering of E (and hence

of Tl1) and by ũ : M̃ → Ẽ a lift of u to universal coverings. Consider the following commutative

diagram, where the rows are the two long exact homology sequences for the inclusions B̃ ⊂ M̃
and B̃′ ⊂ Ẽ and the vertical arrows are induced by ũ : (M̃, B̃)→ (Ẽ, B̃′).

. . . Hk(B;ZG) Hk(M ;ZG) Hk(M,B;ZG) Hk−1(B;ZG) . . .

. . . Hk(B
′;ZG) Hk(E;ZG) 0 Hk−1(B

′;ZG) . . .

ũ∗

∼=

i∗

∼=

j∗

ũ∗

We have that Hi(E,B
′;ZG) = lim

−→
Hi

(
l−m1 (B′), B′;ZG

)
= 0. Moreover, since the splitting N is

(n− s)− 1-bi-connected, we obtain that Hi(M,B;ZG) = 0 for i ̸= (n− s)− 1, n− s. Therefore,
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the homorphism ũ∗ : Hi(B;ZG)→ Hi(B
′;ZG) is an isomorphism for i ̸= (n−s)−1, n−s. Now,

for i = (n− s)− 1, n− s the diagram reduces to

0 Hn−s(B;ZG) Hn−s(M ;ZG) Hn−s(M,B;ZG)

0 Hn−s(B
′;ZG) Hn−s(E;ZG) 0

Hn−s(M,B;ZG) Hn−s−1(B;ZG) Hn−s−1(M ;ZG) 0

0 Hn−s−1(B
′;ZG) Hn−s−1(E;ZG) 0

ũ∗

∼=

i∗

∼=

j∗

ũ∗ ∼=

∼=

We claim that the map j∗ is the trivial map. Indeed, by Lemma 4.44, we have that the ho-
mology group Hn−s(M,B;ZG) is a őnitely generated ZG-module. Moreover, we have that
lim
−→

Hn−s

(
M, l−m1 (B);ZG

)
= 0. Therefore, there exists an integer r such that

j′∗ : Hn−s(M,B;ZG)→ Hn−s

(
M, l−r1 (B);ZG

)

is the zero map. In particular, the map j′∗ : Hn−s

(
M, lr1(B);ZG

)
→ Hn−s(M,B;ZG) is the zero

map. It suffices now to note that j : M̃ → (M̃, B̃) is the composition of the two inclusion maps

M̃ ↪→
(
M̃, l̃r1(B)

)
and j′ :

(
M̃, l̃r1(B)

)
→ (M̃, B̃) to conclude that j∗ = 0.

It follows that the homomorphism i∗ of the diagram above, and therefore the homomor-
phism ũ∗ : Hn−s(B;ZG) → Hn−s(B

′;ZG), is an isomorphism and that the homomorphism
ũ∗ : Hn−s−1(B;ZG) → Hn−s−1(B

′;ZG) is an epimorphism with kernel isomorphic to the group
Hn−s(M,B;ZG). To sum up, we have obtained the following:

• ũ∗ : Hk(B;ZG)→ Hk(B
′;ZG) is epimorphic for any k ∈ Z;

• ũ∗ : Hk(B;ZG)→ Hk(B
′;ZG) is also monomorphic if k ̸= n− s− 1;

• ker ũ∗ = Hn−s(M,B;ZG) is a projective ZG-module by Lemma 4.55 if k = n− s− 1;

• u may be supposed cellular;

• N , A and B may be seen as subcomplexes of M .

Hence, we can conclude as follows by [Far71, Lemma 3.8].

p
(
− τfib

′(f)
)
= p
(
τ(u)

)
= (−1)n−s

[
ker ũ∗, t∗

]
= (−1)n−s

[
Hn−s(M,B;ZG), t∗

]
= c(−f)

Therefore, we have proved that if τfib
′(f) = 0, then also c(f) = 0.

Let us now show that if τfib
′(f) = 0, then also τ(f) = 0. Note that τ(f) is well-deőned because

we have just proved that c(f) = 0. Consider the inclusion map l : N ↪→M . As explained at the
beginning of this proof, we can look at M as the manifold (MN )g where g = idN . Therefore,
the map l induces a map π1(l) : G = π1(N)→ π1(M) = G⋊α Z which is the identity on G. We
obtain then the following homomorphism of Whitehead groups

l∗ : Wh(G) = Wh(πN)→Wh(πM) = Wh(G⋊α Z)

Now, this homomorphism is by construction exactly the homomorphism induced also by the
inclusion i0 : ZG ↪→ ZGα[t, t

−1] ∼= Z(G⋊α Z). Therefore, by Lemma 4.34(ii), it factors through
the monomorphism

l′∗ : Whα(G)→Wh(G⋊α Z)
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We claim that l′∗ sends the obstruction τ(f) to (−1)dim(N) · δ
(
τfib

′(f)
)
, where δ is the twisted

involution deőned in Section 4.2. To prove this, it suffices by deőnition to show that given any
splitting (N, ν) of M with respect to f such that MN is an h-cobordism, then

l∗
(
τ(MN )

)
= (−1)dim(N) · δ

(
τfib

′(f)
)

(4.17)

But this follows immediately by Lemma 4.18(ii). Therefore, since l′∗ is a monomorphism, we get
that τ(f) = 0 if τfib

′(f) = 0 (actually by (4.17) this is an equivalence).
We have then concluded the proof of Theorem 4.1.

Remark 4.64. The idea of the proof above is that in some sense c(f) and τ(f) are "components"
of τfib

′(f) with respect to the Bass-Heller-Swan decomposition of Wh(πM) given in Lemma 4.34.

Wh(G⋊α Z) ∼= X1(ZG,α)⊕NK1(ZG,α)⊕NK1(ZG,α
−1)

Indeed, according to Remark 4.33 and using the following short exact sequence, again given in
in Lemma 4.34,

0→Wh(G)/ im
(
α∗ − id

) l′∗−→ X1(ZG,α)→ ker
(
K̃0(α)− id

)
→ 0

we have that c(f) is a sort of projection of τ(f) into the "sum" of NK1(ZG,α) with the "com-
ponent" of X1(ZG,α) given by ker

(
K̃0(α)− id

)
, while τ(f) is the "component" of τfib

′(f) in the
subgroup Whα(G) of X1(ZG,α). From this point of view, it is easy to understand that assertion
(ii) of the theorem implies assertion (iii).
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Chapter 5

The stable fibering problem

The goal of this chapter is to use algebraic K -theory to investigate whether there exists a set
of obstructions whose vanishing is both a necessary and sufficient condition for a general map
f : M → B in Man being homotopic to projection map of a őber bundle. The idea is to apply
the strategy used in Chapter 3 for the őbering problem, but using algebraic K -theory. This leads
to the deőnition of two invariants Wall(p) and o(f) that generalize naturally the two obstructions
θ(f) and τfib(f). However, it turns out that these are not obstructions for the őbering problem,
but they form a complete set of obstructions for existence and uniqueness of the more general
stable őbering problem, which is formulated as follows: is a map f : M → B between compact
topological manifolds homotopic to a őber bundle with compact manifolds as őbers, if we allow to
stabilize M by crossing with disks of sufficiently high dimension? More precisely, let f : M → B
be a map in the category Cpt of compact manifolds with boundary (which we call compact
manifolds for short). We say that f stably őbers if there exists a n ∈ N such that the composite

f ◦ Proj : M ×Dn →M → B

is homotopic to the projection of a őber bundle whose őbers are in Cpt. The stable őbering
problem consists of investigating when and in how many different ways a map f in Cpt stably
őbers and Wall(p) and o(f) provide an answer to these questions. Note that the problem is
formulated in the category Cpt because as soon as we cross the total space M with disks, this
leaves the category Man of closed manifolds and becomes an object of Cpt.

The main references for this chapter are [Ste12] and its longer version [Ste10]. The dissertation
requires a wide use of algebraic K -theory and consists largely of extending the whole Whitehead
torsion theory in this context. In particular, it is based on the parametrized A-theory character-
istic developed in [DWW03] and it uses spectra and spectral sequences. What we present in this
chapter is just an overview of the whole argument. In particular, most results are only stated
without proof and we give for known most of the prerequisites. However, a reference is provided
for all missing parts.

The work is structured as follows. In Section 5.1, we brieŕy present the parametrized A-theory
characteristic and the excisive A-theory characteristic. In Section 5.2, we generalize the White-
head torsion theory by describing the Whitehead spectrum and the parametrized Whitehead
torsion. In Section 5.3, we introduce the geometric assembly map and we state its most impor-
tant properties. In Section 5.4, we deőne the two obstructions Wall(p) and o(f) and we study
the stable őbering problem by proving the two main theorems of this chapter on existence and
uniqueness. Finally, in Section 5.5, we compare the obstructions Wall(p) and o(f) with θ(f) and
τfib(f).

79
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5.1 Parametrized Euler characteristics

In this section we present brieŕy the parametrized A-theory characteristic and the excisive
A-theory characteristic deőned in [DWW03]. These tools will be of fundamental importance
in the next section to deőne the parametrized Whitehead torsion.

Let us start with the general deőnition of characteristic of a functor.

Notation 5.1. Throughout this chapter, we denote by Cat the category of small categories.

Deőnition 5.2. Let C be in Cat and F : C → Cat be a functor. For a őxed object C in C ,
denote by C/C the over category, that is, the category whose objects are morphisms D → C in
C and whose morphisms are commutative triangles. Let C/? : C → Cat be the functor which
sends an object C in C to the category C/C . A characteristic for F is a natural transformation

χ : C/? → F

Remark 5.3. Unraveling the deőnition, we see that a characteristic χ is completely determined
by the following data:

• For any object C in C , a characteristic object C ! in F(C), which corresponds to the image
of the identity morphism idC of C in C under the functor χ(C).

• For any morphism φ : C → D in C , a morphism φ! : φ∗(C
!) → D! in F(D) such that

(idC)
! = idC! and the 1-cocycle condition (ψφ)! = ψ! ◦ψ∗(φ

!) is satisőed for all morphisms
φ : C → D and ψ : D → E in C , where η∗ denotes the functor F(η) for any morphism η
in C .

By taking geometric realizations, this construction suggests to deőne a characteristic also for
functors over Top.

Deőnition 5.4. Let C be in Cat and F : C → Top be a functor. A characteristic for F is a
natural transformation

χ :
∣∣C/?

∣∣→ F

where |−| : Cat→ Top is the geometric realization functor.

Remark 5.5. (i) The space of characteristics for F is holimF , the homotopy limit of F .

(ii) For any functor F : C → Cat, if we deőne F : C → Top by F (C) = |F(C)|, then a
characteristic χ : C/? → F for F induces a characteristic χ :

∣∣C/?
∣∣→ F for F .

(iii) Let ∗ : C → Top be the terminal functor and hocolimF → hocolim ∗ = |C | be the obvious
canonical map from the homotopy colimit of F to the geometric realization of C . A
characteristic χ for F may be seen as a section of the canonical map hocolimF → |C |.
Indeed, the natural transformation χ induces a lift

hocolimF

hocolim
∣∣C/?

∣∣ |C |

χ∗

α

of the canonical projection α. Moreover, since α is a homotopy equivalence, we get a
homotopy equivalence

α∗ : Γ




hocolimF

|C |


 ≃
−−→ Lift




hocolimF

hocolim
∣∣C/?

∣∣ |C |



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from the space of section of hocolimF → |C | to the space of lift of the diagram on the
right hand side (see Notation below). Therefore, we get a canonical map

holimF −→ Γ




hocolimF

|C |




If F sends all morphisms of C to homotopy equivalences, then the previous map is a
zigzag of weak homotopy equivalences by [Dwy96, Proposition 3.12] and, in particular,
any characteristic χ of F may be seen, up to homotopy, as a section of the canonical map
hocolimF → |C |.

Notation 5.6. In the previous remark and in the following, when we refer to a space of lifts,
we will always implicitly assume that the vertical map has been converted into a őbration: in a
Kan őbration for simplicial sets or Hurewicz őbration for topological spaces.

The parametrized A-theory characteristic

We apply now all this construction to Waldhausen’s A-theory to get the parametrized A-theory
characteristic.

First of all, let us brieŕy review the deőnition of A-theory of a space. As in the previous
chapter, we use of the deőnition of K -theory given by Waldhausen in [Wal85]. Denote by Rfd(X)
the category of homotopy őnitely dominated retractive spaces over X, that is, the category whose
objects are diagrams

Y X
r

s

such that r ◦ s = idX , the map s is a coőbration and Y is a homotopy őnitely dominated space
over X and whose morphisms are maps over and relative X. This category can be equipped
with the following Waldhausen category structure: a morphism in Rfd(X) is a weak equivalence
or a coőbration if its underlying map of spaces is a homotopy equivalence or, respectively, a
coőbration.

Deőnition 5.7. We deőne the A-theory A(X) of a space X as the K -theory K
(
Rfd(X)

)
of

Rfd(X).

We construct now a characteristic using the functor X 7→ A(X). Let p : E → B be in Fib,
that is, let p : E → B be a őbration. Assume that B is the geometric realization of a simplicial
set B. and that the őbers of p are homotopy őnitely dominated. Let C = simpB. be the category
of simplices of B.. Deőne the functor f : C → Top by f(σ) = Eσ for any simplex σ : ∆k → B.,
where Eσ is the following pullback.

Eσ E

∆k B

p

|σ|

Note that by construction f sends all simplices to homotopy őnitely dominated spaces and all
morphisms to homotopy equivalences. Then, we deőne a characteristic for F = Rfd ◦f using
Remark 5.3 as follows:

• For any simplex σ : ∆k → B in C , choose σ! = f(σ)× S0 = Eσ × S
0 in F(σ) = Rfd(Eσ).
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• For any map e : σ → σ′ in C , we have e∗(σ
!) =

(
Eσ × {−1}

)
∪
(
Eσ′ × {1}

)
in Rfd(Eσ′).

Deőne e! : e∗(σ
!)→ (σ′)! to be the morphism

(x, a) 7→

{
(e(x),−1) if a = −1

(y, 1) if a = 1

in Rfd(Eσ′). Note that the 1-cocycle condition is satisőed.

By Remark 5.5(ii), this deőnes also a characteristic for F = |F| =
∣∣Rfd ◦f

∣∣. Moreover, by
[Wal85, p. 12], there is a natural map

∣∣Rfd(Eσ)
∣∣→ K

(
R

fd(Eσ)
)
= A(Eσ)

reminiscent of the group completion. Therefore, by composition of natural transformation, we
obtain a characteristic χ(p) in holimσ∈simpB. A(Eσ) for the functor

σ 7→ A(Eσ)

which we call the parametrized A-theory Euler characteristic of p. By Remark 5.5(iii), if we
denote by AB(E) → B the őbration associated with the composite hocolimF → |C | → B,
where the last map is the homotopy equivalence |C | ≃ B given by Kan’s last vertex map, then
χ(p) can be seen up to homotopy as a section of the őbration AB(E) → B over B obtained by
applying the functor A őberwise.

The excisive A-theory characteristic

The A-theory functor X 7→ A(X) is a functor on the category of őnitely dominated spaces which
is not a homology theory. In particular, it does not satisfy the excision axiom. By [WW95],
there exists a excisive functor X 7→ A%(X) which approximate A(−). To conclude this section,
we construct a characteristic for this functor and we call it the excisive A-theory characteristic.

Let us brieŕy recall how A%(X) is deőned. By [DWW03, Section 7], if X is a Euclidean
neighborhood retract (ENR) as deőned in [Hat02, p. 527], then A%(X) can be explicitly con-
structed using Waldhausen categories in the following way. Given a ENR space X, denote by
Rld(JX) the category whose objects are diagrams

Y X × [0,∞)
r

s

such that r ◦s = idX×[0,∞) and Y is a homotopy locally őnitely dominated space over X× [0,∞)
as deőned in [DWW03, p. 48] and whose morphisms are maps over and relative X× [0,∞). This
category has the following notion of homotopy, which leads to very natural notions of coőbration
and weak equivalence. Consider two objects

Y X × [0,∞)
ri

si

for i = 0, 1 and two morphisms f, g : Y0 → Y1 of Rld(JX). We say that a map H : Y0× I → Y1 is
a controlled homotopy between f and g if H is a homotopy between f and g in the usual sense
and it commutes with maps s0 and s1, but it commutes with retractions r0 and r1 only in a
controlled way (see [DWW03, p. 47]). Then, the category Rld(JX) has a Waldahausen category
structure where weak equivalences are controlled homotopy equivalences and coőbrations are
the maps with the controlled homotopy extension property. Denote by AJ(X) the K -theory of
Rld(JX). Consider the functor

I : R
fd(X)→ R

ld(JX)
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which sends an object r : Y ⇄ X : s of Rfd(X) to the object Y ⇄ X × [0,∞) of Rld(JX) where
Y is the following pushout

X = X × {0} X × [0,∞)

Y Y

s

Then, I is an embedding of categories and an exact functor of Waldhausen categories. Therefore,
it induces a map of K -theory spaces

I∗ : A(X)→ AJ(X)

Let V(X) be the full subcategory of Rld(JX) whose objects are proper retractive ENRs over
X × [0,∞), that is, retractive spaces r : Y → X × [0,∞) : s where Y is an ENR and r is a
proper map. Denote by J : V(X) → Rld(JX) the inclusion functor. By [DWW03, p. 7.8], the
category V(X) has a Waldhausen category structure such that the functor J is exact and such
that V (X) = K

(
V(X)

)
is contractible. In particular, J induces a map J∗ : V (X)→ AJ(X).

Deőnition 5.8. For a compact ENR X, we deőne A%(X) has the homotopy limit

A% = holim
(
A(X)

I∗−→ AJ(X)
J∗←− V (X)

)
≃ hofib

(
A(X)

I∗−→ AJ(X)
)

and we call it the excisive A-theory of X. The natural map α : A%(X) → A(X) is called the
assembly map.

We construct now a characteristic for the excisive A-theory. Let p : E → B be a bundle in
Cpt such that B is the geometric realization of a simplicial set B.. Deőne tB. as the simplicial
set whose n-simplices are pairs (σ, θ) where:

• σ is an n-simplex of B;

• θ is an equivalence relation on Eσ with quotient space Eθσ such that the two projections
make up a homeomorphism Eσ → ∆n × Eθσ.

Then the functor f : simp tB. → Top which sends (σ, θ) 7→ Eθσ maps all objects to compact
ENRs and all morphisms to homeomorphisms, which are cell-like maps. For a compact ENR X,
consider now the category R%(X) deőned as the following pullback.

R%(X) V(X)

Rfd(X) Rld(JX)

J

I

It has the obvious Waldhausen category structure such that the functors R%(X)→ Rfd(X) and
R%(X)→ V(X) are exact. It follows immediately that we have a commutative diagram

K
(
R%(X)

)
V (X)

A(X) AJ(X)

and a natural map K
(
R%(X)

)
→ A%(X). We deőne a characteristic for the functor F = R% ◦f

using Remark 5.3 as follows:
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• For any pair (σ, θ), choose (σ, θ)v = Eθσ × {0} ⨿ E
θ
σ × [0,∞) as retractive spaces over

Eθσ × [0,∞), which is in V(Eθσ) by [DWW03, p. 53], and (σ, θ)h = Eθσ × S
0 in Rfd(Eθσ).

Deőne (σ, θ)! in R%(Eθσ) as the element represented by
(
(σ, θ)v, (σ, θ)h

)
.

• For any map e : (σ, θ)→ (σ′, θ′), deőne ev : e∗
(
(σ, θ)v

)
→ (σ′, θ′)v in V(Eθσ) by

ev = f(e)⨿ id : e∗
(
(σ, θ)v

)
= Eθσ ⨿ E

θ′

σ′ × [0,∞)→ Eθ
′

σ′ ⨿ Eθ
′

σ′ × [0,∞) = (σ′, θ′)v

and eh : e∗
(
(σ, θ)h

)
→ (σ′, θ′)h in Rfd(Eθσ) as the map e! of the parametrized A-theory case.

By [BD07, Lemma 2.9], we have J(ev) = I(eh). We set e! = (ev, eh). This satisőes the
1-cocylce condition again by [BD07, Lemma 2.9].

By Remark 5.5(ii), this deőnes also a characteristic for F = |F| =
∣∣R% ◦f

∣∣. Moreover, by

[Wal85, p. 12] and by construction of R%(X), there is a natural map

∣∣∣R%(Eθσ)
∣∣∣→ K

(
R

%(Eθσ)
)
→ A%(Eθσ)

where the őrst map is the map reminiscent of the group completion. Therefore, by composition,
we obtain a characteristic χe(p) in holim(σ,θ)A

%(Eθσ) for the functor

(σ, θ) 7→ A%(Eθσ)

Now, the projection Eσ → Eθσ for a pair (σ, θ) in simp tB. deőnes a natural transformation which
induces by [DWW03, Corollary 2.7] a weak homotopy equivalence

holim
σ

A%(Eσ)→ holim
(σ,θ)

A%(Eθσ)

Hence, up to homotopy, the excisive characteristic χe(p) deőnes a section of a suitable őbration
A%
B(E) → B. Moreover, by [BD07, p. 10], the images of χ(p) and χe(p) in holim(σ,θ)A(E

θ
σ) are

connected by a canonical path. Therefore, we obtain an element

χ%(p) ∈ holim
(
holim
σ

A(Eσ)
≃
−→ holim

(σ,θ)
A(Eθσ)← holim

(σ,θ)
A%(Eθσ)

)

≃ hofib
(
holim
σ

A%(Eσ)
α
−→ holim

σ
A(Eσ)

)
(5.1)

which projects to χ(p). We call χ%(p) the excisive A-theory Euler characteristic of p or the
parametrized A%-theory Euler characteristic of p.

Remark 5.9. The last homotopy equivalence of (5.1) holds by [BD07, Proposition 2.17]. This
implies that, informally, χ%(p) can be understood as a reőnement of χ(p) in the sense that it
deőnes, up to homotopy, an element

χ%(p) ∈ Lift




A%
B(E)

B AB(E)
χ(p)




In particular, it deőnes a section of the őbration A%
B(E) → B over B obtained by applying the

functor A% őberwise, together with a path from αχ%(p) to χ(p).
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5.2 The parametrized Whitehead torsion

The goal of this section is to introduce and study the parametrized Whitehead torsion

τ : S n(p) −→ Γ




ΩWhB(E)

B


 (5.2)

from the structure space on a bundle p : E → B to the space of sections of the őbration
ΩWhB(E) → B obtained from p by applying the functor ΩWh őberwise. Here, Wh(−) is
the connective topological Whitehead functor as deőned by Waldhausen in [Wal85, Section 3],
that is, the functor which sends any space X to the spectrum Wh(X) deőned by

ΩWh(X) = hofib
(
A%(x)

α
−→ A(X)

)
(5.3)

The strategy is as follows. First, we deőne structure spaces on őbration and we prove that
they are naturally weak homotopy equivalent to some spaces of lifts. Then, we construct a
parametrized excisive characteristic by composing such weak homotopy equivalence with a sort
of "universal bundle". Finally, we deőne the parametrized Whitehead torsion as difference of
such excisive characteristic. What we obtain is a very natural generalization of the classical
Whitehead torsion in the context of algebraic K -theory. In particular, all the classical properties
of Lemma 2.1 of Chapter 2 have a very natural generalization to the parametrized Whitehead
torsion.

Structures spaces on őbrations

Let us start by studying structure spaces on őbrations.

Deőnition 5.10. Let p : E → B be in Fib over a paracompact space B. An n-dimensional
compact manifold structure on p is a commutative diagram

E′ E

B

φ

pp′
(5.4)

such that

• the map p′ : E′ → B is a the projection map of a őber bundle in Cpt with n-dimensional
manifolds in Cpt as őbers;

• the map φ is a homotopy equivalence.

Denote by S n(p)0 the set of all n-dimensional compact manifold structure on p.

Given a őbration p : E → B be in Fib over a paracompact space B, we want to construct a
simplicial set S n(p). such that S n(p)0 is the set of 0-simplices. The idea is to cross E and B
with the standard k-simplex ∆k and to use S n(p × id∆k)0 as set of k-simplices. However, we
need to deőne the simplicial operations. For this, consider the following pullback of p.

E0 E

B0 B

p

f

p0 (5.5)
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A compact manifold structure on p induces a compact manifold structure on p0 of the same
dimension by restriction with f . Indeed, consider an n-dimensional compact manifold structure
(5.4) on p. Denote by f∗E the pullback of p′ by f and by pf : f

∗E → B the projection given by
the pullback. Let φ′ be the map deőned as pullback of the following diagram.

B0 B E′

B0 B E
f p

f

φ

p′

Then, φ′ is a homotopy equivalence by coglueing theorem [FP90, Theorem A.4.19] and pf is
by construction a bundle of n-dimensional compact manifolds. Therefore, p0 has the following
induced compact manifold structure.

f∗E E0

B0

p0pf

φ′

Deőnition 5.11. Let p : E → B be in Fib over a paracompact space B. We deőne the simplicial
set S n(p). by S n(p)k = S n(p×id∆k)0 where the simplicial operations are induced by restriction
on the level of standard simplices. The space of n-dimensional compact manifold structures
S n(p) on p is the geometric realization

S n(p) = |S n(p).|

If B is a point, we simply write S n(E) for S n(p).

Remark 5.12. The construction of the space S n(p) is functorial in the following two ways:

• Let p : E → B and p′ : E′ → B be in Fib and consider a őber homotopy equivalence
ψ : p→ p′. Then, ψ induces a simplicial map ψ∗ : S n(p). → S n(p

′). by composition and,
therefore, a map on structure spaces.

• Let p : E → B be a őbration and consider a pullback diagram as (5.5). Then the restriction
operation induces a map f∗ : S n(p)→ S n(p0).

Note that, by [Ste10, p. 15], these operations are homotopy invariant. More precisely, the őrst
one sends őber homotopy equivalences which are őber homotopic to homotopic maps and the
second one sends homotopy equivalences to homotopy equivalences.

As explained at the beginning of this section, the goal now is to "write" structure spaces as
spaces of lifts. More precisely, we want to őnd a natural weak homotopy equivalence from S n(p)
to some space of lifts. Let us start with some notation.

Deőnition 5.13. Let F and B be in Top with B paracompact. We deőne:

• Bunn(B;F ) to be the category whose objects are bundles E → B with őbers compact
n-dimensional topological manifolds homotopy equivalent to F and whose morphisms are
isomorphisms of such bundles;

• Fib(B;F ) to be the category whose objects are őbrations over B with őbers homotopy
equivalent to F and whose morphisms are őber homotopy equivalences.
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Using them, we can construct two simplicial categories in the following way. Let cpCW be
the category of compact CW -complexes with continuous maps. Deőne two functors

Bunn(B;F ) : cpCWop → Cat, Fib(B;F ) : cpCWop → Cat

by the rules X 7→ Bunn(B ×X;F ) and X 7→ Fib(B ×X;F ), respectively. Consider an explicit
system of simplices in cpCW, that is, an embedding of categories ∆→ cpCW which sends [n]
to an n-simplex and a morphism [m]→ [n] to the corresponding face or degeneracy map. Then,
by precomposition, we obtain two simplicial small categories

Bunn(B;F ). : ∆
op → cpCWop → Cat, Fib(B;F ). : ∆

op → cpCWop → Cat

Note that the construction is well-deőned up to isomorphism, since different choices of systems
of simplices lead to naturally isomorphic simplicial small categories. Moreover, since B is para-
compact, then any bundle over B × ∆n is a őbration by [Whi78, p. 33]. Therefore, there is a
natural transformation Bunn(B;F ). → Fib(B;F )..

Deőnition 5.14. We deőne Bunn(B;F ). and Fib(B;F ). to be the simplicial sets given by the
0-nerves N0Fib(B;F ). and N0Bunn(B;F )., respectively, and we denote by Bunn(B;F ) and
Fib(B;F ) their geometric realizations.

By [Ste10, pp. 20ś21], the simplicial sets Bunn(B;F ). and Fib(B;F ). have the following
properties.

Lemma 5.15. (i) For any őbration p : E → B in Fib(B;F ) over a metrizable locally equicon-
nected base space B, there is a simplicial homotopy equivalence

S n(p). −→ hofibp
(
Bunn(B;F ). → Fib(B;F ).

)

which is natural in B.

(ii) For any locally őnite simplicial set X., there are natural simplicial isomorphisms

Bunn
(
|X.|;F

)
.
∼= map.

(
X.,Bunn(∗;F ).

)

Fib
(
|X.|;F

)
.
∼= map.

(
X.,Fib(∗;F ).

)

(iii) For any őbration p : E → B over a base space B which is the geometric realization of a
locally őnite simplicial set B., there is a natural simplicial isomorphism

hofibp
(
Bunn(B;F ). → Fib(B;F ).

)
−→ Lift




Bunn(∗;F ).

B. Fib(∗;F ).p




where p : B. → Fib(∗;F ). is given by p : E → B and the previous claim and where the verti-
cal map on the right hand side is assumed to be converted into a őbration by Notation 5.6.

By the previous lemma, we obtain immediately the wanted weak homotopy equivalence.

Corollary 5.16 ([Ste10, Corollary 2.8]). If B is a locally őnite ordered simplicial complex, then
there exists a natural weak homotopy equivalence

S n(p) −→ Lift




Bunn(∗;F )

B Fib(∗;F )
p




Remark 5.17. Since both domain and target of the previous weak homotopy equivalence are
homotopy invariant, there exists still a weak homotopy equivalence, well-deőned up to homotopy,
also if B is homotopy equivalent to a locally őnite ordered simplicial complex.
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The parametrized excisive characteristic

Let us now go on with the second step to construct the parametrized Whitehead torsion: the
deőnition a parametrized excisive characteristic. The idea is to compose the weak homotopy
equivalence of Corollary 5.16 with the parametrized characteristic of some sort of "universal
bundle". Let us start with the deőnition of such bundle.

Deőnition 5.18. Denote by B̃ the space |Bunn(∗;F ).| and by B the space |Fib(∗;F ).|. By
Lemma 5.15, we can associate to the identity map Bunn(∗;F ). → Bunn(∗;F ). a map

P̃ : Ẽn → B̃

which is a bundle over every locally őnite subcomplex of B̃. Similarly, we can associate to the
identity map Fib(∗;F ). → Fib(∗;F ). a map

P : E → B

which is a őbration over every locally őnite subcomplex of B. We call these maps universal
bundles.

Remark 5.19. Note that we do not know, in general, if P̃ and P are actually bundles or
őbrations, but this does not matter. Indeed, the properties of being a bundle or a őbration over
a locally őnite subcomplex is good enough to deőne parametrized characteristics, since these
only use the restrictions over simplices, which are locally őnite subcomplexes.

Choose a representative

χ(P) ∈ Γ




AB(E )

B




of the parametrized A-theory characteristic of the universal bundle P. It has the following
important property.

Lemma 5.20 ([Ste10, Lemma 3.3]). Let p : E → B be in Fib over a space which is the geometric
realization of a simplicial set B. such that the őbers are homotopy őnitely dominated. Consider
a map f. : B. → B. and an element χ ∈ holimσ∈simpB. A(Eσ). Then, there is a zigzag of weak
homotopy equivalences

hofibχ
(

holim
σ∈simpB.

A%(Eσ)→ holim
σ∈simpB.

A(Eσ)
)
≃ Lift




A%
B
(E )

B AB(E )
χ(P)◦f


 (5.6)

which is natural in B.

Remark 5.21. The idea of the previous lemma is contained in the following homotopy commu-
tative diagram.

B A%
B(E) A%

B
(E )

AB(E)

B AB(E )
χ(P)

αf

χ
α



5.2. The parametrized Whitehead torsion 89

where the maps AB(E) → AB(E ) and A%
B(E) → A%

B
(E ) are the maps given by naturality by

[Ste10, Lemma 3.1]. Indeed, if there is an element in the left hand side of (5.6), then there exists
a dotted arrow in the previous diagram and the outer square homotopy commutes. Conversely,
if the outer square homotopy commutes, then, again by naturality, there exists a dotted arrow
and, therefore, an element on the left hand side of (5.6).

We apply, now, the previous lemma to the forgetful map f : B̃ → B which considers a bundle
as a őbration and to a representative χ(P̃) ∈ holim

σ∈simp B̃.
A(Ẽσ) of the parametrized A-theory

charateristic of P̃. Since the excisive A-theory characteristic χ%(P̃) ∈ holim
σ∈simp B̃.

A%(Ẽσ)

of the universal bundle P̃ is sent to χ(P̃) by the assembly map α, we obtain a commutative
diagram

B̃ A%
B
(E )

B AB(E )
χ(P)

αf (5.7)

Composing it with the weak homotopy equivalence of Corollary 5.16, we get what we call the
parametrized excisive characteristic.

Deőnition 5.22. Let p : E → B be in Fib(B;F ) with a őber F which is homotopy őnitely
dominated. Assume that B is homotopy equivalent to a locally őnite simplicial complex B..
Choose a representative χ(P) of the parametrized A-theory characteristic of P. By abuse of
notation, denote by χ(p) the map χ(P) ◦ p. The parametrized excisive characteristic of p is the
composite

χ% : S n(p)
≃
−−→ Lift


 B̃

B B
p


 −→ Lift




A%
B
(E )

B AB(E )
χ(p)




where the őrst map is the map of Corollary 5.16 and the second map is given by composition
with diagram (5.7).

Remark 5.23. The parametrized excisive characteristic is well-deőned up to homotopy.

The parametrized Whitehead torsion

At this point, we can őnally deőne the parametrized Whitehead torsion. The idea is to introduce
a sum operation on the target of the parametrized excisive characteristic and deőne the torsion
as χ%( · )− χ%(id).

For this let us consider the range of the parametrized excisive characteristic

Lift




A%
B
(E )

B AB(E )
χ(p)


 (5.8)

This is, by Lemma 5.20, weak homotopy equivalent for some χ ∈ holimσ∈simpB. A(Eσ) to

hofibχ
(

holim
σ∈simpB.

A%(Eσ)→ holim
σ∈simpB.

A(Eσ)
)
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which has a natural loop structure. Therefore, also (5.8) carries such a structure. In particular,
we can deőne up to homotopy equivalence a sum operation on (5.8). We obtain a "difference
map" given by

Lift




A%
B
(E )

B AB(E )
χ(p)


× Lift




A%
B
(E )

B AB(E )
χ(p)




−
−−→ Lift




A%
B
(E )

B AB(E )0




Now, by Lemma 5.20, the range of the previous map is homotopy equivalent to

hofib0
(

holim
σ∈simpB.

A%(Eσ)→ holim
σ∈simpB.

A(Eσ)
)

Indeed, by looking at the diagram of Remark 5.21, it easy to see that if χ(P)◦f = 0, then χ = 0
as f ̸= 0. Therefore, by deőnition of Whitehead spectrum in (5.3), we obtain that the range of
the difference map is

holim
σ∈simpB.

ΩWh(Eσ) ≃ Γ




ΩWhB(E)

B




Deőnition 5.24. Let p : E → B be in Fib(B;F ) with a őber F which is homotopy őnitely
dominated. Assume that B is homotopy equivalent to a locally őnite simplicial complex B..

(i) The parametrized Whitehead torsion map

τ : S n(p)×S n(p)→ Γ




ΩWhB(E)

B




is given by τ( · , ? ) = χ%( · )−χ%( ? ) where χ% is the parametrized excisive characteristic
of Deőnition 5.22.

(ii) If p is itself in Bunn(B;F ), then it deőnes a canonical element id ∈ S n(p). In this case,
we deőne the parametrized Whitehead torsion map as

τ = τ( · , id) : S n(p)→ Γ




ΩWhB(E)

B




Remark 5.25. As the parametrized excisive characteristic, the parametrized Whitehead torsion
map is well-deőned up to homotopy.

To conclude this section, we state the properties of the parametrized Whitehead torsion.

Lemma 5.26. Let p : E → B and p′ : E′ → B be in Bunn(B;F ) and assume that B is homotopy
equivalent to a locally őnite simplicial complex B..

(i) (Naturality)

(a) The parametrized excisive characteristic χ%, and hence also the parametrized White-
head torsion τ , is natural with respect to őber homotopy equivalences. More precisely,
let φ : p → p′ be a őber homotopy equivalence. By Lemma 5.15(ii), we can look at p
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and p′ as maps B → B and at φ : p→ p′ as a homotopy between p and p′. Therefore,
φ induces a homotopy between χ(p) ≃ χ(p′) : B → AB(E ). Consider the map

φ∗ : Lift




A%
B
(E )

B AB(E )
χ(p)


 −→ Lift




A%
B
(E )

B AB(E )
χ(p′)




induced by standard őber transport along the homotopy given by φ. Then we have
φ∗ ◦ χ

% ≃ χ% ◦ φ∗.

(b) The parametrized Whitehead torsion τ is compatible with pullbacks. More precisely,
given a map f : B0 → B and a pullback square as (5.5), the following square with
obvious map commutes up to homotopy.

S n(p) S n(p0)

Γ




ΩWhB(E)

B


 Γ




ΩWhB0(E0)

B0




f∗

τ τ

f∗

(ii) (Composition rule) Let φ : p → p′ be a őber homotopy equivalence. Then, the following
diagram commutes up to homotopy

S n(p) S n(p
′)

Γ




ΩWhB(E)

B


 Γ




ΩWhB(E
′)

B




φ∗

τ τ−τ(φ)

φ∗

(iii) (Homotopy invariance) Let φ : E′ → E be a őber homeomorphism of bundles. Then we
have τ(φ) = 0.

(iv) (Stabilization) Consider the stabilization map S : S n(p)→ S n+1(p) which on k-simplices
is deőned by the rule (E′ → E) 7→ (E′×I → E′ → E) where E′ is a bundle of n-dimensional
compact manifolds over B ×∆k. Deőne S (p) = hocolimn S n(p). Then the parametrized
Whitehead torsion τ of Deőnition 5.24 extends to a stabilized torsion

τ : S (p)→ Γ




ΩWhB(E)

B




(v) (Product rule) Given a contractible k-dimensional compact manifold X, consider the map
−×X : S n(p)→ S n+k(p) which on k-simplices is deőned by the rule

(E′ → E) 7→ (E′ ×X → E′ → E)
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where E′ is a bundle of n-dimensional compact manifolds over B×∆k. Since we have that
S ◦ (−×X) ≃ (−×X) ◦ S, there exists a stabilized version −×X : S (p)→ S (p). Then
the following diagram commutes up to homotopy

S (p) S (p)

Γ




ΩWhB(E)

B




−×X

τ τ

(vi) (Additivity) Consider the category whose objects are the objects of Fib(B;F ) and whose
morphisms pi → pj are őberwise maps from pi to pj. Denote by □ the following commuta-
tive diagram in this category

p0 p1

p2 p3j2

j1
j0

where we assume that all maps on the level of total spaces are coőbrations and that the total
space E(p3) is the pushout of the total spaces E(p1) and E(p2) over E(p0). We say that a
cube

q0 q1

p0 p1

q2 q3

p2 p3

(5.9)

is an n-dimensional structure on □ if qi is an object of Bunn(B;Fi) for i = 1, 2, 3 re-
spectively, q0 is an object of Bunn−1(B;F0), all the maps qi → pi are őber homotopy
equivalences and the q-square is a codimension 1 splitting of q3, that is, qi is a locally ŕat
subbundle of q3 of codimension 0 if i = 1, 2 and of codimension 1 if i = 0 and the to-
tal space of q0 is the intersection of the total spaces of q1 and q2. Deőne a simplicial set
S n(□). where the k-simplices are the n-dimensional structures (5.9) parametrized over ∆k

and denote by S n(□) its geometric realization. Let αi : S n(□) → S n(pi) for i = 1, 2, 3
and α0 : S n(□)→ S n−1(p0) be the forgetful maps. Then the following diagram commutes
up to homotopy

S n(□) S n(p3)

∏2
i=0 Γ




ΩWhB(Ei)

B


 Γ




ΩWhB(E)

B




α3

∏2
i=0 τ◦αi τ

(j1)∗+(j2)∗−(j0)∗

where the addition operation in the lower line is deőned by Lemma 5.20 between spaces
which are weakly homotopy equivalent to the given ones. In other words, we have

(j1)∗ ◦ τ ◦ α1 + (j2)∗ ◦ τ ◦ α2 − (j0)∗ ◦ τ ◦ α0 ≃ τ ◦ α3
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(vii) (Stabilized additivity) Using the notation of the previous claim, the following diagram com-
mutes up to homotopy:

S (□) S (p3)

∏2
i=0 Γ




ΩWhB(Ei)

B


 Γ




ΩWhB(E)

B




α3

∏2
i=0 τ◦αi τ

(j1)∗+(j2)∗−(j0)∗

(viii) (Comparison with the unparametrized case) Let M be in Cpt of dimension n. Then the
map

τ : π0 S n(M) −→ π0ΩWh(M) ∼= Wh(πM) (5.10)

sends f : N →M to the Whitehead torsion of f

Idea of proof. Part (i), (ii) and (iii) follow directly by deőnition. Part (iv) and (v) are con-
sequences of a lax naturality of the excisive characteristic (see [Ste10, Theorem 3.10]). The
additivity properties (vi) and (vii) are proved by describing S n(□) as a suitable space of lifts
and using an additivity result for the parametrized and excisive A-theory characteristics (see
[Ste10, Theorem 3.15]). Finally, the comparison with the classical Whitehead torsion (viii) fol-
lows by using Waldhausen’s notation from [Wal85, Chapter 3] and by noting that the codomain
π0ΩWh(M) of (5.10) is by construction the geometric Whitehead group Whgeo(M) of M as de-
őned in Section 2.1. A complete proof of these properties can be found in [Ste10, Section 3].

Remark 5.27. The previous lemma shows that the parametrized Whitehead torsion is actually
the generalization of the classical Whitehead torsion in algebraic K -theory. Indeed, it reduces
to the classical Whitehead torsion by part (viii) and properties (ii), (iii), (v) and (vi) are the
natural generalizations of Lemma 2.1.

5.3 The geometric assembly map

The goal of this section is to introduce the geometric assembly map on structure spaces. This is
the last important tool that we need to study the stable őbering problem.

Let us start with its deőnition.

Deőnition 5.28. (i) Let p : E → B be in Fib(B;F ). We deőne a product map

β : S k(B)×S n(p) −→ S n+k(E)

which onm-simplices is deőned as follows: let x ∈ S k(B)m and y ∈ S n(p)m be represented
by

B′ B ×∆m

∆m

φ
E′ E ×∆m

B ×∆m

ψ

Then the image of (x, y) is given by the following diagram

φ∗E′ E ×∆m

∆m

ψ◦φ
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where φ∗E is the following pullback.

φ∗E′ E′

B′ B ×∆m
φ

φ

(ii) If B is a k-dimensional compact manifold, then the identity idB deőnes a point in S k(B).
We deőne the geometric assembly map α as

α = β(idB,−) : S n(p) −→ S n+k(E)

Remark 5.29. (i) The map β is well-deőned. Indeed, the map φ∗E′ → ∆m is a bundle by
construction and φ∗E is a (n+ k)-dimensional compact manifold, being the total space of
the bundle φ∗E′ → B′ of n-dimensional compact manifold over the k-dimensional compact
manifold B′.

(ii) The name "geometric assembly map" is due to the fact that geometrically α takes all the
structure on the őbers of p and assembles them into one big structure.

(iii) If B = {∗}, then the map α : S n(E) → S n(E) is canonically homotopic to the identity
map idS n(E). Indeed, in this case α(x) and x are canonically homeomorphic for any
x ∈ S n(E)m and this homeomorphism provides a homotopy from α to idS n(E).

A natural question about the geometric assembly map is whether it can be translated into an
"algebraic" version through the parametrized Whitehead torsion. More precisely, we ask whether
in the following diagram a dotted arrow exists which makes the diagram commutative.

S n(p) S n+k(E)

Γ




ΩWhB(E)

B


 ΩWh(E)

α

τ
τ

Note that the codomain of the right-hand side torsion is ΩWh(E) because

Γ




ΩWh∗(E)

∗


 ≃ holim

σ∈simp ∗
ΩWh(Eσ) ∼= ΩWh(E)

Such a dotted arrow actually exists. Let us construct it in the following deőnition.

Deőnition 5.30. Let p : E → B be in Fib(B;F ). Assume for simplicity that B is path-
connected and choose a base point b ∈ B. Denote by Fb the őber of p over b. We deőne the map
α as the following composition

α : Γ




ΩWhB(E)

B


 −→ ΩWh(Fb)

χ(B)·j∗
−−−−−→ ΩWh(E)
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where the őrst map is the map

Γ




ΩWhB(E)

B


 −→ Γ




ΩWh{b}(Fb)

{b}


 ∼= ΩWh(Fb)

induced by restriction from B to {b}, the map j∗ is the map induced by the inclusion Fb ↪→ E
and χ(B) is the Euler characteristic of B.

Remark 5.31. The map α is well-deőned up to homotopy. Indeed, a different choice of base point
b′ ∈ B leads to a map α′ which is homotopic to α .

Theorem 5.32 ([Ste10, Theorem 4.2]). Let p : E → B be in Bunn(B;F ) and assume that B is a
compact connected topological manifold. Then the following diagram commutes up to homotopy.

S n(p) S n+k(E)

Γ




ΩWhB(E)

B


 ΩWh(E)

α

τ
τ

α

At this point, it is easy to realize that the geometric assembly map α commutes with sta-
bilization up to canonical homotopy. In particular, it induces a "stable" geometric assembly
map

α : S (p)→ S (E)

Therefore, we can to obtain the following stable version of the previous theorem.

Theorem 5.33 ([Ste10, Theorem 4.3]). Let p : E → B be in Bunn(B;F ) and assume that B is a
compact connected topological manifold. Then the following diagram commutes up to homotopy.

S (p) S (E)

Γ




ΩWhB(E)

B


 ΩWh(E)

α

τ
τ

α

(5.11)

We can say also more about diagram (5.11). Indeed, the following theorem holds.

Theorem 5.34 ([Ste10, Theorem 4.4]). Consider the situation of Theorem 5.33. Then diagram
(5.11) is a weak homotopy pullback.

This theorem will be very important to study the stable őbering problem in the next section.

Remark 5.35. The previous theorem is proved by investigating how much information gets lost
under the parametrized torsion map τ . In particular, the strategy is to show using some mi-
crobundle theory [Mil64] that all the ambiguity introduced by applying τ is given by the invari-
ance under stabilization, which we already know, and the invariance under change of tangential
structure on E. Using this, it follows that diagram (5.11) is a weak homotopy pullback.
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5.4 Stable őbering obstructions

In this section we őnally deőne the two obstructions Wall(p) and o(f) for stably őbering a man-
ifold and we prove that they form a complete obstruction theory in algebraic K -theory for exis-
tence and uniqueness of the stable őbering problem. This is a consequence of Theorem 5.34 and of
the Riemann-Roch theorem with converse for topological manifolds [DWW03, Corollary 10.18].

Let us start by recalling the stable őbering problem.

Deőnition 5.36. Let f : M → B be a map in Cpt.

(i) We say that f stably őbers if there exists a n ∈ N such that the composite

f ◦ Proj : M ×Dn →M → B

is homotopic to the projection of a őber bundle whose őbers are in Cpt.

(ii) Let C be the set of all bundles maps g : M ×Dn → B for some n ∈ N which are homotopic
to f ◦ Proj. We say that two elements g and g′ in C are equivalent and we denote g ∼ g′

if, after possibly further stabilization, g and g′ are isomorphic through a homeomorphism
i : M ×DN → M ×DN such that i is homotopic to the identity map idM×DN , that is, if
g ◦ i = g′.

The stable őbering problem consists of the following two question:

(i) When does a map f : M → B in Cpt stably őber?

(ii) How many different ways are there for f to stably őber? Namely, how can C/ ∼ be
described?

The idea is to apply the same strategy that we have used for the őbering problem in Chapter
3. More precisely, őrst we convert the map f into a őbration p and we reduce the study to p and
then we check what information we lose during the conversion.

Notation 5.37. In the following, given a map f : M → B in Cpt, we denote simply by p ◦ λ
with p : E → B a őbration and λ : M → E a homotopy equivalence the factorization of f given
in Section 1.2. In other words, we denote by E the space FIB(f), by λ : M → E the homotopy
equivalence λf and by p : E → B the őbration f̂ .

Let us deőne the őrst obstruction.

Deőnition 5.38. Let f : M → B be a map in Cpt and assume that the őbers of p are homotopy
őnitely dominated. Fix a point b ∈ B and denote by Fb the őber of p over b. We deőne
the parametrized Wall obstruction Wall(p) ∈ H0

(
B;Wh(Fb)

)
as the image of the parametrized

A-theory characteristic

χ(p) ∈ Γ




AB(E)

B




under the map induced by the natural transformation A(X)→Wh(X).

Remark 5.39. By H0
(
B;Wh(Fb)

)
we mean the 0-th cohomology of B with twisted coefficients

in the Whitehead spectrum of the őber Fb. More precisely, by deőnition we have

H•
(
B;Wh(Fb)

)
= Γ




WhB(E)

B



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which is by construction weak homotopy equivalent to holimσ∈simpBWh(Eσ). We denote by
H i
(
B;Wh(Fb)

)
= π−iH

•
(
B;Wh(Fb)

)
the i-th cohomology of B with twisted coefficients in the

Whitehead spectrum of the őber Fb.

Remark 5.40. As its name says, the parametrized Wall obstruction Wall(p) ∈ H0
(
B;Wh(Fb)

)

may be understood as the parametrized version of the Wall őniteness obstruction of the őber
deőned in [Wal65]. It will be clearer what this means in the next section.

Geometrically, Wall(p) is the obstruction for p being őber homotopy equivalent to a őber
bundle in Cpt. More precisely, the following lemma holds.

Lemma 5.41. Let f : M → B be a map in Cpt and assume that the őbers of p are homotopy
őnitely dominated. Then the parametrized Wall obstruction Wall(p) ∈ H0

(
B;Wh(Fb)

)
vanishes

if and only if p is őber homotopy equivalent to a őber bundle in Cpt.

Proof. Consider the following weak homotopy őbration sequence

Γ




A%
B(E)

B


 −→ Γ




AB(E)

B


 −→ Γ




WhB(E)

B




By deőnition, the obstruction Wall(p) is zero if and only if χ(p) is in the image of the őberwise
assembly map up to homotopy, that is, if and only if χ(p) lifts over the őberwise assembly map
up to homotopy. But, by the Riemann-Roch theorem with converse for topological manifolds
[DWW03, Corollary 10.18], this is equivalent to say that p is őber homotopy equivalent to a őber
bundle in Cpt.

Remark 5.42. Lemma 5.41 is the solution of the stable őbering problem in case of őbration. Note
that we have not used any stabilization. This tells us that the "stable" part of the problem is
contained in the second obstruction.

Let us now go on with our strategy and deőne the second obstruction.

Deőnition 5.43. Let f : M → B be a map in Cpt and assume that the őbers Fb of p are
homotopy őnitely dominated. Suppose in addition that Wall(p) = 0. Then, by Lemma 5.41, we
can factor f as q ◦ λ′ where q : E′ → B is a őber bundle in Cpt and λ′ : M → E′ is a homotopy
equivalence. We deőne the parametrized torsion obstruction

o(f) ∈ coker
(
π0(α) : H

0
(
B; ΩWh(Fb)

)
→Wh(πM)

)

to be the class for which a representative in Wh(πM) is

(λ′)−1
∗ τ(λ′ : M → E′) ∈Wh(πM)

Remark 5.44. (i) The map α is the map

H•
(
B; ΩWh(Fb)

)
−→ H•

(
{b}; ΩWh(Fb)

)
≃ ΩWh(Fb)

χ(B)·j∗
−−−−−→ ΩWh(E) ≃ ΩWh(M)

given in Deőnition 5.30, where it is deőned only for path-connected B. If B is not path-
connected, then α is deőned component-wise.
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(ii) The parametrized torsion obstruction o(f) is well-deőned. Indeed, choose another factor-
ization f = q◦λ′ where q : E′ → B is a őber bundle in Cpt and λ′ : M → E′ is a homotopy
equivalence. Then, by Lemma 2.15, we have

(λ′)−1
∗ τ(λ′) = (λ′)−1

∗ τ(λ′)− (λ′)−1
∗ τ

(
λ′ ◦ (λ′)−1

)

Being a őber homotopy equivalence, the map λ′ ◦ (λ′)−1 : E′ → E′ is in the image of π0(α
′)

in the following diagram

π0 S (q) π0 S (E′)

H0
(
B;Wh(F ′

b)
)

Wh(πE′)

τ τ

π0(α′)

π0(α′)

which is π0 of a weak homotopy pullback square by Theorem 5.34. By pullback property,

this is equivalent to say that the corresponding element τ
(
λ′ ◦ (λ′)−1

)
∈ Wh(πE′) is in

the image of π0(α′) where α′ is the composition of Deőnition 5.30. Therefore, the class of

τ
(
λ′ ◦ (λ′)−1

)
is zero in cokerπ0(α′). It suffices now to note that (λ′)−1

∗ induces a bijection

from cokerπ0(α′) to cokerπ0(α) to conclude that o(f) is not affected by (λ′)−1
∗ τ

(
λ′◦(λ′)−1

)

and so it is well-deőned.

Now that we have deőned the two obstructions Wall(p) and o(f), we can őnally state the
existence and classiőcation theorems that completely solve the stable őbering problem.

Theorem 5.45 (Existence). A map f : M → B in Cpt stably őbers if and only if the following
conditions hold:

(i) the őbers of p are homotopy őnitely dominated;

(ii) the parametrized Wall obstruction Wall(p) ∈ H0
(
B;Wh(Fb)

)
vanishes;

(iii) the parametrized torsion obstruction o(f) ∈ cokerπ0(α) vanishes.

Theorem 5.46 (Classiőcation). Given a map f : M → B in Cpt, there is a bijection

C/∼−→ kerπ0(α)

The proof of these theorems is based on (the stabilized version of) the following lemma, which
is the key result that connects the stable őbering problem with the geometric assembly map.

Lemma 5.47 ([Ste10, Lemma 5.3]). (i) A őbration p : E → B is őber homotopy equivalent to
a bundle of k-dimensional compact manifolds if and only if S k(p) is non empty.

(ii) A map f : Mn+k → Bn is homotopic to a bundle of k-dimensional manifolds if and only if
the element deőned by λ : M → E is in the image of the map

π0(α) : π0 S k(p) −→ π0 S n+k(E)

(iii) There is a bijection from C/∼ to the preimage of [λ] under the map π0(α).

Proof. Statement (i) follows immediately by deőnition and (iii) implies (ii). Therefore, it suffices
to prove (iii). This follows essentially by deőnition. See [Ste10, pp. 76ś77] for the details.
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The stabilized version of this lemma, which we state now, follows by the unstable version
above and by the fact that

colim
n

π0 S n(p)
∼=
−−→ π0 hocolim

n
S n(p) = π0 S (p)

This is the version that we will use to prove Theorem 5.45 and Theorem 5.46.

Lemma 5.48. (i) A őbration p : E → B is őber homotopy equivalent to a bundle in Cpt if
and only if S (p) is non empty.

(ii) A map f : M → B stably őbers if and only if the element deőned by λ : M → E is in the
image of the map

π0(α) : π0 S (p) −→ π0 S (E)

(iii) There is a bijection from C/∼ to the preimage of [λ] under the map π0(α).

We can now őnally prove the two theorems that solve the stable őbering problem.

Proof of Theorem 5.45. It is easy to see that conditions (i) and (ii) are necessary. Indeed, let us
assume that f is homotopic to a bundle g in Cpt. Then assertion (i) clearly holds. Moreover, in
this case the homotopy from f to g induces a őber homotopy equivalence from p to g. Therefore,
by Lemma 5.41, we have that Wall(p) vanishes and (ii) holds.

Suppose now that (i) and (ii) hold. We prove that under these assumptions the map
f : M → B stably őbers if and only if also (iii) holds. By Lemma 5.41, we can factor f as
q ◦ λ′ where q : E′ → B is a őber bundle in Cpt and λ′ : M → E′ is a homotopy equivalence.
Fix a point b ∈ B and denote by F ′

b the őber of q over b. Consider the following commutative
diagram

π0 S (q) π0 S (E′)

H0
(
B;Wh(F ′

b)
)

Wh(πE′)

τ τ

π0(α′)

π0(α′)

which is π0 of the weak homotopy pullback square of Theorem 5.34. By Lemma 5.48, the map
f stably őbers if and only if the element deőned by λ′ in the upper right-hand corner is in
the image of the upper horizontal map π0(α

′). By pullback property, this is equivalent to say
that the corresponding element τ(λ′) in Wh(πE′) is in the image of the lower horizontal map
π0(α′). Therefore, f stably őbers if and only if the class of τ(λ′) is zero in the cokerπ0(α′). Now,
note that (λ′)−1

∗ induces a bijection from cokerπ0(α′) to cokerπ0(α) where α is the composition
of Remark 5.44(i) and this sends the class of τ(λ′) in cokerπ0(α′) to the obstruction o(f) in
cokerπ0(α). Hence, we obtain that the map f stably őbers if and only if o(f) = 0.

Proof of Theorem 5.46. By Lemma 5.48, we have that C/ ∼ is in bijection with π0(α)
−1
(
[λ]
)
,

which is in bijection with π0(α)
−1
(
τ(λ)

)
by diagram

π0 S (p) π0 S (E)

H0
(
B;Wh(Fb

)
Wh(πE)

τ τ

π0(α)

π0(α)

Therefore, it is also in bijection to kerπ0(α) since α is a inőnite loop map.
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5.5 Comparison with the őber torsion obstructions

As already pointed out, to deőne the obstructions Wall(p) and o(f) we have used the same
strategy used to deőne θ(f) and τfib(f) in Chapter 3. It is not surprising then that they have
a very similar construction and they play exactly the same roles respectively. The goal of this
last section is to show that Wall(p) and o(f) are actually the generalization of θ(f) and τfib(f)
in algebraic K -theory. More precisely, this section is devoted to present the following theorem.

Theorem 5.49. Let f : M → B be a map in Man. Factor it as f = p ◦ λ according to
Notation 5.37. Then:

(i) The image of the parametrized Wall obstruction Wall(p) under the restriction

H0
(
B;Wh(Fb)

)
→ H0

(
{b};Wh(Fb)

)
∼= K̃0

(
Z[πFb]

)

is the Wall őniteness obstruction of the őber (see [Wal65]).

(ii) Assume that the homotopy őber Fb is homotopy őnite. The image the parametrized Wall
obstruction Wall(p) under the secondary homomorphism

ker
(
H0
(
B;Wh(Fb)

)
→ H0

(
B;π0Wh(Fb)

))
→ H1

(
B;Wh(πFb)

) j∗
−→ H1

(
B;Wh(πM)

)

is θ(f), where j∗ is the homomorphism induced by the inclusion j : Fb ↪→M .

(iii) Assume that Wall(p) vanishes. Consider the map

π0(α) : H
0
(
B; ΩWh(Fb)

)
→Wh(πFb)

χ(B)·j∗
−−−−−→Wh(πM)

where α is the composition of Remark 5.44(i). Then π0(α) induces a map

coker
(
π0(α)

)
→ coker

(
Wh(πFb)

χ(B)·j∗
−−−−−→Wh(πM)

)

which maps the parametrized torsion obstruction o(f) to τfib(f). In particular, if χ(B) = 0,
then we have

o(f) = τfib(f) ∈Wh(πM)

We give a complete proof only of part (iii) of this theorem.

Proof of part (iii). Since Wall(p) = 0, we can assume that p is a bundle in Cpt. Moreover,
by Lemma 3.19 and Remark 3.22, we can equip E with the canonical simple structure ξTop(E)
deőned in Section 2.3. Therefore, since both o(f) and τfib(f) are given by the respective class of
(λ)−1

∗ τ(λ), we can conclude.

As for part (i) and (ii), they are immediate consequences of the following theorem, whose
proof can be found in [Ste10, Section 5.6].

Theorem 5.50 ([Ste10, Theorem 5.19]). (i) Let p : E → B be a őbration over a CW-complex
with őber Fb over b ∈ B. Then there is a 4-th quadrant spectral sequence

Ep,q2 = Hp
(
B;π−qWh(Fb)

)
⇒ Hp+q

(
B;Wh(Fb)

)

where the E2-term consists of ordinary cohomology with twisted coefficients in the system
of abelian groups {b 7→ π−qWh(Fb)}.
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(ii) If B is d-dimensional with d <∞, then the corresponding őltration

· · · ⊃ F
p,q ⊃ F

p+1,q−1 ⊃ . . .

of Hp+q
(
B;Wh(Fb)

)
is őnite and the spectral sequence converges in the strongest possible

sense. Namely, we have

F
0,n = Hn

(
B;Wh(Fb)

)
for all n

F
d+1,n−d−1 = 0 for all n

F
p,q/F p+1,q−1 = Ep,q∞ for all p, q

(iii) The image of the parametrized Wall obstruction Wall(p) under the edge homomorphism

H0
(
B;Wh(Fb)

)
→ H0

(
B;π0Wh(Fb)

)
⊂

∐

[b]∈π0B

K̃0

(
Z[π1Fb]

)

is the Wall őniteness obstruction of the őber.

(iv) Suppose that all the őbers are in TFCW and let γ : S1 → B be a loop. Then the naturally
deőned secondary homomorphism

ker
(
H0
(
B;Wh(Fb)

)
→ H0

(
B;π0Wh(Fb)

))
→ H1

(
B;π1Wh(Fb)

)

followed by the restriction map

γ∗ : H1
(
B;Wh(πFb)

)
→ H1

(
S1;π1Wh(Fb)

)
∼= Wh(πFb)

maps the parametrized Wall obstruction Wall(p) to the element deőned by the torsion of
the őber transport along γ.

We conclude this section by explaining what are the edge and secondary homomorphisms of
this theorem. In this way, we clarify also all the maps of Theorem 5.49.

Consider the spectral sequence of the previous theorem. By deőnition, we have exact se-
quences

0→ F
p+1,q−1 → F

p,q → Ep,q∞

for all p, q. Moreover, since the spectral sequence is limited to the 4-th quadrant, we obtain

E0,0
2 ⊇ E0,0

3 ⊇ · · · ⊇ E0,0
∞

E1,−1
2 ⊇ E1,−1

3 ⊇ · · · ⊇ E1,−1
∞

Therefore, we get the following two exact sequences

0→ F
1,−1 → F

0,0 α0−→ E0,0
2 (5.12)

0→ F
2,−2 → F

1,−1 α1−→ E1,−1
2

The edge and secondary homomorphism of Theorem 5.50, and hence of Theorem 5.49, are exactly
the homomorphisms α0 and α1. Indeed, α0 is by deőnition a map

α0 : H
0
(
B;Wh(Fb)

)
→ H0

(
B;π0Wh(Fb)

)

and since, by exactness of (5.12), F 1,−1 is the kernel of α0, then α1 is a map

α1 : ker
(
H0
(
B;Wh(Fb)

)
→ H0

(
B;π0Wh(Fb)

))
→ H1

(
B;π1Wh(Fb)

)

Remark 5.51. The previous maps α0 and α1, as for the map of Theorem 5.49(iii), are the most
natural maps we can think of to compare our obstructions: they are very easy and nothing is
artiőcial in their construction. Therefore, the obstructions Wall(p) and o(f) that completely solve
the stable őbering problem are the very natural generalization of the Wall őniteness obstruction,
θ(f) and τfib(f) in the context of algebraic K -theory.
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