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Abstract

The export of products constitutes 29.3% of Peru’s GDP [1]. Therefore, a significant por-
tion of the country’s economy relies on this activity. SUNAT is the official customs agency in
the country and every week, they release batches of data that contain the registers of products
exported. While these data are very rich and can derive insightful conclusions for all the stake-
holders, their use demand certain expertise that is not available to everyone. Thisworkproposes
the implementation of a datamanagement and analytics pipeline that consumes these data and
allows to generate forecasting models for some product categories. Specifically, exports of veg-
etables and fruits will be addressed. Two time series will be analyzed and forecasted for each
category: the price per kilogram and the net weight exported.

Exports of vegetables and fruits are influenced by several calendar factors and as such, the
time series of these products are multi-seasonal or complex-seasonal, meaning that they con-
tain multiple seasonal patterns. This thesis proposes an approach to detect what seasonalities
exist in the data, decompose the time series accordingly, and ultimately use the extracted com-
ponents in forecasting models. A method called GMST decomposition (Granularity-based
multi-seasonal trend decomposition) is proposed, as it uses the concept of cyclic-time granu-
larities to define seasonalities. The results show that using the components extracted with this
method tends to improve the accuracy of Facebook’s Prophet model.

This work has twomain contributions: the first one is the creation of forecastingmodels for
each product’s category that allow to make predictions useful for stakeholders in the Peruvian
exports industry. This is possible through the second goal, which is the implementation of a
methodology to address multi-seasonal time series.

v



vi



Contents

Abstract v

List of figures ix

List of tables xi

Listing of acronyms xiii

1 Introduction 1

2 The data 5
2.1 Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Time-series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3 Big DataManagement Backbone 11
3.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Temporal Landing Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.2.1 Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.3 Data Collector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3.1 Data sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3.2 Historical Collection . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.3 Incremental Collection . . . . . . . . . . . . . . . . . . . . . . . . 15

3.4 Persistent Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4.1 Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.5 Data Persistent Loader . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5.1 Historical Persistent Loader . . . . . . . . . . . . . . . . . . . . . 19
3.5.2 Incremental Persistent Loader . . . . . . . . . . . . . . . . . . . . 20

3.6 Formatted Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.6.1 Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.6.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.7 Data Formatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.7.1 Historical Formatter . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.7.2 Incremental Formatter . . . . . . . . . . . . . . . . . . . . . . . . 26

vii



3.8 Exploitation Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.8.1 Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.8.2 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.9 Exploitation Datasets Generator . . . . . . . . . . . . . . . . . . . . . . . 28

4 Complex Seasonality Analysis 31
4.1 A deeper look into seasonalities . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.1 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3.1 Cyclic-time granularity generator . . . . . . . . . . . . . . . . . . . 42
4.3.2 Seasonality analyzer . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Cyclic-time granularity based time-series decomposer . . . . . . . . 50

5 Data Analysis Backbone 57
5.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Analytical Sandbox(es) Generator . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Features Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4 Model(s) training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.4.1 Multivariate Linear Regression . . . . . . . . . . . . . . . . . . . . 64
5.4.2 Generalised Additive Models (GAM) . . . . . . . . . . . . . . . . . 65
5.4.3 Prophet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4.4 ARIMAX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4.5 Gradient Boosting . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.5 Models’ evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5.1 Non multi-step models evaluation . . . . . . . . . . . . . . . . . . 68
5.5.2 Multi-step models evaluation . . . . . . . . . . . . . . . . . . . . . 69

6 Conclusion 73

References 75

Acknowledgments 79

viii



Listing of figures

1.1 Examples of time-series built with the data displaying seasonal patterns. . . . 2

2.1 Exports per week . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Exports shipped by day in the most recent batch . . . . . . . . . . . . . . . 8

3.1 Big Data Management Backbone schema. . . . . . . . . . . . . . . . . . . . 11

4.1 Time representations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Examples of time granularities, inspired from Gutpta et al. work [2]. . . . . . 32
4.3 The “weekday” time granularity . . . . . . . . . . . . . . . . . . . . . . . . 32
4.4 day-in-week granularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.5 Seasonality pattern in a time granularity . . . . . . . . . . . . . . . . . . . . 33
4.6 day-in-week labeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 weekday-in-week labeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.8 week_in_year in Gregorian vs ISO-8601 calendar . . . . . . . . . . . . . . . 39
4.9 quarter_in_year granularityused to create levels (the time-points that are grouped

in level 1 are shaded) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.10 Box-plots of the different levels of the quarter_in_year granularity . . . . . . . 41
4.11 day_in_week granularity labeling . . . . . . . . . . . . . . . . . . . . . . . 43
4.12 Example of the output of the time granularity generator functionality . . . . 44
4.13 Applying a NQT to a time-series . . . . . . . . . . . . . . . . . . . . . . . 46
4.14 month_in_year granularity . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.15 Bins definition example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.16 Permutation test for day_in_month granularity . . . . . . . . . . . . . . . . 48
4.17 Permutation test for month_in_year granularity . . . . . . . . . . . . . . . 49
4.18 Summary of seasonality analysis . . . . . . . . . . . . . . . . . . . . . . . . 49
4.19 Seasonality extraction schema . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.20 Avocado exports in usd/kg . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.21 Seasonality patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.22 Extracted trend . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.1 Data Analysis Backbone schema. . . . . . . . . . . . . . . . . . . . . . . . 58
5.2 Sandboxes per heading schema . . . . . . . . . . . . . . . . . . . . . . . . 59
5.3 Time-series obtained in the sandbox generator . . . . . . . . . . . . . . . . 60
5.4 Data analysis pipeline schema per product type . . . . . . . . . . . . . . . . 61
5.5 Cyclic-granularities generated . . . . . . . . . . . . . . . . . . . . . . . . . 62

ix



5.6 Extracted trend with the GMST decomposer . . . . . . . . . . . . . . . . . 62
5.7 Extracted seasonality patterns with the GMST decomposer . . . . . . . . . 63
5.8 Comparison between models for all the products’ time-series about usd_kg . . 69
5.9 Comparison between models for all the products’ time-series about net_weight 70
5.10 Best model among time-series of usd_kg for different steps configurations . . 70
5.11 Best model among time-series of net_weight for different steps configurations 72

x



Listing of tables

2.1 Exports’ data attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Headings’ table attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

3.1 peru_exports_headings table details . . . . . . . . . . . . . . . . . . . . . . 23
3.2 peru_exports table details . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 peru_exports_ts view details . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.1 Models performance for theproductwithheading712909000using theusd_kg
time series and different steps . . . . . . . . . . . . . . . . . . . . . . . . . 71

xi



xii



Listing of acronyms

ACF . . . . . . . . . . . Autocorrelation Function

EDA . . . . . . . . . . . Exploratory Data Analysis

ETL . . . . . . . . . . . Extract, Transform and Load

EZ . . . . . . . . . . . . . Exploitation Zone

FFT . . . . . . . . . . . Fast Fourier Transform

FZ . . . . . . . . . . . . . Formatted Zone

GAM . . . . . . . . . . Generalised Additive Models

GDP . . . . . . . . . . . Gross Domestic Product

GMST . . . . . . . . . Granularity-based multi-seasonal trend decomposition

HDFS . . . . . . . . . Hadoop Distributed Filesystem

JSD . . . . . . . . . . . . Jensen-Shannon Distance

MAE . . . . . . . . . . Mean Absolute Error

NQT . . . . . . . . . . Normal Quantile Transform

PZ . . . . . . . . . . . . . Persistent Zone

SUNAT . . . . . . . . National Superintendence of Customs and Tax Administration

TLZ . . . . . . . . . . . Temporal Landing Zone

USD . . . . . . . . . . . United States Dollar

xiii



xiv



1
Introduction

Since the 1990s, Peru’s Gross Domestic Product has displayed a rising trend, coinciding with
the implementation of free-market policies and global integration [3]. The exports of prod-
ucts play a leading role in that regard. The Peruvian territory, characterized by complex and
diverse landscapes, elevations, and climatic conditions, provides optimal environments for a
wide range of unique and highly demanded products worldwide. The export of a single prod-
uct’s category can impact many different stakeholders, from farmers to exporting companies.

SUNAT is the official customs entity in Peru and as such, they record every single product
that is exported from the country [4]. Each register includes very rich information like the
category, weight, or price of the good exported. Every week, SUNAT releases a new batch of
datawithnew registers of exports. Manyuseful conclusions for the different stakeholders could
be derived from the analysis of these data. However, this demands the implementation of a data
management and analytics pipeline that of course implies an expertise that is not accessible
to everyone. This was the motivation for creating a tool that consumes these data and that
provides relevant metrics that can improve the stakeholders’ activities. The decision was made
to focus on the registers of vegetable and fruit exports, given that these encompass a wide range
of categories yet share features that can be managed in a consistent manner.

Using the different attributes of the registers, time series can be built for each product’s
category. As it will be explained in Chapter 2, time series describing the product’s price per
kilogram and the total exported weight will be addressed in this thesis. Creating forecasts for
these time series will be the final goal. An initial EDA revealed that these time series tend to
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be multi-seasonal, meaning they have different seasonal patterns (yearly, monthly, weekly, etc).
Figure 1.1 shows some examples of these time series where seasonal patterns can be observed.

Figure 1.1: Examples of time‐series built with the data displaying seasonal patterns.
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The existence of multiple seasonal patterns within these time series makes sense considering
that there are several calendar aspects that can influence them like weather or economic fac-
tors. For example, wine grapes tend to develop properly in environments with temperatures
from 11° to 18° C [5], which depending on each country happens in a specific part of the year.
Likewise, the overlapping periods of a product’s availability in different countries can make in-
ternational buyers opt for the most cost-effective option. Assessing which seasonality patterns
exist in the data is then very important to understand the underlying dynamics of the time se-
ries and ultimately to improve forecasts. Themulti-seasonal or complex-seasonal characteristic
of the data demands the use of a special treatment, which will become the research core of this
thesis.

InData Science, the extractionof rich features from the data plays a key role in enhancing the
performance and accuracy of models. Yet, a good feature is valuable not only for its potential
to improve themodel’s predictions but also for its capacity to increase the overall explainability.
Time series analysis is a clear example of this. The classical decomposition approach that splits
a time series in trend-cycle, seasonality, and reminder [6] is a way to get features from the data
that are easily interpreted and that can help to explain predictions’ results. The trend-cycle and
remainder are always single patterns, while the seasonality component can gather one or mul-
tiple seasonality patterns. Knowing what seasonality patterns exist in a time series isn’t trivial,
as this is highly dependent on the context of the data. This is important as many forecasting
models ask the user to indicate the seasonality patterns that the data exhibits.

To detect what seasonality patterns exist in a time series, it is important to know what to
look for. The remarkable work of Gupta et al. [2] introduce a methodology to test the exis-
tence of specific seasonality patterns using a statistical approach. Some improvements for this
methodology are proposed in this thesis. Once, the seasonalities that exist in a time series are
known, approaches to decompose it must be addressed. Unlike classical decomposition strate-
gies, this thesis introduces a novel approach for decomposing a multi-seasonal time series into
all the detected seasonality patterns and the trend-cycle. Afterward, proposals on how to inte-
grate the extracted features into different forecasting models will be presented. Ultimately, an
examinationwill be conducted to determinewhether the extracted features positively influence
a specific model’s performance.

The structure of this thesis will include the implementation of a data management and an-
alytics pipeline for the Peruvian exports data. The analytics block will include the complex
seasonality decomposition andmodeling strategies. The organization of this report goes as fol-
lows: Details of the data to use are presented in Chapter 2. The design and implementation
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of the data management pipeline or backbone will be presented in Chapter 3. The complex
seasonality analysis for time series will be introduced in Chapter 4. Then, the data analysis
pipeline that consumes the implementations from the previous chapter will be showcased in
Chapter 5. Finally, the concluding remarks are reported in Chapter 6.

The thesis-related code and implementations can be obtained from the repository https:
//github.com/sergiopostigo/supertrade.
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2
The data

In this chapter, the general details of the data to use will be presented. As it was mentioned,
time series will be built from these data and as such, the metrics that these series will describe
are also defined here.

2.1 Details

This thesis aims to analyze data about the exportation of vegetables and fruits fromPeru. These
data are obtained from the official customs entity website in Peru [7]. The data of exports can
be downloaded in weekly batches by making a get request to the following endpoint:

http://www.aduanet.gob.pe/aduanas/informae/xddDDmmYY.zip

The prefix xddDDmmYY determines the specific batch of data to download and it’s defined as
follows:

• x: refers to exports

• dd: refers to the date of the first day of the week

• DD: refers to the date of the last day of the week

• mm: refers to the month of the last day of the week

• YY : refers to the year of the last day of the week

5



Attribute Details

CADU customs office code

FANO shipping order numbering date

NDCL shipping order number

FNUM shipping order numbering date

FEMB shipping date

FECH_RECEP declaration reception date

NDCLREG export declaration number

FREG regularization date

FANOREG regularization year of export

CAGE code of customs agent

TDOC exporter’s document type

NDOC exporter’s document number

DNOMBRE company name of the exporter

CPAIDES destination country code

CPUEDES destination port code

CVIATRA form of transportation code

CUNITRA transportation unit code

CEMPTRA transportation company code

DMAT ship id

NCON knowledge number

CENTFIN financing entity code

CALM warehouse code

DNOMPRO name of supplier

DDIRPRO address of supplier

DK remote dispatch indicator for O.E

DK2 remote dispatch indicator for DUE

NSER serial number

PART_NANDI heading code

DCOM commercial description 1

DMER2 commercial description 2

DMER3 commercial description 3

DMER4 commercial description 4

DMER5 commercial description 5

CEST state of goods

VFOBSERDOL value of goods at the time of board

VPESNET net weight of goods

VPESBRU gross weight of goods

QUNIFIS amount exported in measurement units

TUNIFIS measurement unit

QUNICOM commercial measurement unit amount

TUNICOM amount exported in commercial measurement units

UBIGEO geographic location code

DNOMCON name of buyer

DDIRCON address of buyer

Table 2.1: Exports’ data attributes

6



For example, the prefix x01070523 refers to the batch of data from May 1st to 7th, 2023.
dd is always a Monday and DD is always a Sunday. Each batch includes a zipped folder with
a .dbf file inside. Every new week, a new batch of data will have to be downloaded. As Table
2.1 shows, the exports’ data is composed of 49 attributes. Some that are worth highlighting
are PART_NANDI which contains a heading code to categorize each export depending on
the type of product that is being traded (e.g. grapes, potatoes, etc), FEMB which denotes the
shipment date of the good, VPESNET, which contains the net weight of the good and VFOB-
SERDOL that contains the declared value of the goods exported in USD.

A preliminary EDAwas performed, downloading all batches of data starting from February
2017. Aplot of the number of exports publishedbyweek is shown inFigure 2.1. It is important
tohighlight that the graph shows an increasing trend,which suggests that thenumber ofweekly
exports will tend to grow. Additionally, the count of different product categories or headings,
represented by the PART_NANDI attribute, is 6511.

Figure 2.1: Exports per week

Another interesting observation is that each published weekly batch not only includes data
from the correspondingweek but also incorporates information fromprevious weeks, months,
and even years, effectively filling in any missing gaps. For example, Figure 2.2 shows the most
recent batch’s data, denoting the number of exports per boarding date (FEMB attribute). As
one can see, there are old exports, back to 5 years before. Of course, the majority of exports in
the batch are closer to the actual corresponding week.
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Figure 2.2: Exports shipped by day in the most recent batch

Attribute Details

PARTIDA heading code

DESCRIP product’s category description

... associated taxes

Table 2.2: Headings’ table attributes

Besides the exports data, an additional table containing the heading codes’ details alongwith
associated product-specific taxes will also be consumed [8], as it is presented in Table 2.2. Both
tables can be related using the PART_NANDI and PARTIDA respectively.

2.2 Time-series

Given the data described in the previous section, it is necessary to definewhat time series can be
built. The idea is to create something useful and relevant for the export industry. To achieve
this, the approach was placing oneself in the position of the exporting companies and contem-
plating what metrics would be beneficial for their needs.

The variability in a product’s price per kilogram is relevant as it allows companies to plan
their cultivation activities and ensure for example, that their products are ready for shipments
during specific weeks when prices reach their maximum. This proactive approach can maxi-
mize their profits and market opportunities. Another interesting metric is the total exported

8



weight of a product. For instance, analyzing daily exported weights might allow a company to
anticipate future requirements and plan its production accordingly.
It was decided then to create a time series that represent these two metrics. The specific

attributes to do so and the approach to follow will be described in Chapter 4.

9



10



3
Big Data Management Backbone

This chapter will address the design and implementation of the Big Data Management Back-
bone. It first describes the fundamentals of themethodology to use and then details each block
of the pipeline.

3.1 Fundamentals

The Big Data Management Backbone is a methodology taught by the Polytechnic University
of Catalonia (Universitat Politècnica de Catalunya) to create pipelines for big data lifecycles,
specifically starting the collection of the data from the sources till the exposition of project-
oriented datasets ready to be consumed by data scientists [9]. A schema of the backbone is
shown in Figure 3.1 *.

Figure 3.1: Big Data Management Backbone schema.

It is composed of a series of layers throughwhich the data flows sequentially. Some layers are
used to store the data and some others are used to extract, transform and/or load the data into

*Originally, the backbone does not include the “Exploitation Datasets Generator” layer and shows the For-
matted Zone besides the Exploitation Zone. However, for better understanding and homogeneity, it was decided
to include it there for this work.
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the next layer. For simplicity, the layers in charge of storing the data will be denominated as
“storage layers” (light green boxes in Figure 3.1) and the others will be denominated as “transit
layers” (blackboxes in Figure 3.1). The input of the backbone is the data sources and the output
is one or more datasets, each for one specific project.

The goal of this backbone’s methodology is to provide a systematic approach to managing
andmonitoring the data lifecycle for better data governance and to ensure that the later analyt-
ical pipelines are ingested with high-quality and reliable data.

The next sections address each of the layers shown in Figure 3.1. The storage layers will be
described before their preceding transit layer, as the implementation of the seconds depends on
the first ones.

3.2 Temporal Landing Zone

Before collecting the data, it is important to define a short-term storage area, where all the re-
trieved files can land and from there be ingested to the next storage level in a uniformway. This
first storage layer of the Data Management Backbone is called Temporal Landing Zone (TLZ)
[9]. It’s defined as “temporal” because the data that land here is deleted after the ingestion in
the subsequent storage layer. The following subsectionswill discuss the selection and structure
of the TLZ for this project.

3.2.1 Selection

As one can envision, the sole criterion used to choose the storage technology of this layer is that
it can handle the size of the collected data. The exports’ data, being the largest files, have been
observed to reach amaximum size of 45MB, with a new file released every week. For the initial
collection, encompassing data from2017 toFebruary 2023 spanning 316weeks, theTLZneeds
to be capable of accommodating 45 x 316MB, which amounts to 14.22 GB†.

For this thesis, the TLZ will be the local file system where the project will be developed. It
is a Solid-State Drive (SSD), with a designated partition of 25 GB allocated specifically for this
purpose.

†As the headings data is very small compared to the exports data ( 2.2 MB) and it’s released only once a year,
it’s not significant in the selection of the TLZ.
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3.2.2 Structure

The data downloadedwill be unzipped and stored temporarily in the local file system in a folder
called data residing in the designated partition and it is organized as follows:

data
x

xddDDmmYY.dbf
...

headings
NANDINA.txt (headings information table)

As seen, the goal is to structure the data in folders that gather different files of the same cat-
egory. So, if in the future more data besides exports or headings are included, different folders
should be created to allocate them.

3.3 Data Collector

The data retrieval from the sources is the first transit layer in the DataManagement Backbone.
Once the Temporal Landing Zone is defined and set, the process that brings the data from the
sources into that first storage layer can be developed.

In the majority of cases, the data is dynamic rather than static, meaning that it will be regu-
larly updated with new information. As a result, two data collection approaches are required:
historical, which involves retrieving all available data prior to the project’s starting point, and
incremental, which focuses on retrieving data updates. Furthermore, depending on the data
and their sources different collection implementations should be followed. Useful questions
to ask here are: how often is the data going to be collected? what is the size of the data to be
collected? what is the format of the data? how is the data downloaded?

Additionally, it is very important to keep a record of the data collected, for which it is cus-
tomary to have a log.

The next subsection details the features of the data and its sources that are relevant to choose
a collection implementation. Then, the historical and incremental collection approaches of
every data category will be presented.

3.3.1 Data sources

In this project, two data categories will be consumed: exports and headings.
exports:
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• Source: Website of SUNAT.

• Download approach: GET request to the endpoint, specifying the week

• Format: zipped DBF

• Size: Every file has up to 45MB

• Frequency of updates: Every week a new file is published

Given all these features, it was decided that the collection of these data will be achieved with
Python scripts. The scripts will allow us to make the GET requests to the endpoint to down-
load the zipped files, unzip them and allocate them in the x folder of the TLZ. It will run every
week to retrieve the updates.

headings:

• Source: Website of SUNAT.

• Download approach: Link-based

• Format: .txt

• Size: a file with 2.2 MB

• Frequency of updates: Every year

Taking these features and especially considering the frequency of updates, it was decided
that the collection of this data will be done by a human, who will click the link every year and
allocate the downloaded data in the headings folder of the TLZ.

3.3.2 Historical Collection

The historical retrieval for every data category is described in the following lines.

3.3.2.1 Exports

All the availableweekly files of data starting from January 1st, 2017 to the present day are down-
loaded and stored in theTLZ. Everyweekly batch’s download is registered in a log file, detailing
the prefix of the batch (xddDDmmYY), the response of the server (200 and 404 for successful
and failed downloads respectively), the type of download approach (historical in this case), and
the date of download.
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Several download tests revealed that the custom’s agency web server imposes restrictions on
downloads during specific times of the day, delivering only batches of data starting fromOcto-
ber 2020 onwards. However, after multiple attempts, it was observed that all the desired data
can be downloaded from 7:00 am to 9:00 am (EST). This makes sense considering that at this
time the local web traffic in Peru is very low. Certain batches consistently return a 404 code,
indicating that they were not downloaded due to the unavailability of the requested source.
It is possible that the customs agency did not publish a batch for that particular week. Conse-
quently, the data in the batches includes not only themost recent week but also previous weeks
to bridge the gaps caused by missing batches.
The scripts used for this purpose are detailed below:

• utilities.py

– week_code_generator:
A function that returns all the possible prefixes (xmmDDmmYY) for the batches
of data given a start date and an end date.

– batch_downloader:
A function that downloads batches of data from the endpoint given a list of pre-
fixes. It stores the data in the Temporal Landing Zone and registers the downloads
in the log file

• historical.py
This is the main script of the historical collection. Here, the start date of collection is set
and data_collection is invoked to make the downloads.

3.3.2.2 Headings

The collection will be performed by a human, who will download the file and allocate it in the
TLZ. Finally, he should register the collection in the log file.

3.3.3 Incremental Collection

3.3.3.1 Exports

The available data that isn’t yet downloaded is obtained in this stage and stored in the Tempo-
ral Landing Zone. In this particular approach, a query is made in the Persistent Zone (to be
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discussed later) to retrieve the prefix of themost recent batch. This prefix includes the end date
of that batch, allowing for the subsequent download of all available batches after that specific
date. As in the historical collection, every downloaded batch is registered in the log file. In this
case, the type of download is shown as ’incremental’.
The scripts used in this stage are detailed below:

• utilities.py (same as historical)

• incremental.py
The main script of the incremental collection. It makes a query on the Persistent Zone,
asking for the most recent batch date. Subsequently, it initiates the downloads by invok-
ing the data_collection function, setting the start date as the day immediately following
the date obtained from the query.

3.3.3.2 Headings

Every year, a humanmanually downloads the .txt file and allocates it in theTLZ.The collection
will be registered in the log file.

3.4 Persistent Zone

As explained before, the TLZ is a short-term storage layer, meaning that the data won’t persist
there but will be deleted when it is migrated to the second storage layer: the Persistent Zone
(PZ). Here, all the data collected will be stored and will stay there for the entire lifetime of the
project. As such, it is important to include a temporal track of the data or a versioning approach
[9].
Selecting the storage technology for this layer is not trivial, as there are multiple considera-

tions to make. Relevant features that will be used to choose a technology are the data size, data
schema, queries, and the need for distribution. Precisely, the following subsections address the
project’s selection and structure of the technology used for this storage layer.

3.4.1 Selection

It was seen that the data available is in .dbf (exports) and .txt (headings) in tabular format. A
fast EDA in the TLZ revealed that every batch of weekly exports data starting from 2017 till
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February 2023 has maintained the same attributes. Likewise for the headings data. Nonethe-
less, there isn’t any guarantee that new files will have exactly the same schema. Hence, there is
a requirement for a data storage technology with a flexible schema.

As it was mentioned before, the historical data collection will retrieve around 14.5 GB of
data. Then every week the data size will have an increment of 45MB, which is a yearly growth
of 2.3 GB. While the current data volume may be relatively small, there could be the need of
including additional data sources in the future that could potentially improve the final fore-
casting models (e.g. import data, weather data, economic data, etc). Therefore, it is correct
to anticipate future scalability requirements and consider a storage technology that supports
sharding and replication. This approach ensures that the system is prepared to handle data
distribution if the need arises.

While the queries to run over the PZ are not implemented at this stage (theywill be described
later), their general goal will be to extract and slightly transform the data to load into the For-
matted Zone. Given the definition of the project, it can be anticipated that the exports files will
be filtered by the heading code, as only those rows referring to vegetables and fruits will be ana-
lyzed. Furthermore, not all the 49 columns of these files will be sent to the Formatted Zone, as
some are not relevant to the project’s purpose. It will be necessary to execute these queries on a
weekly basis, as this is the highest frequency at which new data is introduced. Hence, it is desir-
able for the storage approach to incorporate a structure that enables efficient data querying,
allowing for selections based on headings and projections to choose specific columns‡.
Considering all these needs, it was decided that the storage technology will be Hadoop Dis-

tributed Filesystem (HDFS) in combination with the Parquet file format. For each new batch
of data, a separateParquet file canbe generated. The advantage of this approach is that if a batch
contains a previously unseen column, it won’t cause any issues: since each file is independent
of the others, there is no requirement for all files to have the same columns or the same schema.
Furthermore, Parquet files allow the creation of row groups, which serve as a logical horizontal
partitioning of data inside a file, and that can increase the efficiency of query selection [10].
Inside a Parquet file, one row group for every heading could be created to improve the reading
performance. Furthermore, using HDFS as the storage technology enables the option to use
data distribution if the need arises.

In summary, using anHDFS + Parquet configurationwill allow schema flexibility, handling
large amounts of data with potential data distribution and efficient query approaches.

‡Do not confuse the headings codes in the exports’ files with the headings’ file that gives details about the
codes. The headings’ file is so small compared to the exports’ data that it’s irrelevant in this part.
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3.4.2 Structure

As the size of data doesn’t demand multiple nodes yet, an HDFS Single-Node cluster is used
in this project [11]. Furthermore, it is customary to use a Single-Node cluster for the study
and test phase of a project [12]. A relevant configuration to mention is that the block size was
defined to be 128 KB.

Once the cluster is set up, the following folders hierarchy is defined:
thesis

peru
exports
headings

As expected, the exports’ data (.dbf files) will go to the exports folder and the headings’ data
(.txt file) to the headings folder. Of course, these files should be converted into Parquet format,
which is done in the Data Persistent Loader.

Every export’s filewill be converted intoParquet and inside eachfile, the rowswill be grouped
according to the headings code. By utilizing row groups, querying based on the heading’s code
can be optimized by avoiding the need for a lookup operation on every individual row. In-
stead, the filtering process can be performed by referring to the metadata associated with the
row groups.

In regard to the headings’ file, as its size is very small, there isn’t any significant query-wise im-
provement for using the Parquet format. However, the file will still be converted into Parquet,
but without defining specific row groups.

To keep proper versioning of the data, every added row in the PZ should be enriched with
two attributes: BATCH_WEEK indicating the week period to which that data belongs (only
for exports) and LOAD_DATE (exports and headings) to indicate the date when the file was
ingested into the PZ.

3.5 Data Persistent Loader

Once the PZ is defined and set, one can address the second transit layer. This is used to extract,
transform and load the data from the TLZ into the PZ.
As for the Data Collector, it is common to have two approaches for this layer: historical and

incremental. It is also crucial to maintain a log file during this stage, which aids in monitoring
the data loaded into the PZ.Moreover, this layer enriches the data by incorporating attribute(s)
that assist in maintaining versioning and temporal comprehension in the PZ because as it was
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mentioned, all the data (even obsolete versions)will persist here. Lastly, upon data transfer, this
layer is responsible for overseeing the deletion of the corresponding files in the TZ.
The next subsections will address the implementation of the historical and incremental per-

sistent loaders.

3.5.1 Historical Persistent Loader

This part covers the historical extraction, transformation, and loading of data from the Tempo-
rary Landing Zone into the Persistent Zone. The implementation will be described for every
data category.
Exports: A .dbf file is extracted from the TLZ and parsed into a Pandas data frame. Then,

the data frame is enrichedwith two extra columns called BATCH_WEEK andLOAD_DATE,
which indicate the publication’s week to which data belong and the date of transfer to the PZ,
respectively. Then, the data frame is converted into a PyArrow table which is then horizontally
split by the heading code attribute, creating one subtable for every heading. Then, a Parquet
file is created, where every row group is a subtable. According toApache Parquet’s documenta-
tion, it is desired that every row group fits entirely inside anHDFS block for an optimized read
setup [13]. As in the HDFS setup the blocks were defined to be 128 MB and the maximum
size of a .dbf file was 45MB, it is clear that a row group, even if contained all the rows, will not
exceed the HDFS block size, which as explained before is desired according to documentation
to improve the reading performance §. Finally, the Parquet file is loaded into HDFS into the
folder /thesis/peru/exports. This is repeated for every .dbf file in the TLZ. Every transfer is
annotated in a log file.
Headings: The .txt file es extracted from the TLZ and parsed into a Pandas data frame.

A LOAD_DATE attribute indicating the current date is added. Then, a Parquet file includ-
ing a single row group with all the rows is created. As the amount of data here is so small
(the .txt file contained 2.2 MB), reading optimization isn’t critical and therefore, no horizon-
tal partitioning strategy is set here. Finally, the Parquet file is sent to HDFS, into the folder
/thesis/peru/headings. The transfer is annotated in a log file.

The scripts used in this layer and their functions are detailed below:

• utilities.py
§Of course, it could be the case that some row groups are be divided between twoHDFS blocks. However, as

the number of row groups per Parquet file is high (about 50), a single HDFS block will be able to allocate a large
number of row groups. Thus, the presence of a few shared row groups will not pose a concern since the overall
reading performance will be improved regardless.
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– exports_ingestion: Performs the ETL process to transfer an exports’ .dfb file
from the TLZ into the PZ and registers the transfer in a log file.

– headings_ingestion: Performs the ETL process to transfer the headings’ .txt file
from the TLZ into the PZ and registers the transfer in a log file.

• historical.py
Main script of the historical persistent loading.

– load_exports: Gets the list of all files in the TLZ’s x folder (.dbf files) and invokes
the exports_ingest functionper everyfile. The typeof context “historical” is passed
as an argument.

– load_headings: Given the path of the headings’ .txt file in the headings folder of
the TLZ, invokes the headings_ingest function. The type of context “historical”
is passed as an argument.

3.5.2 Incremental Persistent Loader

The incremental ETL process for transferring data from the TLZ to the PZ is detailed in the
following lines. As in the previous subsection, the implementation will be described for every
data category. Since a significant portion of the historical approach’s implementation is reused
here, the specific details will not be reiterated. However, when necessary it will be indicated
that they are identical to the previous implementation.
Exports: Same as the historical approach.
Headings: Same as the historical approach.
The scripts used in this stage are detailed below:

• utilities.py
Same as the historical approach.

• incremental.py
Main script of the incremental persistent loading

– load_exports: Same as the historical approach, but the context argument passed
to exports_ingest is “incremental”.
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– load_exports: Same as the historical approach, but the context argument passed
to headings_ingest is “incremental”.

3.6 Formatted Zone

The data within the PZwas ingested “as it is”, without undergoing any cleaning steps. While it
has a unified format (Parquet), it remains in its raw state. Therefore, it is desired that the next
storage layer contains a cleaned version of the data and also a consolidated data model. This
new layer is called Formatted Zone (FZ) as it keeps the first “formatted” version of the data.
Nevertheless, it is crucial that the cleaning performed in this stage is generic and not tailored to
any particular project [9]. In other words, the data should be transformed in a way that makes
it suitable for various purposes and can serve as input for multiple scenarios.

For the selectionof the storage technologyof the FZ, features like the data size, data structure,
potential queries, and need for distribution will be taken into consideration. The following
subsections address this matter.

3.6.1 Selection

The target of the FZ is to store a multipurpose dataset, ready to be consumed for different
projects and objectives. This suggests that ideally, the FZ should contain all the attributes that
might be useful for any scenario. However, for this thesis and the general goal, making a clean-
ing pipeline that includes attributes that won’t be used at all will contribute to making a more
complete FZ but not enhance the results. As such, the FZ implemented here will include only
those attributes that might be useful for the purposes of this thesis. Similarly, only those rows
that have information related to fruits and vegetables will be included in the FZ, as the future
analysis will focus on only these data. As the amount of data of the headings.parquet file is tiny
compared to the total export data, the selection of the technology will be driven considering
only the second.

The FZwill gather a significantly smaller amount of data compared to the PZ. The headings
of interest (related to vegetables and fruit products) are 174, while the total number of head-
ings is 6511. As a big portion of Peruvian exports belongs to these categories, a comparison
in the number of rows was performed, obtaining that 15.8% of the export data in the PZ are
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associated with the headings of interest. Furthermore, considering that some columns won’t
be transferred to the FZ (this will be addressed in the next section), it is clear that there will be
a significant reduction in the amount of data. As a result, the distribution of the data is no
longer a crucial factor in this stage.
As the data in the TZ is in Parquet format, it is considered structured data. Furthermore,

there isn’t a need for a flexible schema, since the attributes to consider are known. So, using a
fixed schema approach to store these data appears as an appropriate alternative. This will also
allow us to set constraints on the data that is uploaded. Therefore, a data model that would be
a good fit for the FZ is relational.
Although the specific queries to be executed on the FZ are not yet defined, it is evident that

filtering based on headings is expected to occur frequently. Furthermore, since many different
operations could be performed over these data when creating the final dataset for analysis (this
will be discussed in the Exploitation Zone section), a very rich and well-documented query
language will be needed. As the amount of data in this layer will be significantly less than in the
previous one, there isn’t a requirement for parallel processing.
Based on the reasons outlined above, relational database technology has been selected for the

Formatted Zone, and specifically, PostgreSQL has been chosen. This is because PostgreSQL is
an extensible, open-source database management system with thorough documentation. Ad-
ditionally, its widely recognized SQLquery language can be easilymanaged by other users. Fur-
thermore, while there isn’t a short-term need for distribution or parallel processing if new at-
tributes and more rows are pipelined to the FZ, PostgreSQL has extensions like Citus, which
would allow for distributed configurations [14].

3.6.2 Structure

An intermediate EDA in the PZ helped to choose those attributes that will be transfered to the
FZ, both for the exports and the headings data. As such, the PostgreSQL database that will
be used as FZ will have two tables: peru_exports and peru_exports_headings, whose details are
presented in Tables 3.2 and 3.1 respectively.
For simplicity, this project utilized a Docker container featuring a PostgreSQL image. The

database was named formatted. In order to create the tables, a script with the name format-
ted_setup.py was developed. Additionally, this script consumes a SQL file with the name for-
matted.sql. Both files are in the database_settings folder of the project.

22



Attribute Description Originally
HEADING Product’s category heading code 0

DESCRIPTION Heading’s description 1

MAPPED_TO Tomap a heading’s code to another didn’t exist before

Table 3.1: peru_exports_headings table details

Attribute Description Originally
HEADING Product’s category heading code PART_NANDI

EXP_ID Exporter’s tax ID NDOC

NET_WEIGHT Net weight of exported good in kg VPESNET

GROSS_WEIGHT Gross weight of exported good in kg VPESBRU

VALUE_USD Value of good when boarding in USD VFOBSERDOL

COUNTRY Destination country code CPAIDES

BOARDING_DATE Boarding date FEMB

DESCRIPTION Description about the exported good DCOM, DMER2,
DMER3, DMER4 and
DMER5

BATCH_WEEK week of publication of the batch BATCH_WEEK

Table 3.2: peru_exports table details
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3.7 Data Formatter

The third transit layermanages the ETLprocess formoving data from the PZ into the FZ and it
is called Data Formatter. The transformations performed in this stage correspond to a generic
cleaning of the data, without targeting it to any specific project.

As it was commented before, given the nature of this thesis and its goals, making a generic
cleaning of the data that includes the assessment of all the attributes is not worth it. While this
would be ideal to have a more complete FZ, in this thesis only some of the attributes will be
used and as such, it is better to focus only on them. Therefore, a semi-generic cleaning will be
implemented. The idea is to have a multipurpose dataset in the FZ but target the time-series
research.

The two classical approaches will be also implemented in this transit layer: historical and
incremental. Each of them will be described in the following subsections.

3.7.1 Historical Formatter

This approach introduces two relevant challenges. The first one is the need to move around
15% of the data from the PZ to the FZ and apply transformations in the middle. Originally,
the historical amount of data was 14.22 GB, which makes around 2.1 GB to be transferred.
Depending on the resources available, saturating the memory is always a risk in these cases and
thus, a special strategy needs to be defined¶. The second one is that, if this project scales up‖,
the amount of data to store in the PZ may require distribution, and then, a distributed data
processing strategy could be employed for parallel processing.

Considering these challenges, it was decided that using a big data processing framework like
Apache Sparkwas the best alternative. Given that the project is developed inPython, the library
PySpark (Apache Spark’s library for Python) will be used. Spark allows not having to load the
entire dataset in memory, as it processes the data in partitions which are smaller subsets. The
data in eachpartition is loaded intomemory, processed, and thenwill be sent to thePostgreSQL
database. This process will be performed iteratively for each partition, which allows Spark to
handle large datasets without requiring all the data to fit intomemory at once. Furthermore, if
the need for distribution arises in the PZ, PySpark will facilitate the scalability of the code for
parallel processing, allowing it to efficiently handle distributed data with slight changes.

¶Especially, if additional headings are included in the future.
‖For instance, adding more datasets.
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The next lines will address the ETL procedure performed in the FZ. The tables need to be
populated in the order that they appear here:
peru_exports_headings: The process for this table is performed in 3 steps.

• Step 1:

– Get all the possible distinct headings’ codes of interest (starting with 07 and 08)
from the exports files in the TLZ.

– Get all the headings’ codes and their descriptions attributes from the headings’ file
in the TLZ.

– Perform a left join on the heading code attribute. The idea is to have all the distinct
headings of interest and their descriptions (if available).

– Group by the heading attribute, concatenating the descriptions in case there are
different ones of the same heading. That will be the raw_description attribute.

– Create an empty curated_description attribute.

– Generate a .csv file with the result containing columns heading, raw_description,
curated_description and mapped_to.

• Step 2 (performed by human**):

– With the PDF document “Arancel de Aduanas”, perform a manual resolution of
the data, checking if the raw_description matches the information there.

– The final and cleaned description must be written in curated_description.

– Itmay be the case that some headings in the list did not exist in the PDFdocument,
so theymust bemapped toheadings that do exist according to the raw_description.
The heading to which they are mapped is defined in mapped_to.

• Step 3:

– Taking the .csv file created, send the data to the table peru_exports_headings in
PostgreSQL. The attributes are heading, description and mapped_to

**This human-in-the-loop step is necessary only if a new batch of data has unseen headings. So far, since the
very first resolution, there hasn’t been the need to perform this step again (after about 12 updates). Furthermore,
if an unseen heading appears, it will be only assessed once and never again.
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The scripts employed in the aforementionedprocess are located in the folderdata_formatter/
headings/historical and are:

• historical_1.py
Performs step 1.

• historical_2.py
Performs step 3.

peru_exports: The approach for this table is implemented as follows:

• Filter those rows whose headings (PART_NANDI) start with 07 and 08.

• Concatenate thedescription attributes (DCOM,DMER2,DMER3,DMER4andDMER5)
into a single one called description.

• Rename the attributes of interest to be easy understandable.

• Finally take the following attributes and send them to the table PostgreSQL: heading,
exp_id, net_weight, gross_weight, value_usd, country, boarding_date, description, batch_week.

The scriptperforming the above tasks ishistorical.py and it is located indata_formatter/exports/
historical.

3.7.2 Incremental Formatter

As in the historical version, PySpark will be the main tool here. As the incremental approach
is very similar to the historical one, no reiterative details about the implementation will be pro-
vided but just the differences. Again, this will be described by table in the FZ.

peru_exports_headings: Same approach as in the historical formatter with a slight varia-
tion in step 1: Take the headings’ codes of interest from the PZ that do not exist in the FZ yet.
This way the entity resolution process is performed only for new headings (if any). If there is
no new heading’s code of interest in a recently added batch of data in the PZ, the procedure
ends, as there are no updates to do in the FZ.

Located in the folder data_formatter/headings/incremental, the scripts used for the above
process are:

• incremental_1.py
Performs step 1 from the previously defined procedure (taking only new headings).
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• incremental_2.py
Performs step 3 from the previously defined procedure

peru_exports: Sameapproach as thehistoricalwith a variation. Themost recentBATCH_WEEK
code attribute is taken from the table in the FZ. Then, only data with the attribute later to that
week is loaded.

The script performing this process is historical.py and its location has been designated to the
folder data_formatter/exports/incremental.

3.8 Exploitation Zone

The FZ has a generically cleaned version of the data that is project agnostic and can be used for
multiple purposes. Once a project is defined, target-oriented datasets can be generated from
there. The layer containing these datasets is called Exploitation Zone (EZ) [9]. This is the last
storage layer of the Data Management Backbone and serves as the input for analytics projects.
Therefore, this layer is exposed to either internal data scientists or external tools that leverage
the data for analysis [9].
The dataset built for a project can be generated in different data models depending on the

specific needs. Tensors, relations or dataframes are commonly used [9]. Accordingly, a se-
lection of the storage technology and the structure of the layer must be targeted. The next
subsections address these matters.

3.8.1 Selection

The analytical tasks that will be described in future sections will use time series, each of which
will be generated based on the heading’s code††. Accordingly, a dataset that facilitates this task
should be generated.

The FZ contains two tables from which the dataset should be generated. However, not all
the data from these tables will be needed and this arises from the “business” specific knowledge
of the project, as it will be described in the next section.

The consequent reduction of the data and the fact that the FZ’s tables are in PostgreSQL
led to the decision of implementing the dataset of the EZ as a view in the same database‡‡.
This introduces advantages: The first one is that there won’t be any need of implementing an

††Per heading, one or more time-series about different metrics will be generated
‡‡Note that a dataset could be formed frommore than one view
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Attribute Description
HEADING Product’s category heading code

EXP_ID Exporter’s tax ID

NET_WEIGHT Net weight of exported good in kg

GROSS_WEIGHT Gross weight of exported good in kg

VALUE_USD Value of good when boarding in USD

COUNTRY Destination country code

BOARDING_DATE Boarding date

DESCRIPTION Description about the exported good

BATCH_WEEK week of publication of the batch

Table 3.3: peru_exports_ts view details

incremental approach, as the view will be generated on demand. Second, removing the need
and overhead of adding another storage technology to the pipeline. And finally, the view can
be created and queried using SQL, as it can be treated as a normal table.

3.8.2 Structure

The EZ will contain a view with the dataset that will combine the data from peru_exports and
peru_exports_headings. The name designated for this view will be peru_exports_ts. It will be
structured as it is presented in Table 3.3.

3.9 Exploitation Datasets Generator

This section addresses the generation of the dataset in the EZ, based on the data available in the
FZ.As it was stated before, for this project the EZwill reside in the same database as the FZ, but
the dataset will be a view. This will remove the need of performing historical or incremental
implementations, as the view can be generated on demand. The rationale behind this choice is
due to the view’s intended use on a weekly basis for analysis and model generation. There are
no great advantages in persisting it within the database, as it would only result in unnecessary
consumption of storage space. The view’s structure was presented in Section 3.8.2.

To create the view, some business-specific details need to be addressed. They will define the

28



way this dataset will be generated. These are described below:

• Within the peru_exports table in theFZ, certain rows contain values in thenet_weight col-
umn ranging between 0 and 100kg. Initially, it was uncertain whether this data should
be considered as noisy. However, after conducting thorough research, it was discov-
ered that this is the result of a common practice in the export of vegetables and fruits.
Exporters typically send samples to potential clients before dispatching larger batches.
Consequently, rows with low net weights are highly likely to represent these samples.
Therefore, it has been decided not to include them in this research, since the focus is on
the actual exports. A threshold must be set for this.

• Similarly, some rows in peru_exports contained very low values in the value_usd column
ranging between 0 and 200 USD. Companies exporting goods usually send batches of
thousands of dollars. It can be that during the registration the person adding the row
forgot to add some digits or also that these rows correspond to samples. Therefore, it
was decided not to include them in the analysis. Accordingly, a threshold must be set.

• Furthermore, itwas seen thatmost of thedata is concentrated from2017onwards. There
are very few observations before 2017. So, the research will be done by taking data start-
ing from 2017.

• Finally, it was seen that some headings have very few observations in peru_exports. Since
the idea is to create time series by headings, we need them to have a considerable big
amount of observations. Therefore, a threshold for this should also be set for the analy-
sis.

Given all these considerations, thedata fromthe tables peru_exports and peru_exports_headings
is combined to generate the final dataset (represented as a view) as follows:

• Consider only those rows from peru_exports with a net_weight >= 100 kg, value_usd
over 200 USD, boarding_date starting from 2017, and only headings with more than
1000 observations.

• Join with the peru_exports_headings table to have the heading descriptions. Map head-
ings if the columnmapped_to specifies it.

The script in charge of running this process is called dataset_generator.py and it is located
in the folder data_exploitation/datasets/time_series_analysis. There, the filters above described
are set and then a .sql file is called tobe run in theFZ.That .sql file is in the folderdata_exploitation/
datasets/time_series_analysis/queries
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4
Complex Seasonality Analysis

This chapter covers the complex seasonality analysis for time-series. First, a detailed descrip-
tion of seasonalities and their representation with cyclic-time granularities is showcased. The
following section covers the state of the art regarding the use of cyclic-time granularities for
seasonalities extraction. The last section introduces a series of functionalities for the decompo-
sition a time-series using the concept of cyclic-time granularities.

4.1 A deeper look into seasonalities

Time is a continuous progression of events from the past, through the present to the future
[15]. As continuous, one can’t define an indivisible unit of time. Therefore, it is measured by
dividing it into sequential chunks as shown in Figure 4.1. This way, time can be represented as
a succession of discrete elements, each of which contains a continuous progression of events.

Figure 4.1: Time representations.
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According to Gupta et al., [2], a specific deconstruction of time into chunks is defined as
time granularity. Seconds, hours, days, or weeks are examples of time granularities. They differ
between them in the length of their chunks as it is shown in Figure 4.2. Note that every chunk
or time granule has a unique label, with digits being the most suitable option for highlighting
them sequentially.

Figure 4.2: Examples of time granularities, inspired from Gutpta et al. work [2].

It is essential to mention that the chunks within a time granularity don’t need to be equally
spaced. For example, one could define a “weekday” time granularity whereMondays to Fridays
are grouped in a chunk and Saturdays to Sundays are grouped in different ones, as shown in
Figure 4.3

Figure 4.3: The “weekday” time granularity .

In general, one can define any type of time granularity by choosing smaller or larger chunks.
Naturally, this decision relies on specific requirements and objectives, such as astronomical
considerations, business demands, and so on. For example, hourly time granularity is related
to the movement of the Earth. The weekday granularity can be useful for businesses as it splits
the time into working and non-working chunks, proving advantageous for scheduling and op-
erational purposes.
Gupta et al. [2] identify two types of time granularities: linear time granularities, which

are the ones seen so far dividing the time in chunks with unique labels. The second type is
denominated cyclic time granularities. These are the ones most commonly used and corre-
spond to combinations of two linear time granularities. For instance, the day-in-week cyclic
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time granularity shown in Figure 4.4 is built from day and week linear time granularities. Day-
in-month or month-in-year granularities are further examples. In the cyclic time granularities,
the labels of the chunks are repeated every certain period as shown in Figure 4.4. The dayMon-
day (labeled as 0) happens every 7 days or every week, the month of January happens every 12
months or every year, etc. An important remark is that cyclic-time granularities can have reg-
ular or irregular periods. There are always 7 days in a week (day-in-week has a regular period),
but some months may have 28,29,30, or 31 days (day-in-month has an irregular period).

Figure 4.4: day‐in‐week granularity .

Incorporate the idea of cyclic time granularities within the time-series field. A seasonality
in a time series is not more than a pattern within the chunk of a cyclic time granularity that
repeats every same label. For instance, in Figure 4.5, there is a seasonal pattern repeating every
0-labeled chunk.

Figure 4.5: Seasonality pattern in a time granularity .

In many time-series related scenarios, it is common to hear the terms “yearly”, “monthly”
or “weekly” seasonalities, referring to seasonalities found inmonth-in-year, day-in-month, and
day-in-week cyclic time granularities respectively. That is, if a data scientist is asked to check if
a time series has a yearly seasonality, he would try to find patterns that repeat every 12 months.
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However, it would be an oversimplified perspective to solely link the term “year” to month-
in-year, as one could also find seasonality patterns in time granularities such as semester-in-
year, week-in-year, or quarter-in-year. Therefore, when finding seasonalities in a time series it
would be useful to extend the search using multiple cyclic time granularities. Of course, the
time granularities to analyze must make sense with the context of the time series. For instance,
consider a time series that records the daily sales of a shop operating exclusively fromMonday
to Friday: It wouldn’t make sense to search a seasonality pattern in a weekday-in-week time
granularity, as the shop does not have sales on the weekends.
Given the overall discussion, there are four questions that need to be addressed:

• How to implement a custom cyclic-time granularity labeled series?

• How to assess if a time series has a specific cyclic-time granularity’s seasonality?

• How to obtain specific cyclic-time granularities’ seasonal patterns from a time series?

• How to include extracted seasonal patterns in forecasting models?

The next subsectionwill explore existing proposals and solutions that target partially or com-
pletely the above-defined questions.

4.2 State of the Art

It is understood as an implementation of a cyclic-time granularity the labeling approach of a
series representing time. To illustrate, consider a time series consisting of daily data spanning a
period of 14 days and suppose the available data starts on a Wednesday. The implementation
of a day-in-week granularity is shown in Figure 4.6. Here, the first day of the week is labeled as
1 and the last as 7. Similarly, a weekend-in-week granularity could be implemented by labeling
the working days as 0 and the weekend days as 1, as shown in Figure 4.7

Figure 4.6: day‐in‐week labeling .
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Figure 4.7: weekday‐in‐week labeling .

To achieve this, Gupta et al. [2] propose three approaches. All of them start by indexing
all the available time points*. That is, the first time point has an index of 0, the second has an
index of 1, and so on. Then, one of three formulas is applied, depending on the period of the
desired cyclic-time granularity. For regular periods (called circular granularities by Gupta et al.
[2]):

CG,H(z) = [z/P (B,G)] mod P (G,H) ∀z ∈ Z≥0 (4.1)

Where CG,C(z) denotes the label given to time point with index z when implementing a
G-in-C granularity. As the original time points do not necessarily are represented in the linear
granularity G, but in B, an initial conversion from B to G is needed. For example, if there is
daily data available and week-in-year granularity is needed, the data needs to first be mapped
to weeks. P (B,G) indicates the period or howmany chunks of B exist in a single chunk of C.
For irregular granularities (calledquasi-circular granularities byGupta et al. [2]), theypropose a
more complex formula that takes into account the different periods that the chosen granularity
can have. Also, they consider the period behind the irregularity of the period. For example, to
build a day-in-years granularity, the periodicity of leap years (every howmanyyears is a leap year)
would be needed. Additionally, a further approach is presented when there isn’t any defined
logic behind the irregularity of the periods (imagine a granularity easterdays-in-year).

As seen in the previous subsection, approaches to finding a specific cyclic-time granularity’s
seasonal pattern in a time series need to be explored. The Autocorrelation function (ACF)
shows the correlation between two lagged values of a time-series [6]. When a time series ex-
hibits seasonality at a specific time granularity, the autocorrelations will tend to be higher for
seasonal lags than for others [6]. Musbah et al. [16] present another approach that uses the Fast
Fourier Transform (FFT) to convert the time-series into the frequency domain and then ana-
lyze the spikes and their location to determine the existence of seasonality patterns. According

*For instance, if there is a time series with daily data, the time points would be the days

35



to Musbah et al., [16], their method outperformed the ACF. Some visual methods to detect
seasonalities at specific time granularities are the seasonal subseries plot, the spectral plot, and
the box plot [17]. Hyndman et al. [18] propose a method in which they group data with the
same time granule (label) and then compare their distributions using the Jensen-Shannon Dis-
tance metric. The idea is that if there is seasonality in a cyclic-time granularity, the distribution
of the data at the different granules should vary between them.

After identifyingwhich cyclic-time granularities associated seasonalities exist in a time-series,
obtaining the seasonal patterns† from the original time-series is the next step. Asmany seasonal-
ities could be found, approaches dealing withmulti-seasonal time series will be addressed. Ban-
dara et al. [19] introduce a method to decompose a multi-seasonal time series calledMSTL. It
is an extension of the Seasonal-Trend using Loess (STL) method to handle not only one but
multiple seasonality patterns [20]. The idea is to apply a series of LOESS smoothings and sub-
tract them from the time series for every seasonality. It includes an iterative refinement process
in which every smoothed curve or seasonal pattern is added to the residuals, smoothed using
LOESS again, and then subtracted from the residuals. Another interesting approach is used by
Facebook in their modular regression model for scalable time-series forecasting called Prophet
[21]. They propose an additive way to model a time series, in which the seasonal patterns are
linear terms. The seasonality patterns are generated using Fourier series. Given a time series,
the user can specify the periodicities that are known to exist in the data. So, it is expected that
the user knows the seasonalities a priori. Then, multiple Fourier series will be generated, one
for every period specified. The number of harmonics in each series is also customizable. This
method is similar to the dynamic harmonic regression withmultiple seasonal patterns presented
by Hyndman et al. [6]. There, they generate seasonal patterns using Fourier series and then
use them as external regressors in anARMAmodel. De Livera et al. [22] proposed the TBATS
model, where they alsousedFourier series for the seasonal patterns but allowing them to change
slowly over time. Dokumentov et al. [23] propose a time-series decomposition method called
Seasonal-Trend decomposition using regression (STR), where they represent the seasonalities
like two-dimensional surfaces resembling the topology of a cylinder, where one dimension is
the time extending along the axis of the cylinder and the other dimension is “circular” and
wraps around the cylinder [23]. It is circular because they resemble the cyclic-time granulari-
ties, where the labels repeat every certain period.

Once the seasonal patterns have been acquired, it is important to incorporate them into the
forecasting process. It is crucial to establish a clear differentiation here because certain mod-

†Referring to the seasonal pattern as a time series itself.
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els utilize seasonal patterns directly as predictors, while others employ alternative methods to
represent seasonality for forecasting purposes. For example, SARIMA is an extension of the
widely known ARIMAmodel that is able to forecast seasonal time series representing the sea-
sonality with three components: the seasonal autoregressive component that models the rela-
tionship between the current observation and past observations at seasonal lags, the seasonal
differencing component that removes the seasonal pattern by differencing the data at the sea-
sonal lag, and the seasonal moving average component captures the relationship between the
current observation and the residual errors at seasonal lags [6]. In contrast to SARIMA, al-
ternative models incorporate a dependent variable (time series) that is subjected to regression
with several independent variables, which encompass the seasonal pattern series, rather than
using the same variable from previous time periods. Having discussed various approaches for
acquiring the seasonal pattern series, the focus will now be directed toward examining models
that utilize them. For example, a variation of ARIMAmodels that allow to include regressors
are the ARIMAX and the SARIMAX models [24]. There, the regressors are linearly related
to the target variable. Another relevant approach is the one proposed in the Prophet model
[21]. They propose amodelingmethod that decomposes the time series into four components
including trend, seasonality, holidays, and remainder:

y(t) = g(t) + s(t) + h(t) + ϵt (4.2)

The seasonal patternsX(t) are adjusted with a parameter β, that define their contribution to
y(t):

s(t) = X(t)β (4.3)

For different applications, the trend can be modeled using either a saturating growth model
or a piecewise linear model. The choice between these models depends on whether the prob-
lem involves saturating or non-saturating growth‡ [21]. The holidays are modeled by creating
a matrix of regressors, where every regressor (vector with 1s in the date of the corresponding
holiday) is multiplied by a parameter to adjust its contribution to the forecast [21]. The STR
method introduced by Dokumentov et al. [23] decomposes the time series in three compo-

‡The Prophet model was implemented to cover many Facebook’s applications, like modeling user’s growth
[21]
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nents, including trend, seasonality, and remainder:

y(t) = T (t) +
I∑

i=1

S(t)i +R(t) (4.4)

Additionally, one could also add covariates to the formula. Similarly, as in the Prophet model,
every component is multiplied by coefficients that adjust their contribution to y(t). Accord-
ing to the article, theirmain contribution is to impose regularizations to the coefficients, resem-
bling a ridge regression [23]. Of course, thesemethods assume that there is a linear relationship
between the seasonal patterns and the target variable. A less biased approach is the General-
ized Additive Models (GAM) [25]. Instead of using coefficients, the predictors and the target
variable are related through smooth functions like splines. Scientific works for different fields
like medical [26] or environmental [27] applications that model time series using GAM have
been produced. Regarding ARIMA models, a way to integrate the extracted patterns could
be achieved by using the ARIMAX configuration, which allows to add exogenous variables
to improve the prediction [24]. Another effective multivariate regression model is Gradient
Boosting which utilizes a combination of multiple weak learners, each of which is designed
to correct the errors made by its predecessors, leading to a more accurate and robust overall
prediction [28]. The weak learners are usually decision trees.

4.2.1 Remarks

Different approaches and solutions tackling thequestions set in Section4.1havebeen addressed.
A further assessment needs to be performed to determine what can be used for this project and
also to find contribution opportunities. This will be done by analyzing each of the original
questions.

Implementing custom cyclic-time granularities labeled series: Gupta et al. [2] approach
introduces a formula-intensive implementation of the cyclic-time granularities. While their
method is themost complete, detailed, anduseful, some interesting adjustments couldbemade.
For example, instead of using different formulas to tackle different regular and irregular period-
icities, a fully programmatic approach could be achieved by taking the calendar’s information.
For example, if daily data is available and a semester_in_year granularity is needed, using the
calendar one could obtain the month of a time point, divide it by 6 (as 6 months exist in ev-
ery semester), and use a ceiling function, outputting 1 if it’s the first semester and 2 if it’s the
second semester. Furthermore, a fully programmatic approach could explode some already ex-
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isting functions from programming languages, like date.weekday() fromPython, that gives the
week_in_year label of a given date. Also, a fully programmatic approach could help to create
complex cyclic-granularities whose logic to label data points depend on external factors (for
example, a workingdays_in_month granularity of a shop that does not operate on rainy days).
Additionally, it was observed that the approach proposed by Gupta et al. [2] uses the Standard
Gregorian calendar instead of the ISO-8601 Week-Based calendar. In many cases, this could
lead to inaccurate outcomes. For example, in the ISO-8601 calendar each week belongs exclu-
sively to a single year, while in the Gregorian calendar, weeks can span across years [29]. As a
reference, see Figure4.8: The week 1 of the year starts on a Wednesday in the Gregorian calen-
dar, while in ISO-8601 it starts on a Monday. In fact, in the ISO-8601 calendar a week always
starts on a Monday and the first week of the year is the one whose Monday is the closest to
January 1st [29]. When someone uses the term “the next week”, they are typically referring
to it in the context of the ISO-8601 calendar rather than the Gregorian calendar. A week is
conceived as a period starting on a Monday and finishing on a Sunday, that’s how the world
operates. Therefore the ISO-8601 calendar is widely used in industries like financial or retail
[29]. As such, another interesting contribution would be considering the ISO-8601 calendar
when creating the cyclic-time granularities.

Figure 4.8: week_in_year in Gregorian vs ISO‐8601 calendar .

Gupta et al. [2] approach is available for public use inR language in a package called gravitas
[30]. As no implementation in Python exists, another interesting contribution would be to
implement it in this language. For the current project’s scope, it would be more consistent to
do it in Python, as the rest of the scripts are in this language.
Assessing if a time series has a specific cyclic-time granularity’s seasonality: Toknow if a

time series is seasonal at a specific cyclic-granularity, approaches using and not using the cyclic-
granularity labeled series were addressed. The ACF is the most straightforward approach, but
detecting multi-seasonal patterns with simple correlations at individual lags can lead to inaccu-
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rate conclusions. The approach using the FFT to convert the time-series to the frequency do-
mainpresentedbyMusbah et al. [16] seems veryuseful, but as the paper explains, “there are lim-
itations that prevent the FFT technique from identifying the seasonality when the series con-
tains a significant trend or insignificant swing along the periods of the time series”. A method
using the cyclic-time granularity labeled series is the one proposed by Hyndman et al. [18].
As explained, they proposed a statistical method to detect distributional differences within a
cyclic-granularity and thus to say if a time series is seasonal at that time granularity or not. First,
using the cyclic-time granularity labels, they group the time-series data in what they call “lev-
els”. Every level can be visualized using a box-plot graph. To gain a proper understanding, refer
to Figure 4.9 for clarification. The figure depicts a time-series graph displaying monthly data
where quarter_in_year labels are assigned to each time point and the shaded points are the ones
that will be grouped into level 1. Subsequently, Figure 4.10 exhibits the box-plot representa-
tion of level 1, alongside the box-plots of the other levels of the quarter_in_year granularity. If
there is a significant difference between the distributions of the levels, this would imply that
the data have a differentiated behavior depending on the label they have, which would suggest
the presence of seasonality.

Figure 4.9: quarter_in_year granularity used to create levels (the time‐points that are grouped in level 1 are shaded)

Hyndman et al. [18] follow a process inwhich they normalize the data, characterize each dis-
tribution and compute the distance between the distributions using Jensen-ShannonDistance.
They have implemented this approach in the gravitas package in R. There is currently no exist-
ing Python implementation of this method and thus it would be a valuable contribution to do
it in this language. Some specific adjustments will be proposed for this method, focusing on ar-
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Figure 4.10: Box‐plots of the different levels of the quarter_in_year granularity .

eas where potential contributions or improvements can be made, this will be clearly discussed
in the next section.
Obtaining specific cyclic-time granularities’ seasonal patterns from a time-series: Once

the seasonalities associated with cyclic-time granularities in a time-series are identified, various
methods for extracting themhave been explored. As it was remarked, it was important to focus
on methods dealing with multi-seasonal time-series. It was seen that methods likeMSTL [19],
Prophet [21] or STR [23] demand the user to add the periods of the seasonalities to extract,
representing them with a float. As it was seen, not all cyclic-time granularities have regular
periods and thus, representing their complexitywith a single number is inaccurate. A common
practice is to add decimals to represent irregular periods. For instance, in the documentation of
the Prophet model, an example is presented where they define the period of a day_in_month
granularity as 30.5 [31]. In essence, this is like saying that this granularity has a regular period
of 30.5, while it actually has multiple periods that can be 28, 29, 30 or 31 days. So, setting it
as 30.5 is an imprecise solution. This introduces a valuable opportunity to define a seasonality
extractionmethod where all the possible periods are considered. For this, using the cyclic-time
granularities series will be useful, as will be seen in the next section.
Including the seasonal patterns into forecasting models: Models using the seasonal pat-

terns as predictors and others using alternative methods to integrate the seasonality were ex-
plored. As the previous step will provide the seasonality patterns, it makes sense to choose
an approach that actually uses them. Although models like Prophet [21] or STR [23] model
the seasonalities in a different way, they can integrate covariates in the forecasting task. So,
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approaches using seasonal patterns as covariates could be tested. Likewise, it is worth explor-
ing the application of General Additive Models or Gradient Boosting that incorporate these
seasonal patterns as predictors.

4.3 Proposal

In this section, the implementation of three functionalities will be presented. The first one is
a cyclic-time granularity series generator, the second one is a seasonality analyzer and the third
one is a cyclic-time granularity based time-series decomposer. All of themwill be used in theData
Analysis Backbone that will be addressed in the next chapter.

4.3.1 Cyclic-time granularity generator

The goal of this functionality is to create a series with labels for every time point of a time series
according to a specific cyclic-time granularity specification. For example, if a time series with
daily data is available and the day_in_week granularity needs to be created, every time-point
will be labeled from 1 to 7 as it is shown in Figure 4.11. The labeling must be done in a logical
way, meaning that Monday should be labeled as 1, Tuesday as 2, and so on. Additionally, the
implementation will follow the ISO-8601 calendar.

The functionality should receive some inputs for creating the labels: the timestamps of start-
ing and ending points of the time-series and the units of time used. Since the data collected for
this thesis is in daily increments, the focuswill be on establishing cyclic-time granularities down
to this specific unit§. However, the same logic will be used if in the future even more specific
cyclic-granularities are needed (i.e. minute_in_day or seconds_in_hour). Considering this, the
only two inputs needed for the cyclic-time granularity generator will be the starting date and
ending date of the time-series.

The functionality allows to define a programming approach for every custom desired cyclic-
granularity. It was decided to include the following granularities:

• semester_in_year

• quarter_in_year

• month_in_year

• month_in_semester
§This means that the implementation to propose will work for daily data.
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Figure 4.11: day_in_week granularity labeling .

• month_in_quarter

• quarter_in_semester

• day_in_month

• day_in_week

• week_in_year

• week_in_semester

• week_in_quarter

• week_in_month

For example, the quarter_in_year granularity takes the range of days between the given start-
ing and ending dates, gets themonth of every day, divides it by 3 (as there are 3months in every
quarter), and then makes a ceiling operation¶. Some implementations are more complex. For

¶The ceiling operation gives the first integer greater or equal to a given number
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example, the week_in_month programming approach demands making an analysis determin-
ing if a day is the first Thursday of the month, as this is the reference used to determine if the
week belongs to a newmonth or to the previous one. While ISO-8601 does not directly defines
the first week of a month, the logic that it presents to determine the first week of a year can be
used, and that is the week that contains the first Thursday. The idea is to consider the initial
week of a month as the one in which the majority of days belong to the month, rather than the
preceding month. Unlike the Gregorian calendar where a week does not necessarily start on
Mondays [29], the presented approach is more suitable for real-life scenarios.

The decision tomake the implementation for the above 12 listed granularities is based on the
type of data that is used in this thesis and the types of seasonalities that it may have. Of course,
many other granularities can be implemented (an unlimited number) but since the available
data is not likely to present the corresponding seasonalities, they are not included. The final
output of the functionality is a series of labels per granularity with the same length as the time
series. Figure 4.12 shows the output dataframe, with the time-series values (denoted as usd_kg)
and the related granularity labels depending on the date. The script containing this implemen-
tation is called time_granularities_generator.py.

Figure 4.12: Example of the output of the time granularity generator functionality
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4.3.2 Seasonality analyzer

The goal of this functionality is to determine if a time series is seasonal at specific cyclic-time
granularities. As it was stated before, this will be implemented using the method developed by
Hyndman et al. [18] with some specific adjustments.

The inputs of the functionality are the dataframe created with the granularities generator,
the name of the column of the time series and the name of the granularity to analyze. The first
step is to remove the trend. As it will be shown, the seasonality will be tested by comparing the
different distributions across different time granules. If there is a trend, the distributions will
for sure be different and this is a behavior that needs to be avoided. Although it is not explicitly
mentioned in the paper as a trend mitigation approach, Hyndman et al. [18] methodology’s
first step addresses this by making an empirical Normal Quantile Transformation (NQT) of
the time-series forces it to follow a normal standard distribution. The motivation behind their
approach is to homogenize the type of distribution of all the levels inside a cyclic-time granular-
ity for better comparison. As a reference take Figure 4.13, where a time series before and after
the NQT is presented. For the implementation of the functionality in this thesis, the idea to
use the NQTwill be taken.

Once they have the transformed series, Hyndman et al. [18] group the data points according
to their labels in the cyclic-time granularity and then characterize each distribution by taking
the percentiles from each of them to then calculate the Jensen-Shannon Distance. According
toMenendez et al., [32], the Jensen-ShannonDistance ‖ is ametric tomeasure the difference be-
tween two probability distributions. For example, Python [33] andR [34] implementations of
the JSD function take as arguments probability vectors. Given that percentiles are not probabil-
ities, there is a potential misapplication of the Jensen-Shannon Divergence in their approach
that can lead to inaccurate outcomes. Therefore, an approach of characterizing the distribu-
tions with probability vectors instead of percentiles will be proposed for this functionality.

As it wasmentioned, after the time series is normal quantile transformed, a distribution will
be created for every label of the cyclic-granularity.

To clarify this, Figure 4.14 shows the boxen plot graph of every label’s distribution at a
month_in_year granularity of the time-series presented in Figure 4.13. To characterize these
distributions the following approach is proposed:

1. Get the maximum and minimum value from the time series.

2. Define 10 equally spaced bins between the maximum and minimum values
‖Called Jensen-Shannon Divergence in the article.
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Figure 4.13: Applying a NQT to a time‐series

3. Create a probability vector for each granularity label where every element is the propor-
tion of points from a single label that fall inside a bin.

Figure 4.15 schematizes how the bins are defined for themonth_in_year granularity example
presented before. Every probability vector will have 10 elements, every element is the propor-
tion of points inside the corresponding bin. There will be as many probability vectors as labels
in the cyclic-granularity. For example, for label 1 in Figure 4.15, the probability vector will be:

P1 = [0, 0, 0.02, 0.13, 0.45, 0.35, 0.5, 0, 0, 0]

Now that every distribution has been characterized using probability vectors, the Jensen-
Shannon Distance can be used to compare them. As it was mentioned before, the idea is that
if the distributions between labels are significantly different, this would suggest that the sea-
sons have an effect on the distributions of the data and consequently that a seasonality exists at
that cyclic-time granularity. According to Hyndman et al. [18] contributions, it is enough to
make the comparison for consecutive labels, take the maximum obtained JSD value, and ana-
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Figure 4.14: month_in_year granularity

Figure 4.15: Bins definition example

lyze if themeasure is significant enough. However, it was observed in this thesis thatmany time
series exhibited small differences between consecutive pairs but large differences between non-
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consecutive pairs. Hence, if only consecutive comparisons are made, one might erroneously
conclude the absence of seasonality, despite its actual existence. Therefore, the functionality
will run comparisons for all the possible pairs of labels and then take the maximum JSD ob-
tained. However as Hyndman et al., [18] remarked, as the number of labels increases there is a
higher chance to get a larger max JSD. To tackle this, a permutation test will be used. It is simi-
lar to the approach presented byHyndman et al. [18] but without the strong assumption that
the max JSD metric follows a normal distribution. The null hypothesis will be that the data
across all the labels follows the same distributionwhich is translated into a lowmax JSD and the
alternative hypothesis is that they are different which is represented by a high JSD. Therefore, a
right-sided hypothesis test will be used. In every permutation, the data in every label will be ran-
domly resampled and themax JSDwill be calculated. After several tests, it was determined that
1000 iterations are adequate. If the observed max JSD’s p-value is small enough, there would
be enough evidence to reject the null hypothesis and to determine that there is a significant
difference between the distributions and therefore, the existence of a seasonality. For example,
a possible outcome is the one presented in Figure 4.16: the right graph shows the histogram
of all the permuted max JSDs and the black line shows the observed max JSD. With a p-value
of 0.2757, there seems to not be enough evidence to reject that the labels distributions are the
same. Thismakes sense even visually, as there aren’t significant distributional differences across
the labels in the granularity.

Figure 4.16: Permutation test for day_in_month granularity

A different outcome is presented in Figure 4.17, where the observed max JSD’s p-value is
very small, and therefore strong evidence to reject the null hypothesis exists. Again, this makes
sense with what is visually concluded, as it is clear that months like February (2) or March (3)
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have considerably different distributions than the rest.

Figure 4.17: Permutation test for month_in_year granularity

As it is expected, a p-value threshold should be set to establish if a max JSD is significant
enough. After several tests, it was decided that the 0.01 threshold gives adequate results.
This functionality can be used for every desired cyclic-granularity. For the time series of

Figure 4.13, the results presented in Figure 4.18 were obtained.

Figure 4.18: Summary of seasonality analysis

This functionality is implemented in the script time_granularities_generator.py. It is a class
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that receives as inputs the dataframe**, the name of the time-series column and the name of the
cyclic-granularity series to analyze. It has three methods available for the user:

• summary: Returns a summary indicating the observed statistic (max JSD) and the cor-
responding p-value.

• is_seasonal: Returns True if the observed max JSD is significant enough to prove sea-
sonality, False otherwise.

• plot: Return the boxen plot and the histogram like the ones shown in Figure 4.16 or
Figure 4.17

4.3.3 Cyclic-time granularity based time-series decomposer

The goal of this functionality is to decompose the time series with the information obtained
from the seasonality analyzer. It considers the widely used approach that a time series is com-
posed of a seasonal, a trend-cycle, and a remainder component [6]. Unlike other decomposi-
tion strategies where the approach can be expressed in a mathematical formula (e.g. additive
decomposition), the proposed functionality introduces a step-wise approach similar toMSTL
[19] in which seasonal patterns and trend-cycle are extracted. It is built in two parts, the first
one addresses the seasonalities, and the second one is the trend-cycle (“trend” will be used for
simplicity from now on).
Once the seasonality analyzer provides the list of cyclic-timegranularities that have a seasonal

pattern in the time series, the seasonality extraction goes as follows:

1. Select one cyclic-time granularity

2. Select one label from the selected granularity

3. Take the average of all the values associated with that label

4. Assign to all the points from that label the calculated value

5. Repeat 2 to 4 for all the labels of the cyclic-granularity

6. Repeat 1 to 4 for every cyclic-granularity

**Defined in the previous section
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Figure 4.19 shows an example of this process. There, the seasonal pattern for the quar-
ter_in_year granularity is calculated. First, the points corresponding to label 1 are selected,
averaged, and assigned with the obtained value. Then, the points corresponding to label 2 are
selected, averaged, and assigned. This process continues till all the labels have been addressed
and the final seasonal pattern is obtained, as shown in the bottom part of Figure 4.19.

Figure 4.19: Seasonality extraction schema

It is important to highlight that all the patterns are independently extracted from the time se-
ries. This differs fromMSTL, where a extracted pattern is subtracted from the time series (and
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subsequently from the residuals) beforemaking the next pattern extraction. Bandara et al. [19]
work onMSTL explains that during the decomposition, seasonalities from larger period cyclic-
time granularities can absorb the information from lower period ones if extracted before. That
is, extracting a seasonal pattern from a semester_in_year granularity before a month_in_year
granularity can make the first pattern “steal” information from the second one††. This can
be clarified with an example: say that there is a time series with monthly data about retail sales
where an increase always happens inDecember (due toChristmas),making the second semester
always havemore sales than the first one. It’s clear that the increase is more related to amonth’s
effect rather than to a semester’s effect. However, if the semester_in_year seasonality pattern
is extracted before, it will take the December increment as an increase related to the semester.
Then when the month_in_year seasonality is extracted, part of that information will be not
available cause it was captured by the previous pattern. However, one could also think of a
situation where the opposite happens: say that there is another time series with sales data of a
shop in monthly increments. Consider that the marketing team of the shop runs a campaign
every first semester of the year to increase sales. When to launch the campaign depends on sev-
eral factors and therefore, it doesn’t have a specific month to be launched but it is always in the
first semester. Note that here the increment is more related to a semester’s initiative rather to
a month’s one. Extracting here the month_in_year seasonality first can make the first 6 labels
(January to June) absorb part of the information that actually belongs to the semester_in_year
seasonality. In summary, the order of extraction of seasonalities depends on the time series
and its particular context. Therefore, in the approach proposed in this thesis all the seasonal
patterns are extracted from the same time series (without any subtraction step) and as such,
the order is not relevant. The downside of this approach is that potentially the extracted sea-
sonality patterns will contain duplicated information and as such, they might be correlated.
Nonetheless, this is the most generic approach that could have been proposed given the above
explanation. Formore accuratemethods, one should know the context of the time series which
is not always the case‡‡. For example, Figure 4.20 shows the time series of the daily price per
kilogram of avocado exports and Figure4.21 shows the extracted seasonality patterns using the
proposed method.

Once the seasonal patterns are extracted, the trend can be addressed. In MSTL method,
which is a generalization of the STL method, the trend is obtained with a LOESS smoothing

††Under theMSTLapproach,where an extractedpattern is subtracted from the time-series (or residuals) before
making the next extraction.

‡‡However as it will be seen in the next chapter, this approach ends up generating good results
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Figure 4.20: Avocado exports in usd/kg

[20]. Inspired by this, it was decided to use a smoothing technique to capture the trend in the
functionality. The challenge lies in determining the appropriate fraction for LOESS smooth-
ing.
It is desired that the trend captures long-term tendencies of the data [6], which of course are

not related to seasonal patterns. If the trend is generatedwithLOESS smoothing that uses a tiny
fraction of the data to define each point, it will be very similar to the time series. As the seasonal
patterns are repetitive features extracted from the time series, they are correlated to it. So, the
fraction to use in the LOESS should be large enough, so that the trend is enough different from
the time series to not be significantly correlated with any of the seasonal patterns. That way it
is ensured that the trend captures as much information without including seasonal features.
To compare the trend and the seasonal patterns, the Pearson Correlation will be used. A two-
tailed hypothesis test will be conducted, where the null hypothesis will be that the absolute
value of the Pearson correlation is greater than the desired threshold. A rule of thumb is that
correlations from 0.0 to± 0.3 are considered negligible [35]. Considering this, the value taken
as the thresholdwill be 0.1. The null hypothesis will be rejected if the p-value is below 5%. This
means that if the absolute maximum correlation is less than 0.15 and the statistic is significant
enough (p-value < 0.05), there will be enough evidence to say that the correlation between the
seasonal patterns and the trend is negligible. In summary, the trend extraction algorithm is
proposed to be as follows:

1. Initialize the smoothing fraction in 0.01

2. Get the trend by applying a LOESS smoothing on the time series with that fraction

3. Calculate the Pearson Correlation between the trend and a seasonal pattern
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Figure 4.21: Seasonality patterns

4. Repeat step 3 for all the seasonal patterns

5. Get the maximum correlation value
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6. If the correlation (absolute) is less than 0.15, proceed to step 7, else go back to step 1
adding an increment of 0.01 to the smoothing fraction.

7. Make the two-tailed hypothesis test to assess its significance

8. If the null hypothesis is not rejected, go back to step 1 adding an increment of 0.01 to
the smoothing fraction, else return the obtained trend and finish the algorithm.

As a reference, this was tested with the time series from Figure 4.20 obtaining the trend
displayed in Figure 4.22. In this case, the algorithm yielded a smoothing fraction of 14%.

Figure 4.22: Extracted trend

The proposed approach to decompose the time series was denominated GMST decompo-
sition, referring to (cyclic-time) granularity-based multi-seasonal trend decomposition. The
functionality was implemented in the script gmst_decomposition.py. It receives, as input the
cyclic-time granularities to extract (that are automatically obtained from the seasonality ana-
lyzer part) and the time-series. As expected, the output are the seasonal patterns and the trend.
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5
Data Analysis Backbone

This chapter covers the data analysis pipeline that is the continuation of the data management
backbone. First, the fundamentals of themethodology touse are presented. Then, thedifferent
layers of the pipeline are described. The complex seasonality analysis-related implementations
will be used here.

5.1 Fundamentals

The Data Analysis Backbone is a methodology taught by the Polytechnic University of Cat-
alonia (Universitat Politècnica de Catalunya) to create pipelines for data analysis. It is the con-
tinuation of the Big Data Management Backbone described in 3. Specifically, it addresses the
analysis-related tasks from the retrieval of the data from the ExploitationZone to the deploying
of models [9]. A schema of the backbone is shown in Figure 5.1

As mentioned in 3, the Exploitation Zone (EZ) exposes a project’s focused datasets to data
scientists. In Figure 5.1, it is shown that the EZ exposes 3 different datasets, each for a different
project. Therefore, every analytical project has its own analytical pipeline. A single pipeline is
composed of a series of layers through which the data is leveraged sequentially. Similarly, as it
was done with the Big Data Management Backbone, a distinction can be made between the
layers according to the task they perform. The first layer is a “transit” layer (black) as it is used
to generate the data input for the next ones that are denominated “analytical” layers (dark red).

In the next sections, the implementation of this backbone for this thesis will be described.
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Figure 5.1: Data Analysis Backbone schema.

As in Chapter 3, each layer of the pipeline will be addressed.

5.2 Analytical Sandbox(es) Generator

The function of this first layer is to take subsets of the dataset provided by the EZ that will be
used as inputs for analytical tasks inside a project. These subsets are called sandboxes [9]. In the
Big Data Management Backbone implementation, it was defined that the dataset exposed by
the EZ is a PostgreSQL view called peru_exports_ts, whose details are presented in Table 3.3. As
it was mentioned before, it contains data on exports of vegetables and fruits from Peru. Every
row in the dataset represents an export event on a particular day. Every row can be associated
with a type of product according to the code in the attribute HEADING. Three numerical
attributes exist in the dataset: NET_WEIGHT, GROSS_WEIGHT, and VALUE_USD. Fur-
thermore, a BOARDING_DATE attribute exists to indicate the date of the corresponding
export.

As it was stated in the introductory chapter of this thesis, two metrics regarding exports
are worth analyzing: the daily price per kilogram and the daily total weight exported per prod-
uct type. Then, the sandboxes will be implemented as time series from these two metrics for
every product type. In other words, one group of sandboxes will gather time series of daily
prices per kilogram and the other groupwill be composed of a time-series of daily total weights
exported. Figure 5.2 schematizes this: for every heading (product type) two sandboxes are gen-
erated. These sandboxes can be created as follows:
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Figure 5.2: Sandboxes per heading schema

• price by kilogram: For this metric the VALUE_USD attribute can be used with the
NET_WEIGHTor theGROSS_WEIGHT.As theNET_WEIGHTaddresses theweight
of the exported product without the packaging, this one will be considered. The price
per kilogram is thendefined as thedivisionbetween theVALUE_USDand theNET_WEIGHT.
A new attribute called USD_KG can be obtained per row. As the daily price per kilo-
gram isneeded, this newattributeneeds tobe aggregatedusing theBOARDING_DATE
and taking the average of all the USD_KG per day. If there are days without observa-
tions, the USD_KG value is set with the price of the day before.

• total weight exported: This metric can be obtained using the NET_WEIGHT at-
tribute. An aggregation needs to be made according to the BOARDING_DATE. As
we need the total weight exported, the operation in the aggregation will be a sum of
NET_WEIGHT. The aggregated column will be called TOTAL_WEIGHT. If there
are days without observations, the metric is set to 0, meaning that 0 kg of that product
where exported that day.

These implementations are done in the script time_series_generator.py which is located in
the folder data_analysis/sandbox_generators/scripts/. It receives as input the heading code of
the product and a string indicating the type of time series to create (’usd_kg’ or ’total_weight’).
This script consumesqueryfiles (.sql) located indata_analysis/sandbox_generators/queries/. The
output is an array with the time-series and optionally, the user can use a method to plot it. Fig-
ure 5.3 shows a time series generated with this functionality.
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Figure 5.3: Time‐series obtained in the sandbox generator

5.3 Features Generation

In this layer, the goal is to generate features from the sandboxes [9]. To achieve this, the data
must be prepared considering specificmodels’ needs. In the end, training and test datasetsmust
be obtained.

In this thesis, the target is to create forecastingmodels for each time series, making use of the
complex seasonality-related implementations described in Chapter 4. As such, the features to
extract from each time series are the seasonality patterns and the trend-cycle. The idea is to use
the same features in differentmodels to see their performance. Considering this, the schema of
the pipeline per product type can be seen in Figure 5.4. Note that a model selection layer was
added since this will be the one choosing the best model.

Once a time series is generated as detailed in the previous section, the feature extraction pro-
cess starts. First, the cyclic-time granularity generator is used to label each observation of the
time series, once per granularity. For the time series in Figure 5.3, the dataframe from Figure
5.5 is generated in this first step. It has 12 cyclic-time granularities columns:

• semester_in_year

• quarter_in_year

• month_in_year

• month_in_semester

• month_in_quarter
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Figure 5.4: Data analysis pipeline schema per product type

• quarter_in_semester

• day_in_month

• day_in_week

• week_in_year

• week_in_semester

• week_in_quarter

• week_in_month

Then, the previously implemented seasonality analyzer is used. Every cyclic-granularity in
the dataframe will be independently analyzed. All the seasonalities that are detected will be
registered by adding the corresponding granularity names (e.g. semester_in_year) into a list.
For example, for the dataframe shown in 5.5, the analyzer detected 8 seasonalities.
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Figure 5.5: Cyclic‐granularities generated

At this stage, the seasonality patterns extraction process starts. The GMST decomposer im-
plemented and described in the previous chapter is used to obtain all the seasonal patterns and
trend from the time series. For the time series of the example seen so far, the GMST decom-
poser extracts the 8 seasonality patterns displayed in Figure 5.7 as well as the trend shown in
Figure 5.6 (while the day_in_week seasonality is also extracted, it is not included in the figure
as it’s frequency is very high and its visualization is not ideal)*.

Figure 5.6: Extracted trend with the GMST decomposer

The described steps are implemented in the script time_series_features_generation.py located
in the folderdata_analysis/features/scripts/. The inputs are the dataframewith the observations

*An interesting remark to highlight from this example’s decomposition is that the obtained fraction for the
trend smoothing was 1.0. This means that the seasonality patterns capture much more information about the
time series compared to the trend.
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Figure 5.7: Extracted seasonality patterns with the GMST decomposer

with the cyclic-granularities and a list of the granularities to extract. The obtained arrays con-
taining the original time series, the seasonal patterns, and the trend are split into two portions
each: training and validation series. The training series will have 80% of the data and the vali-
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dation series the remaining 20%. This is the output of the functionality.

5.4 Model(s) training

In this layer, the extracted features are used to train specificmodels. Thus, the training data pre-
viously generated will be consumed. The explanatory variables or predictors are the ns season-
ality patterns (si(t)) and the trend (d(t)). The target variable (y(t)) is the original time-series
array. Forecasting models for predictions of 30, 60, and 90 days in advance will be trained. For
this thesis, several models will be analyzed, specifically:

• Multivariate Linear Regression

• Generalised Additive Models (GAM)

• Prophet

• ARIMAX

• Gradient Boosting

Themotivation to use eachmodel and its configurations will be detailed in the next sections.
In the case of the Prophet model, two different configurations will be studied.

5.4.1 Multivariate Linear Regression

A Multivariate Linear Regression model assumes that there is a linear relationship between
the predictors and the target variable. It will be interesting to test if this assumption holds for
some time series. Furthermore, it provides high explainability, as themodel is very simple. This
is desired to understand the real contribution of each seasonality pattern and the trend.

Thismodel will be configured in amulti-step approach, whichmeans utilizing past variables
from a specific number of steps earlier to forecast future values. As explained before, steps 30,
60, and 90 days will be used. As such, the model can be written as follows:

ŷ(t) = β0 +
ns∑
i=1

βs,isi(t− steps) + βdd(t− steps) (5.1)

Themodel touse is taken fromtheStatsmodels library and itwill befittedusing theOrdinary
Least Squares (OLS) method. [36].
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5.4.2 Generalised AdditiveModels (GAM)

Themotivation behind the use of theGAMmodel is the option to addnon-linear relationships
between the predictors and the target variable. This eliminates the rigid assumption of linearity,
which may not necessarily be valid for all the time series.

This model will also follow a multi-step configuration using steps of 30, 60, and 90 days.
Every predictor will be related to the target variable with a spline function f(.). Therefore, the
mathematical expression of the model is:

ŷ(t) = β0 +
ns∑
i=1

fs,i(si(t− steps)) + fd(d(t− steps)) (5.2)

The training of the model is performed using the pyGAM library and specifically using the
LinearGAM class [37].

5.4.3 Prophet

This model will be used to set two different configurations. To understand the motivation to
do this, some context needs to be given. According to Taylor et al. [21], one of the features of
Prophet is to provide a user-friendly model to analysts with deep domain expertise, but with-
out wide experience in time-series forecasting. An analyst that knows the background of a time
series could know a priori what seasonalities exist in the data and Prophet allows him to add
this information as arguments of themodel. However, specific time series may exhibit seasonal
patterns that they do not necessarily know and/or that can’t be easily expressed as arguments
in the model†. Thus, a way to automatize the detection and use of seasonality patterns in the
model should bring benefits from a user-experience perspective and potentially, from an im-
provement in the forecastings. This will be studied by proposing three different configurations
for the model:

1. Prophet without regressors

ŷ(t) = dprophet(t) + sprophet(t) (5.3)

†As itwas explained before, the seasonality arguments in the Prophetmodels are numerical values that indicate
the period of the seasonality. However, not all seasonalities have regular periods and as such, they can’t be simply
defined with a number.

65



2. Prophet using the extracted seasonal patterns

ŷ(t) = dprophet(t) + sGMST (t) (5.4)

3. Prophet using the extracted seasonal patterns and trend as regressors

ŷ(t) = dprophet(t− steps) + dGMST (t− steps) + sGMST (t− steps) (5.5)

Thefirst two configurationswill be compared to see the effect of adding the seasonal patterns
obtainedwith theGMSTdecomposition in themodel. dprophet(t) refers to the trend extracted
by the Prophet model. Prophet allows to add exogenous variables whose observations at time t
are linearly related to the prediction at time t. Note that this is only possible because the future
values of the seasonal patterns are known (as they are fluctuations). The third configuration
includes the seasonal patterns but also the trend, whose future values are unknown. Therefore,
this last configuration will be set in a multi-step approach, where differed observations of the
exogenous variables (t − steps) will be used in the prediction. This last configuration will be
compared to the other multi-step approaches seen so far.

According to its documentation, the Prophet model fits weekly and yearly seasonalities by
default [31]. It is reasonable to think that an analyst with knowledge of exports of vegetables
and fruits would know that these products tend to have yearly seasonality. As such, in the first
configuration, only the default weekly seasonality will be excluded. In the second and third
configurations, all the default seasonalities will be excluded, since the regressors already have
that information. In the case of the Prophet’s trend component, the documentation does not
mention any way to exclude it. It would be ideal to do this for the second and third configura-
tions as the trend is one of the regressors, but today that’s unfeasible. However, it is reasonable
to think that as both trends are being generated through different methods, they might be cap-
turing different information. So having both might be beneficial. This will be discussed in the
final results.

5.4.4 ARIMAX

As it was seen, in ARIMAmodels the prediction is performed considering a set of observations
of the same variable that extend back to a certain point in the past. A type of thesemodels called
ARIMAX allows to add exogenous variables to improve the forecasting [24]. As it is desired
to include the extracted seasonal patterns and trend as predictors, this is the model that will
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be used‡. When adding additional predictors, the model makes use of a linear relationship
between them at time t and the target variable at time t.
A multi-step approach for the ARIMAX model could be implemented by using past ob-

servations of the exogenous variables (t − steps) to make forecastings at time t. As such, the
model’s formula would be:

ŷt = β0 +
ns∑
i=1

βs,isi(t− steps) + βdd(t− steps)

+ϕ1y
′
t−1 + ϕ2y

′
t−2 + . . .+ ϕpy

′
t−p

+θ1εt−1 + θ2εt−2 + . . .+ θqεt−q (5.6)

The first line of the formula shows the linear relationship between differed observations of
the exogenous variables and the target variable. The second and third lines show the autore-
gressive and moving average components respectively, that consider not one but a set of ob-
servations till point p and q in the past respectively. The y′ symbolism is used to denote the
differencing component d.
It is necessary now to define the orders of autoregressive, differencing, and moving average

components (p, d, q respectively). As the exogenous variables include seasonal and trend in-
formation, short-term and long-term patterns are already being captured by the model there.
Given this and in order to maintain the parsimony considering that exogenous variables added
more parameters, it was decided to capture only first-order relationships for the autoregres-
sive and moving average components. Additionally, a first-order differencing was chosen for
the model to avoid introducing unnecessary distortions that could arise from higher-order ap-
proaches. Finally, the formula is:

ŷt = β0 +
ns∑
i=1

βs,isi(t− steps) + βdd(t− steps) + ϕ1y
′
t−1 + θ1εt−1 (5.7)

The library to use for implementing this model is Statsmodels.

‡Note that the SARIMAX configuration is not used, as the seasonal information is already in the exogenous
variables.
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5.4.5 Gradient Boosting

Themotivation to use Gradient Boosting is to evaluate the performance of a model with fewer
assumptions. As it is expected, this ensemblemodelwill be configured in amulti-step approach
for predictions 30, 60, and 90 days in advance. The number of boosting stages will be set to
2000. The maximum depth of a tree is 4 levels (not more to prevent overfitting) and the min-
imum number of samples to split a node is set to 10. Finally, the loss function chosen is the
squared error and the learning rate is set to 0.01 to mitigate intense willingness.

To fit this model, the library Sci-Kit Learn will be used and specifically the module “ensem-
ble” and the class “GradientBoostingRegressor”.

5.5 Models’ evaluation

The data contained information about exports of vegetables and fruits, specifically of 47 prod-
uct categories in total. As it was mentioned before, the time series of two metrics by product
were generated: usd_kg and net_weight. For every time series, 5 multi-step models and 2 non-
multi-step models were fitted. For every multi-step model, 3 configurations were tested: 30,
60, and 90 steps.

In the previous section, it was mentioned that the two non-multi-step models were the
Prophetwithout regressors and theProphet using seasonal patterns as regressors. Thesemodels
will be compared to see if the use of seasonal patterns positively impacts the prediction’s accu-
racy. As these models are fitted for research purposes, they won’t be deployed in the pipeline.
The rest of the models (multi-step) will be compared between them, to get the best model by
product. The idea is to select the best model by product. The best model by-product will be
deployed in the pipeline.

The performance measure chosen for the models’ evaluation is the Mean Absolute Error
(MAE). The following sections will describe the results obtained for the non multi-step and
multi-step models respectively.

5.5.1 Non multi-step models evaluation

This section addresses the evaluation of the models:

• Prophet without regressors (prophet_1)

• Prophet with seasonal patterns as regressors (prophet_2)

68



For every product (47 in total), the two models were fitted for the usd_kg and net_weight
time series. By comparing the predictions and the real values in the test data, the MAEmetric
was obtained. For the group of time series about usd_kg, the best model among the two op-
tions was chosen. As it’s shown in Figure 5.8, the Prophet model using the seasonal patterns as
regressors had the smallest MAE in 89.4% of the time series.

Figure 5.8: Comparison between models for all the products’ time‐series about usd_kg

The prophet_2 model was also the best performing one in the group of time-series about
net_weight. As Figure 5.9 shows, this model had the smallest MAE in 59.6% of the cases.
These results suggest that using the seasonal patterns extractedwith theGMSTdecomposition
method proposed in this thesis generally improves the forecasts of the Prophet model.

5.5.2 Multi-step models evaluation

The five models fitted by time series are:

• Linear Regression

• Generalized Additive Models (GAM)

• Prophet

• ARIMA

• Gradient Boosting
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Figure 5.9: Comparison between models for all the products’ time‐series about net_weight

For each of the two time series by product (usd_kg and net_weight) and every option of
steps (30, 60, and 90), the model with the smallest MAE was chosen. For example, Table 5.1
shows the performance summary for the time-series aboutusd_kg for the productwith heading
712909000. For predictions 30 steps before, the GAM model is the best option. For predic-
tions 60 and 90 steps before, the Gradient Boosting and the GAM are the best-performing
ones. As seen, the best model was dependent not only on the time series but also on the steps
configuration. This behavior was observed for all the products (also in the group of time-series
about net_weight).
Regarding the group of time series about usd_kg, no specific model stands out considerably

in termsofperformance fornoneof the steps’ configurations. This canbeobserved fromFigure
5.10, which illustrates the distribution of the best-performing models.

Figure 5.10: Best model among time‐series of usd_kg for different steps configurations
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Heading Type Steps Model MAE
712909000 usd_kg 30 linear_regression 4.472957

gam 4.071223
prophet_3 4.333122
arima 4.432349

gradient_boosting 9.880288

712909000 usd_kg 60 linear_regression 4.576499
gam 4.377030

prophet_3 4.490157
arima 4.648773

gradient_boosting 3.997694
712909000 usd_kg 90 linear_regression 4.802762

gam 4.493043
prophet_3 4.563068
arima 4.847978

gradient_boosting 7.142373

Table 5.1: Models performance for the product with heading 712909000 using the usd_kg time series and different steps

A different behavior can be observed in the group of time-series about net_weight, where
the GAM model is generally the best performing one and the ARIMA and Prophet models
the worse ones. This can be visualized in Figure 5.11, which also shows the distribution of the
models with the least MAE.

These results suggest that the type of information that time series contains in some cases can
be better explainedwith a specificmodel, but in other cases, the type of information isn’t really
relevant and no specific model stands out in terms of performance.

Following the pipeline design, for every product, the best model by type and steps was cho-
sen and saved for deployment. In the end, 283 models (47 products x 2 time-series x 3 steps’
configurations) are ready to be used to make forecasts 30, 60, and 90 days in advance. These
models will be refitted every week, as new data will be ingested in the data management and
analysis backbone and therefore, the time series will be updated.
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Figure 5.11: Best model among time‐series of net_weight for different steps configurations
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6
Conclusion

This thesis involved the proposal and implementation of a datamanagement and analysis back-
bone addressing data on exports of vegetables and fruits in Peru. Themulti-seasonal character-
istics of the data motivated the proposal of a complex seasonality analysis approach to extract
seasonal patterns and trend from the backbone’s generated time-series.

The datamanagement backbone is a key element not only to create a storage pipeline for the
data, but also to manage the updates that happen in a weekly basis for this specific application.
Furthermore, the use of HDFS in the Persistent Zone opens the possibility to horizontally
scale up the storage capabilities in the future without big changes, as the data will only keep
increasing.

The complex seasonality analysis related implementations and especially theproposedGMST
decomposition method has shown encouraging results. It was shown that the programming
approach to generate cyclic-granularities allows the definition of any time granularity that the
user considers appropriate to explore. While the most suitable granularities for this applica-
tion were implemented in this thesis, more granularities can be easily added. As explained, the
granularities labeling approach adopts the ISO-8601 calendar, which aligns better with real-life
scenarios than the Gregorian calendar. Furthermore, the extracted seasonal patterns through
the GMST decomposition have shown to improve the prediction capabilities of the Prophet
model in 89.4% of the time-series of usd_kg and in 59.6% of the time-series of net_weight. This
evidence suggests that the implementations in this thesis can lead to improving the predictions
of Prophet. Also, from a user perspective integrating the seasonal features into the Prophet
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model removes the need for the user to define the seasonalities by himself, as he can rely on the
automatic detection and extraction proposed in this thesis. This is remarkable because one of
the key features of Prophet is its simplicity of use, which with the proposed approach becomes
even more straightforward as defining the seasonalities isn’t necessary anymore. Furthermore,
several modeling approaches using the extracted features with the GMST decomposition were
presented. It was observed that the most accurate model to adopt depends on each specific
time series and not necessarily on the type of metric that it represents. More concisely, the best
model isn’t necessarily related to a specific type of time series, as is shown in Figure 5.10.

Finally, the data analysis backbone allows assigning the best possible model to each time
series and to each multi-step approach. As it was seen, for a single time series, different models
can be the best option for each step definition. Therefore, making specific models for each
single case is the best approach. Furthermore, in the case of the time series about usd_kg, there
wasn’t a clearly more accurate model for all the products. A different behavior was observed
when addressing the net_weight metric, where the GAM and the Gradient Boosting models
were the most accurate ones in all the configurations.

These remarks are very insightful, as they suggest that when analyzing time series about ex-
ports of vegetables and fruits, themodel that better explains an economicmetric like theusd_kg
is highly dependent on the product. However, in the case of a metric more related to the prod-
uct’s characteristics like the net_weight, specific models like GAM or Gradient Boosting tend
to have the best results.

An essential aspect to highlight concerning the content of this thesis, evident to the reader,
is the incorporation of teachings and technologies imparted by all three universities within the
master’s degree program. This wasn’t on purpose but naturally arose, as this thesis was struc-
tured and executed as a complete data management and analytics project.
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