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ABSTRACT 

Technological development plays a crucial role in the successful realization of large Flow Battery (FB) systems and 
can significantly contribute to reducing capital costs. FBs represent a sophisticated technology necessitating 
complicated engineering. In this work a numerical modelling of the mechanical behaviour of Vanadium Flow 
Battery (VFB) stack with COMSOL Multiphysics® has been performed. During VFB stack assembly, it is crucial to 
apply adequate external pressure to properly seal the cells and prevent leaks, ensuring optimal electrical 
performance of the battery. Achieving homogeneous compression of the stack helps reduce ohmic losses by 
establishing effective contact between the cell components and minimizing contact resistance. In particular, this 
study examines the influence of end plate geometry and bolt configuration on the distribution of contact pressure 
within an industrial scale VFB stack. The pressure is applied using metal end plates secured with bolts. The 
thickness of the end plates, along with the number and placement of bolts, is optimised to achieve uniform contact 
pressure across the active area. This research offers a framework for the optimal mechanical design of VFB stacks. 
More generally, the same analysis can be applied to all Fuel Cell (FC) reactors utilising the stack configuration 
outlined below. 
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1. INTRODUCTION 
a. The need of staƟonary energy storage 

The current climate crisis requires the industrial society to drasƟcally cut its greenhouse gases emissions in liƩle 
Ɵme: being the producƟon of electric energy the main cause of such gases, the need to switch to alternaƟve 
sources is evident. This is mostly done by adopƟng renewable energies, mainly wind and photovoltaic, but their 
intermiƩence is an important disadvantage. The intra-day energy demand is known and foreseen with staƟsƟcal 
studies and follows a certain curve of load, as depicted in Figure 1.1. 

 
Figure 1.1: The curve of the intra-day energy demand. [1] 

The producƟon of electric energy has always followed the needs of the loads: this was not challenging since 
tradiƟonal energy sources are programmable, and usable at request. 
Renewable energy sources instead follow other dynamics, mainly the solar irradiaƟon and the wind speed at the 
current moment in the considered geographical locaƟon. They are therefore not coupled with the load, and might 
not be present with sufficient intensity when needed. This brings to the need of energy storage: implants where 
energy can be gathered whenever there is abundance of it, and then released whenever demanded. This is not 
only necessary to feed the loads, but also for grid stability criteria. 
Being in fact the grid operated at alternate current (in Europe at the frequency of 50 [𝐻𝑧] and voltage of 230 [𝑉], 
in the USA of 60 [𝐻𝑧] and 120 [𝑉]), the correct values must always be kept within the corresponding tolerances. 
In parƟcular, in Italy [2]: 𝑓 = 50 ± 0.1 [𝐻𝑧] 
It might be slightly different in parƟcular cases, such as: 𝑓ௌ௬ = 50 ± 0.5 [𝐻𝑧] 𝑓௬ = 47.5 ÷ 51.5 [𝐻𝑧] 
This leads to the concept of inerƟa of the grid: its capacity to withstand important disturbs, e.g. the sudden loss 
of a generaƟon plant, faults, the connecƟon or disconnecƟon of heavy loads (factories, trains etc.). Historically, 
inerƟa was copiously provided by the heavy rotaƟng motors and generators connected to the grid, which used 
their own great masses to keep the frequency stable. Nowadays, more and more rotaƟng loads are being 
connected through inverters, which do not provide anymore the aforemenƟoned stability, but are anyway 
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preferred since they allow precise control at desire. Photovoltaic and wind generaƟon plants are connected by 
inverter too, so the power generaƟon is going to contribute less to the frequency stability as well. Luckily, baƩeries 
can be set to provide a syntheƟc inerƟa, so they can give a substanƟal help in this issue. 
BaƩeries are not the only energy storage system (ESS) currently available: beside them there are also many 
others: pumped hydro, flywheels, compressed air, buoyancy, supercapacitors, superconducƟng magneƟc etc. 
Furthermore, there are several different types amongst baƩeries, each with their peculiar advantages and 
disadvantages: lead-acid, lithium-ion, redox flow, sulphur, Ni-Cd, alkaline, carbon zinc, and much more (beside 
the uprising interest towards hydrogen). 

b. Vanadium redox flow baƩeries 

Amongst all the aforemenƟoned baƩery technologies, this thesis focuses on vanadium redox flow baƩeries (VFB). 
They are subsequently described first in their general characterisƟcs and then in their funcƟoning details, to 
finally provide the relaƟve state of the art. 

i. General overview 

Regarding VFBs, the advantages that make them a promising ESS are: [3-9] 
- Scalability in power output and capacity. The energy capacity is in fact provided by the ion concentraƟon 

and the electrolyte volume, which are stored in the tanks. The power output is instead dependant on 
the number of cells and stacks. These can even be modified in already exisƟng implants, which is an 
addiƟonal advantage. The point is that energy capacity and power output can be independently set, so 
they can be both chosen as desired. 

- OperaƟonal flexibility: VFBs are a useful system for applicaƟons like peak shaving, Ɵme shiŌing and 
frequency regulaƟon which have beneficial effects for the grid. 

- VFBs can work even for 20,000 cycles, which means that the investment costs cover a long period of 
Ɵme. Concerning the expenses, the vanadium electrolyte builds the greatest share, being the second 
one given by the power electronics. [8] A diagram of the costs is shown in Figure 1.2: it depicts three 
cases: industrial implant with either large or small cells, and residenƟal implant, concerning both the 
investment costs and the total life cycle costs. 
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Figure 1.2: The cost shares of a VFB, considering both a) the investments costs and b) the shares of total life 
cycle cost, in the cases of an industrial implant with either large or small cell, and of a residenƟal implant. 

[8] 

- Low self-discharge. The self-discharge is the undesired phenomenon that provokes a gradual loss of the 
energy stored in an ESS. The lower it is, the beƩer. Its causes depend on the issued system, e.g. they are 
totally different between a VFB and a flywheel. In the case in exam, they are mainly due to the diffusion 
process of vanadium ions from one half-cell to the other. Such a phenomenon grows stronger with 
increasing flow rates, i.e. at greater powers. [6] The self-discharge is anyway very low, even negligible in 
large implants, since it only concerns the electrolyte present in the cells, not in the tanks. 

- Response Ɵme: it indicates how fast an ESS is to acƟvate. VFBs can do it in a maƩer of seconds. If they 
are execuƟng the service of frequency regulaƟon, i.e. they have to suddenly provide an important 
quanƟty of waƩs, the electrolyte in the cells must be fresh, not too consumed by the diffusion 
phenomenon. In such a case, it is necessary to change it from Ɵme to Ɵme with fresh electrolyte from 
the tanks. 

- Environmental impact: VFBs are eco-friendly, since almost all their components can be recycled, unlike 
lithium-ion baƩeries, which are highly problemaƟc under this point of view. In parƟcular, the electrolyte 
recycling is not only possible, but even heavily advantageous with respect to the use of primary 
vanadium electrolyte. [5] 
Concerning the vanadium supply, it is quite an abundant element on the planet, being many tonnes of 
it dissolved in seawater. Their extracƟon is not economically feasible though, so it must be found in 
deposits, which come in four main types: vanadiferous ƟtanomagneƟte deposits, sandstone-hosted 
vanadium deposits, shale-hosted deposits, and vanadate deposits, being the first kind the most 
important source. Vanadium can also be obtained as a by-product in other industries, such as those 
dealing with steel, aluminium or uranium producƟon. [9]  
Since there are no vanadium deposits in the EU area, it is considered a criƟcal material since 2017 by 
the EU criƟcality assessment. [10] The countries that produce most of it are China, Russia and South 
Africa. ESSs are only a small consumer of vanadium, being most of its tonnes used by the steel industry, 
since it produces hard and stable carbides in nitriding steels, improving their hot resistance. [11] 
The criterium the EU uses to define whether a material is criƟcal or not consists in ranking it with two 
values: one represents its economic importance, the other its supply risk. If both of them are over a 
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threshold, the issued material is considered criƟcal. Figure 1.3 shows which materials meet the criterium 
and which do not. 

 
Figure 1.3: Materials considered criƟcal by the EU criƟcality assessment. Two thresholds are to be met: the 

economic importance score, and the supply risk score. Vanadium is slightly above both of them, thus is criƟcal. 
[10] 

- Safety: they are not flammable, nor explosive, unlike lithium-ion baƩeries. This is due to the electrolyte 
being water-based. 

- Low cross-contaminaƟon through the membrane, since both the electrolytes use vanadium. 
The disadvantages of VFBs are dealt with in chapter 1.b.iii, since they are current object of research, to be fixed. 

ii. Structure and funcƟoning of a VFB 

The chemical reacƟons at the basis of the baƩery are the reducƟon and oxidaƟon of vanadium, which is a water-
based soluƟon of sulfuric acid in which vanadium ions are dissolved. The peculiarity of this element is that it has 
four different oxidaƟon states (each with a different colour, also), as reported in Table 1.1. 

Table 1.1: The oxidaƟon states of vanadium. 
OxidaƟon state Found as Also named Colour 

2+ 𝑉ଶା 𝑉(𝐼𝐼) Purple 
3+ 𝑉ଷା 𝑉(𝐼𝐼𝐼) Green 
4+ 𝑉𝑂ଶା 𝑉(𝐼𝑉) Blue 
5+ 𝑉𝑂ଶା 𝑉(𝑉) Yellow 

Besides the aestheƟcs, the different colours of vanadium can help recognising the state of charge of the baƩery. 
[12] 
The posiƟve electrolyte (or catholyte) has 𝑉(𝐼𝑉) and 𝑉(𝑉) ions, while the negaƟve electrolyte (or anolyte) has 𝑉(𝐼𝐼) and 𝑉(𝐼𝐼𝐼) ions; their concentraƟons are calculated to prevent precipitaƟon. The two electrolytes are 
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stored in separated tanks and pumped in an electrochemical reactor, the stack, which is made of several cells. 
There, redox reacƟons occur and turn chemical energy into electrical energy. The two half reacƟons are: 

PosiƟve electrolyte: 𝑉𝑂ଶା + 2𝐻ା + 𝑒ି𝑟𝑒𝑑⇌𝑜𝑥 𝑉𝑂ଶା + 𝐻ଶ𝑂 
𝐸ା = +1.00 [𝑉] 

NegaƟve electrolyte: 𝑉ଶା 𝑜𝑥⇌𝑟𝑒𝑑𝑉ଷା + 𝑒ି 
𝐸ି = −0.26 [𝑉] 

The leŌ-to-right direcƟon corresponds to discharge, while the right-to-leŌ one to charge. 
The open circuit voltage (OCV) is the sum of the two 𝐸s addenda: 𝐸 = 1.26 [𝑉], evaluated at 𝑇 = 298.15 [𝐾] 
and 𝑆𝑂𝐶 = 50% for each cell. The cells are electrically connected in series, so their voltages add up, while the 
hydraulic connecƟon is in parallel. 
Neither in the stack do the electrolytes mix: they reach disƟnct porous electrodes and flood them. The ones 
hosƟng the catholyte and the others the anolyte are alternated, and the separaƟon is given by an alternaƟon of 
ion-exchange membranes and bipolar plates (BPs). Figure 1.4 shows two adjacent electrodes, separated by an 
ion-exchange membrane. Their hydraulic connecƟon to the tanks features pumps, which drive the flows. 

 
Figure 1.4: A cell of the stack of a VFB. Two consecuƟve electrodes are separated by an ion-exchange membrane 

and fed by the tanks hosƟng the electrolytes. [4] 

Regarding the discharge reacƟon, 𝑉(𝐼𝐼) turns into 𝑉(𝐼𝐼𝐼) releasing an electron, while 𝑉(𝑉) turns into 𝑉(𝐼𝑉) 
acquiring one. This electron travels from the first electrode to the second one crossing the BPs. This would lead 
to a charge imbalance, if it were not compensated by the migraƟon of an ion through the membranes. Therefore, 
it will reach the first electrode from its other neighbour, and a different ion will leave the second electrode, 
similarly heading to the other neighbour of this one. When the migraƟng ion is posiƟve, usually an 𝐻ା as depicted 
in Figure 1.4, the ion-exchange membrane is a proton-exchange membrane. The stack can even work the other 
way around, with negaƟve ions crossing the membranes, which in this case are called anion-exchange membrane. 
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For a maƩer of charge balance, the direcƟon of the anions’ migraƟon is opposite with respect to the one of 
caƟons. 
This was the descripƟon of the discharge process: the charge is analogous, but with the migraƟon direcƟons 
inverted. 
At the two ends of the stack there are two copper-alloy current collectors (CCs), the terminals of the baƩery 
under an electrotechnics point of view. Charge and discharge determine the current direcƟon coming from and 
into them. [13] 
The Flow frames (FFs) are responsible for the distribuƟon of the electrolytes inside the cells and they also provide, 
together with the gaskets, the hydraulic sealing. [4] 
To sum up, several cells are pressed together to form a stack, inside of which liquid electrolytes flow. It is clear 
that an element to operate such a pressure is needed: the end plates (EPs). They are a couple of steel or 
aluminium-alloy plates placed at the two ends of the stack, clamped together via Ɵe rods. They hold everything 
together, provide the hydraulic sealing and the electric contact, and are the focus of this thesis. 

iii. State of the art of VFBs 

VFBs are a promising technology, due to the previously listed advantages, but sƟll not economically compeƟƟve 
with respect to other soluƟons, like Li-ion baƩeries. Regarding ESSs, the cost is usually expressed as referred to 
the power or energy capacity, so respecƟvely in €/𝑘𝑊 or €/kWh, or their mulƟples or equivalent with other 
currencies. Besides the costs, the energy and power are also usually considered with respect to the volume 
necessary to host them. In parƟcular, VFBs have low energy and power densiƟes, which means that rather big 
implants are needed to achieve a good number of 𝑘𝑊 and 𝑘𝑊ℎ. As long as the applicaƟons are staƟonary (i.e. 
not concerning moving objects, like vehicles), the energy density is not too much of a problem, while the power 
density is anyway something to be improved to make them more economically compeƟƟve. In fact, if the same 
power can be achieved with fewer materials and smaller stacks, the costs decrease. 
Current research focuses on electrode modificaƟon in order to improve this power density. [14] In fact, its 
electrical conducƟvity and thickness affect the ohmic polarisaƟon, while its electrocatalyƟc acƟvity and 
reversibility determine the acƟvaƟon polarisaƟon, and the pore structure and hydrophilicity the concentraƟon 
polarisaƟon. The ohmic polarisaƟon is due to the internal resistance of the components (the electrode, the BPs 
and the membrane), the acƟvaƟon polarisaƟon is due to the potenƟal drop necessary to start the chemical 
reacƟon, with respect to open circuit condiƟons, and the concentraƟon polarisaƟon is due to the electrolyte 
movement, its convecƟve moƟons, and the consumpƟon of the reacƟng species. 
Concerning the electrochemical polarisaƟon, new materials are being studied to enhance the catalyƟc effect, 
especially when high current densiƟes are involved. ModificaƟons are also considered, involving the introducƟon 
of surface funcƟonal groups, the tailoring of the porous microstructure, the expansion of the acƟve surface area. 
The ohmic polarisaƟon is instead due to the internal resistances of a VFB, like those that hinder the ionic 
movement, and the electrical and contact resistances, respecƟvely inside a component or between two 
consecuƟve ones. Contact resistances are reduced by ensuring a good pressure acƟng on the plates, but this 
cannot reach exaggerated values, lest the porous structure of the electrodes undergoes detrimental effects. A 
compromise between these two colliding necessiƟes is to be met, therefore. Anyway, the internal resistance 
depends on the electrodes’ thickness, which needs then to be as thin as possible. Current research focuses on 
the study of different materials, all carbon based anyway, to obtain the best microporous structure. To sum up, 
thin electrodes have short paths for the ions’ and electrons’ migraƟons, therefore low ohmic resistances, but also 
lower surface areas and hydraulic permeabiliƟes, so higher electrochemical and concentraƟon polarisaƟons. 
Regarding last concentraƟon polarisaƟons, they might be reduced by simply pumping the electrolytes at higher 
rates, but this would imply a higher power consumpƟon by the pumps, and so lower efficiencies. The distribuƟon 
can be improved by the adopƟon of a proper flow channel geometry, or even by tailoring the size of the pores 
accordingly to their posiƟon in the electrode, in order to ease the flow passage. This cannot be excessive, though, 
since a reducƟon in the acƟve surface area would occur, leading to larger acƟvaƟon losses. 
An important detail to consider whenever reading the bibliography is to check whether the study refers to a single 
cell or to an industrial scale implant: the scaling up oŌen introduces addiƟonal challenges that might have not 
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been noƟced in the single-cell case. Not only does this happen in the laboratory phase, but also in the computer 
simulaƟons. 
Regarding efficiency, the heat generated inside the stack comes from shunt currents, cell overpotenƟals and 
crossover, besides the losses due to the ancillary services. Tests conducted on the 9𝑘𝑊/27𝑘𝑊ℎ industrial scale 
VFB of the University of Padua for different current values produced losses as show in Figure 1.5. [15] 

 
Figure 1.5: The losses in the 9𝑘𝑊/27𝑘𝑊ℎ  industrial scale VFB of the University of Padua for different current 

values. The addendum of the ancillary services is further analysed in a dedicated pie chart. [15] 

The nature of shunt currents, crossover and cell overpotenƟal is analysed in chapter 2. Although being a smaller 
addendum, ancillary services consƟtute too a component where some gain can be obtained. This can be done by 
just adopƟng high-efficiency pumps, for example. Luckily, the higher the flow, the beƩer the efficiencies these 
machines can reach, so industrial scales are advantaged with respect to laboratory implants concerning this 
detail. [16] 

c. AlternaƟve chemistries 

As already stated, the high cost of VFBs is their main limit, so research has focused on the possibiliƟes of other 
materials to subsƟtute vanadium in its role. The basic principles stay the same (i.e. the chemical reacƟons of 
oxidaƟon and reducƟon of an element dissolved in a liquid electrolyte), and so does the baƩery structure, though. 
Many possibiliƟes have been studied: iron-chromium, bromine-polysulfide, iron-vanadium, all-vanadium, 
vanadium-oxygen, zinc-bromine etc. [17] The problems of the aforemenƟoned soluƟons were nevertheless the 
expensiveness and the availability of the involved materials. This does not happen instead when dealing with an 
all-iron baƩery, being 𝐹𝑒 abundant, besides non-toxic. 
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i. All-iron flow baƩeries 

Figure 1.6 gives a schemaƟc representaƟon of an all-iron baƩery. [17] 

 
Figure 1.6: SchemaƟc representaƟon of an all-iron baƩery. It is conceptually very close to a VFB. [17] 

Once again, external storage tanks host the two liquid electrolytes (both involving 𝐶𝑙), which are pumped through 
the stack, where the chemical reacƟons occur and convert chemical energy into electric energy: 

PosiƟve electrolyte: 2𝐹𝑒()ଷା + 2𝑒ି𝑟𝑒𝑑⇌𝑜𝑥 2𝐹𝑒()ଶା  
𝐸ା = +0.77 [𝑉] 

NegaƟve electrolyte: 𝐹𝑒(௦) 𝑜𝑥⇌𝑟𝑒𝑑𝐹𝑒()ଶା + 2𝑒ି 
𝐸ି = −0.44 [𝑉] 

With the discharge reacƟon being the leŌ-to-right one. The sum of the two potenƟals gives 𝐸 = 1.21 [𝑉]. 
The reducƟon of 𝐹𝑒ଶା to 𝐹𝑒 is also called plaƟng, since the product is deposited on the negaƟve electrode. Such 
a plate is then dissolved again in the liquid form with its oxidaƟon. 
Once again, the graphite electrodes play an important role in the redox reacƟons, since they host them on their 
surface: the dimensions of the pores maƩer, since they determine what can pass and what not. In parƟcular, a 
microporous structure allows the migraƟon of negaƟve ions (chloride ions), while a nanoporous structure allows 
the migraƟon of posiƟve ions. 
Slurries can improve the efficiency of the all-iron baƩery: they decouple the energy capacity and the power 
density, thus allowing the operaƟon at high current densiƟes. They are solid conducƟve parƟcles dispersed in the 
electrolytes, and if present in a sufficient volume fracƟon a conƟnuous electric conducƟve network can form: this 
allows redox reacƟons to occur on their surface. Concerning the negaƟve electrode, the iron forms plates on their 
surface too: they are then pumped to the external reservoir, so that the plaƟng does not hinder the reacƟon. [18] 
Since the electrolytes alone are the most expensive part of a flow baƩery, aƩenƟon is paid to them, in parƟcular 
to their salts. In general, it is used the ionised salt of the metal in acidic condiƟons. For example, 𝑁𝐻ସ𝐶𝑙 and 𝐻ଷ𝐵𝑂ଷ are useful, since they can respecƟvely reduce the electrolyte resisƟvity and inhibit hydrogen evoluƟon. 
The solubility limit and the tanks capacity determine the maximum amount of stored energy, whereas the total 
energy output depends on the quanƟty of metal to be deposited on the electrode surface, since they allow the 
electrons’ exit from the electrolyte. 
Concerning therefore solubility, it is necessary to enhance the one of 𝐹𝑒ଶା, but without interfering with the 
process of plaƟng at the negaƟve electrode: proper ligands are to be found. The criteria chosen to determine 
whether the considered ligand is valid are: [19] 

- the iron-ligand solubility must be greater than 1𝑀; 
- they need to be soluble up to 𝑝𝐻 3; 
- they must be electrochemically inacƟve in the potenƟal window of the flow baƩery; 
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- they must not affect the 𝐹𝑒(𝐼𝐼/𝐼𝐼𝐼) kineƟcs: its velocity and reversibility; 
- the OCV must not be reduced due to their addiƟon. 

The best addiƟve to reduce ferric precipitaƟon is found to be glycine amongst six more others. [19] It has in fact 
two states: posiƟve and negaƟve, and can beƩer coordinate with the iron than the other addiƟves; its kineƟcs 
and diffusion coefficients are near those of ferric/ferrous ions without any ligand. The reacƟon becomes beƩer 
distributed at higher current densiƟes, which is good news considering that industrial applicaƟon is the final aim 
of the development of these baƩeries. The best glycine to all iron raƟo is between 0.5: 1 and 1: 1 in the 
electrolyte, with 1: 1 providing stability if the 𝑝𝐻 of the electrolyte is 2. 
Concerning the pumping pressures, their raƟo shall follow the stoichiometric rate of reacƟon, in order to keep a 
good baƩery efficiency. In parƟcular, the anolyte to catholyte raƟo is funcƟon of the state of charge (SOC). 
Finally, all-iron flow baƩeries are generally cheaper than vanadium ones, since the most expensive component 
(the electrolyte and its salts) are more affordable. In parƟcular, Table 1.2 reports the esƟmated price of the stack 
components of an all-iron flow baƩery. [17] 

Table 1.2: The esƟmated price of the various components of an all-iron flow baƩery. [17] 

 

ii. Organic flow baƩeries 

Once again in the effort of reducing the cost of redox flow baƩeries, other possibiliƟes have been explored, such 
as those given by organic materials. Their advantage is their low cost, since they are earth-abundant and 
sustainable, and their producƟon can be easily scaled up. [20] 
The term “organic” specifically refers to the redox-acƟve materials, not to the solvent nor to the electrolyte [21], 
but it is clear that these will differ too from the VFB case. A wide variety of candidates has been analysed, leading 
to a larger knowledge regarding the electrochemical properƟes of many new materials. Just to give an example, 
Figure 1.7 shows possible molecules to be used as catholyte (in blue) and anolyte (in orange) in organic redox 
flow baƩeries, either aqueous or nonaqueous. 
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Figure 1.7: Possible molecules to be used as catholyte (blue) and anolyte (orange) in organic redox flow 

baƩeries. [20] 

Organic flow baƩeries can feature aqueous or nonaqueous electrolytes. Possible redox-acƟve molecules in the 
aqueous case are: viologen, ferrocene, quinone, TEMPO, phenazine, alloxazine, pyrazine and their derivaƟves. 
Since the concentraƟon of the aqueous cases is generally higher than the one of nonaqueous cases, the energy 
density is generally greater, [22] but is yet to overcome the one of VFBs (because of the vanadium solubility in 𝐻ଶ𝑆𝑂ସ). 
The advantage of nonaqueous organic baƩeries is that they can avoid cross-contaminaƟon, but on the other hand 
the redox specie is not stable enough yet. Furthermore, most of nonaqueous organic flow baƩeries operate at 
low current densiƟes. For the research to progress, the corrosion phenomena are to be beƩer evaluated, and so 
is their impact on the pracƟcal service life. In parƟcular, it is to be considered that these tests sƟll regard small 
laboratory baƩeries: they sƟll are to be scaled up to industrial size ones. 
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2. PERFORMANCES OF AND LOSSES IN A FLOW BATTERY 
a. The hydraulic design and the electrolyte distribuƟon 

Even though it does not take part in the redox reacƟon, the electrode is a criƟcal component of the VFB, since it 
provides the reacƟon sites. Furthermore, the electrode has an impact on the polarisaƟon of the stack, through 
the ohmic resistance and charge transfer polarisaƟon. Concerning the choice of its material, the three-
dimensional structure needs to be stable to provide a large surface area and a good conducƟvity, all of this at a 
reasonable cost. The material which has all these properƟes is the carbon felt. [23] 
An X-ray microtomography is useful to closely inspect the inner structure of carbon felts: it reveals they are made 
of strains of carbon fibres, which are woven together in an irregular way, leaving amongst them many liƩle spaces 
(the pores) where the electrolyte can flow through. [24] 
Being the disposiƟon of the fibres irregular, so are the pores and the whole structure too: this means that the 
electrolyte flow won’t follow a straight paƩern. The structure is shown in Figure 2.1, where the red area 
represents the cross-secƟonal area of the electrode, and the grey colour the solid material. 

 
Figure 2.1: The carbon felt microstructure: it is possible to see the carbon fibres and the empty spaces amongst 

them: the pores. [24] 

Since the electrodes play such an important role in VFBs, many researches focus on improving their 
performances. In the next chapters, the role of compression regarding this purpose will be deeply analysed, but 
other ways have been tried as well. For example, the parƟal oxidaƟon of the carbon fibres of the structure at high 
temperatures or the deposiƟon of conducƟve metals (𝑃𝑡, 𝐴𝑢, 𝐵𝑖 etc.) which are meant to act as electro-catalysts 
were explored. [25] 
Concerning the chemical reacƟons and the electrons conducƟon, they are hosted on the inner surface of the 
electrodes, on their acƟve sites, which implies that the extension of this area plays a criƟcal role. It is evident that 
this quanƟty is to be determined and measured in some way, so that it is also possible to understand whether a 
certain process can increase or decrease it. An idea would be to consider the sum of the geometric areas of all 
the cylindrical fibres of the felts, but this would neglect the contact surfaces between such fibres, and 
consequently the effects of compression, which are crucial. [24] 
A possible approach might involve X-ray tomography: a huge number of projecƟons of the felt are taken within a 
short Ɵme, with different angles in order to reproduce it with detail on a computer-drawn model. The 3D 
reconstrucƟon is then described with a mesh of even millions of elements and analysed: the total area can be 
evaluated. Then, this total surface can be divided by the volume of the sample, in order to obtain the specific 
surface area, i.e. the available surface for chemical reacƟons per unit volume. [24] This approach can therefore 
take into account the contact surfaces amongst the carbon strains, but is not reliable yet. 
In fact, the acƟve surface area evaluated in this way mismatches the electrochemical performances of the cell. 
The reason behind this is that the X-ray approach does not consider that the electrolyte might not perfectly flood 
the whole electrode, which means that the available area might not be completely exploited. [24] Since the acƟve 
surface area cannot be evaluated in a simple way, but depends on the operaƟng condiƟons of the cell (in primis 
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the hydraulic behaviour), it will rather be found in an experimental way. In fact, its purpose is to enable the 
conversion of the reacƟon current density at the electrode surface onto a volume-dependant density for the 
whole-electrode. [26] 
Regarding the hydraulics, the electrolyte flow is considered to be laminar, incompressible, and isothermal. [26] 
The tortuosity of the electrolyte path is important too, since it deeply affects the charge and mass transport 
dynamics. It is nevertheless difficult to evaluate, so there are many proposed methodologies to do so. [24] 
It is not a surprise that the electrolyte can reach its maximum velociƟes in the regions where it is not blocked by 
carbon fibres, i.e. where the pores are large and align along clear paths; on the other way around, the velociƟes 
are the lowest where many carbon strains hinder their moƟon, describing a region with small pores [24] Figure 
2.2 provides an example for this in three compression cases: in the top images, the structure of the electrode is 
shown, specifying where the inlet and the outlet are. The electrolyte flows perpendicular to them, along the x 
direcƟon. The middle images show the streamlines, while the boƩom ones the velocity contours on a plane 
perpendicular to the main flow direcƟon. NoƟce that the flow will not be perfectly aligned with the x direcƟon 
throughout its whole path, but will have to take many deviaƟons to pass amongst the strains: it will generally 
have y and z components too. [24] 

 
Figure 2.2: The electrode structure and the electrolyte velocity in three different compression cases. [24] 

A quick glimpse to the velocity distribuƟons makes it clear that some points are harder to reach for the electrolyte. 
In an electrode that is bigger than the represented one, it might even happen that some liƩle regions are not 
accessible at all, thus validaƟng the previous statement concerning the comparison between the X-ray method 
and the experimental evaluaƟon. 
This inhomogeneity affects the electrochemical performances of the cell, due to its hot-spots and inaccessible 
regions. Their disposiƟons depend on the electrode structure, on the compression, even on the electrolyte flow 
itself, so the acƟve area (AA) available is more of a unique value for the current case. It might even change during 
Ɵme, due to aging phenomena. [24] 
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Concerning the varying velocity inside the electrode, Figure 2.3 provides an interesƟng example: it shows the 
invasion paƩern, and the colours represent the order in which the pores are flooded, from blue to white. 

 
Figure 2.3: The invasion paƩern of the electrolyte inside the electrode. The colours indicate which pores are 

progressively flooded: blue first, white last. [27] 

It is anyway interesƟng to point out that carbon felts are actually hydrophobic, in principle. To change this 
behaviour, it is necessary to heat-treat them at circa 400 [°𝐶] for 24 hours, so that hydrophilic groups can form 
on the fibres’ surface, enhancing the weƩability. [24] 
It was described how the porosity plays an important role in the cell performance, affecƟng the hydraulic 
permeability, the electric and ionic conducƟvity, the effecƟve diffusion coefficient, the surface concentraƟon of 
the acƟve species in the electrode. It would be convenient to quanƟfy its value, but it is necessary to keep anyway 
in mind that these pores are not actual holes in a sponge-like Ɵssue, but rather gaps between the carbon fibres. 
It is therefore even harder to characterise them with a diameter, but such a formulaƟon would anyway be 
convenient when dealing with hydraulics calculaƟons. The porosity is then quanƟfied as: 𝜀 = 𝑉௧௬𝑉௧௧  [1] 

Given that 𝑉௧௬ is the empty volume inside the electrode, due to these pores, or beƩer gaps. [26] 
Regarding the hydraulic design, it is also necessary to illustrate how the electrolyte is led into the electrode, in 
the first place. Two approaches can be adopted: the flow-through and the flow-by. 
In both cases, there are four manifolds:  two per electrolyte: back and forth with respect to the corresponding 
tank. Two manifolds lead therefore the input catholyte and anolyte to each cell (where each semi-cell either 
receives one or the other), and then the other two collect the output ones, to bring them back to the tanks. In 
the flow-through configuraƟon, the electrolyte is simply let inside the electrode, with no parƟcular guidance, and 
floods it from one extremity, exiƟng it then from the other, where it is collected again to end in the other manifold. 
The flow-by configuraƟon is instead defined with greater detail: the path of the electrolyte is accurately calculated 
and guided with channels, which are dug inside the BPs. These channels can have various shapes, as shown in 
Figure 2.4, where the flow-through situaƟon is drawn as well. 
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Figure 2.4: The various channel configuraƟons for the flow-by (serpenƟne, parallel, interdigitated) and the flow-

through case. [28] 

Each flow-by configuraƟon features an inlet and an outlet. In the serpenƟne case, the electrolyte flows through 
a unique channel, and from that floods the electrode. In the parallel case, it has instead more opƟons: this 
reduces the pressure drop and homogenises the distribuƟon, but each path takes less Ɵme to be run through, 
i.e. the electrolyte has less Ɵme to flood the electrode. The interdigitated configuraƟon disƟnguishes the channels 
connected to the inlet from those to the outlet. For the electrolyte to come from the starƟng point and end at 
the finish point it is strictly necessary to run through the electrode as well, jumping from one channel to another. 
The flow-through case instead, the rightmost in Figure 2.4, does not feature any channel at all. Its cell is simpler 
to build, since it is not necessary to engrave the channels in the graphite of the BP. This also simplifies the stacking 
of the cells: the electrodes are thinner (carbon papers), and the contact pressure is more uniform since there are 
no channels in the adjacent BPs. Given that the flow is more uniform across the electrode, and that its contact 
with the BP is uniform too, the flow-through performs beƩer than the flow-by concerning the current density 
distribuƟon. The advantage of the flow-by is that it performs beƩer under the hydraulic point of view instead, 
thanks to the channels. 
When deciding the shape of the manifolds or channels, or any part of the hydraulic path in general, it is necessary 
to keep in mind the laws of fluid dynamics, in order to minimise the pressure drops of the electrolytes, since they 
would result in losses. This comprehends avoiding sharp angles or narrow passages, for example. 
The way each cell (or beƩer, semi-cell) is fed has been explained. In parƟcular, all the cells of the same stack are 
in hydraulic parallel, unlike in the electric configuraƟon. 

b. The electric design 

The electric connecƟon between consecuƟve cells is a series. 
As it was explained at the beginning, in each semi-cell a redox reacƟon occurs, freeing or capturing an electron 
and an ion. The ion crosses the ion-exchange membrane, but cannot pass the BP, while the electron enters the 
BP, but cannot pass the ion-exchange membrane. The total current can exit or enter the stack from the two CCs 
at the extremes of the stack. Each cell has a certain voltage at its two terminals, and this quanƟty is not fixed. 
The OCV is the voltage which the cell has in open circuit condiƟon, i.e. of zero current. 
The one with non-zero current can instead be descripted with: [8] 

 𝑈 = 𝑂𝐶𝑉 − (𝐼𝑅) − |𝜂|  [𝑉] (1) 

This applies to the discharging operaƟon: in the charging case instead the signs are posiƟve, which means the cell 
voltage is higher than the 𝑂𝐶𝑉. The 𝐼𝑅 conducƟon losses are due to electric and ionic conducƟon, while the 𝜂 
overpotenƟals to acƟvaƟon, diffusion, mass transport and other mechanisms. It is useful to define the 𝐴𝑆𝑅, the 
area specific resistance: [8] 𝐴𝑆𝑅 = 𝑈 − 𝑂𝐶𝑉𝑗  [Ωmଶ] 

With 𝑗 current density at the CCs. This is a convenient specific parameter to bind the operaƟng condiƟons (the 
current density) to the effecƟve voltage of the cell. 
Going more into detail, the 𝑂𝐶𝑉 is determined by the chemical reacƟons at the cathode and at the anode. The 
Nernst’s equaƟon helps quanƟfying the potenƟal of a redox reacƟon: [8] 
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𝐸 = 𝐸ᇱ + 𝑅𝑇𝑛𝐹 ln ൬ 𝑐ை௫𝑐ோௗ൰ 

With 𝐸ᇱ  standard reducƟon potenƟal, 𝑅 universal gas constant, 𝑇 [𝐾] temperature (here the environmental one, 
of 293 [𝐾]), 𝑛 number of transferred electrons, 𝐹 Faraday’s constant, 𝑐ை௫  and 𝑐ோௗ  concentraƟons of the 
oxidaƟng and reducing species. The cell voltage is therefore the sum of 𝐸 for the cathode and for the anode: [8] 𝑂𝐶𝑉 = 𝐸,௧ + 𝐸, = 𝐸,௧ᇱ + 𝐸,ᇱ + 𝑅𝑇𝑛𝐹 ln ቆ𝑐ఱశ ∙ 𝑐ுశଶ ∙ 𝑐యశ𝑐రశ ∙ 𝑐మశ ቇ [𝑉] 

The concentraƟon of the various ions defines the SOC: [8] 𝑆𝑂𝐶 = 𝑐మశ𝑐యశ + 𝑐మశ = 𝑐ைమశ𝑐ைమశ + 𝑐ைమశ  [1] 

This means that the 𝑂𝐶𝑉 is funcƟon of the 𝑆𝑂𝐶 too. 
Concerning instead the current density, it is due to the flux of the solved ion species, 𝑵, given by the Nernst-
Planck equaƟon: [8] 𝑵 = −𝐷∇𝑐 − 𝑧𝑐𝑅𝑇 𝐷𝐹∇𝜙 + 𝒖𝑐   𝑚𝑜𝑙𝑚ଶ ∙ 𝑠൨ 

The first addendum represents the diffusion, and in fact it is bound by the effecƟve diffusion coefficient 𝐷  to 
the gradient of the concentraƟon of the considered ion specie. The minus sign indicates that the flux takes the 
opposite direcƟon with respect to the concentraƟon gradient, i.e. goes from the region of higher concentraƟon 
to the one of lower. The second addendum represents the migraƟon, and it goes with opposite direcƟon with 
respect to the potenƟal gradient, to whom it is linearly bound by some other quanƟƟes: 𝑧  is the external charge 
of the ion, the others were already previously explained. The third and last addendum represents the convecƟon, 
and in fact is proporƟonal to the ion velocity 𝒖. 
A flux 𝑵  of charged parƟcles implies the presence of a current: [8] 𝒋 = 𝑛𝑧𝐹𝑵  𝒋  is the current density corresponding to a single ion specie. Summing the impact of all the species, the whole 
ion current density is found: [8] 𝒋ூ =  𝒋   𝐴𝑚ଶ൨ 

The resulƟng ionic current can eventually be found with Ohm’s law: [8] ∇𝒋ூ = −𝜎ூ∇ଶ𝜙ூ 
With 𝜎ூ ionic conducƟvity of the electrolyte. 
As it was briefly illustrated in equaƟon (1), the relaƟon that binds the current density and the cell voltage is not 
simple, nor linear. The polarisaƟon curves are useful to beƩer comprehend this relaƟon. As it was said, in zero-
current condiƟons, the voltage is the 𝑂𝐶𝑉, and – in discharge – it decreases with increasing current. The 
polarisaƟon curve graphs the applied current density to the cell potenƟal, thus arriving to Figure 2.5. 
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Figure 2.5: The polarisaƟon curve during discharge. 

The higher the current density, the lower the voltage, but not according to a linear relaƟon. StarƟng from the 
open circuit condiƟon, i.e. for low current values, the voltage drops are mainly caused by the acƟvaƟon 
phenomenon, which means that the redox reacƟons themselves lower the semi-cells potenƟals when happening. 
This quanƟty is to be paid both at the anode and at the cathode, which means that it will bring two addenda in 
equaƟon (1), which are collected in the ∑ |𝜂|  sum. AŌer this, the rise in the current density and the addiƟonal 
voltage drop follow a linear relaƟon: this region is dominated by the impact of the ohmic losses: they comprehend 
the contact and ionic resistances, the mass-transfer within acƟve electrode layers. In fact, being the current 
nothing but the movement of charged parƟcles (ions and electrons), this resistance represents the obstacles they 
have to face along their path. 
Last, when a huge current is asked from the cell, limits in the mass-transfer occur: they are associated to the 
delivery of the bulk reagent to the electrode. The corresponding voltage is very low, which means that extracƟng 
a huge current from a cell would supply liƩle power. 
Many of the parameters above depend on the electrode porosity, which means that a mechanical compression 
will have an impact on the value of the currents too. 
The concept of impact naturally leads to that of efficiency, whose idea is basically to compare the input and the 
output of any given process, i.e. the gain and the required effort. Regarding VFBs, three efficiencies can be 
defined: the voltage efficiency, the Coulomb efficiency and eventually the energy efficiency. 
As it was said regarding equaƟon (1), the voltage of any cell is not equal through charge and discharge: besides 
the effect of the 𝑆𝑂𝐶, the signs in the formula change in the two processes. This means that during discharge the 
cell has a lower voltage than 𝑂𝐶𝑉, while during charge it has a higher one. This is due to the acƟvaƟon 
phenomena and to the direcƟon of the current density. The power is known to be the product of the voltage 
Ɵmes the current, and this discrepancy implies that the charging power is higher than the discharging power (for 
an equal current). The voltage efficiency compares the voltages during the two phases. Since these voltages 
depend on the 𝑆𝑂𝐶, their values for 𝑆𝑂𝐶 = 50% are convenƟonally taken for this evaluaƟon: [23] 𝑉𝐸 = 𝑈,ௗ (𝑆𝑂𝐶 = 50%)𝑈,(𝑆𝑂𝐶 = 50%)  [1] 
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Unfortunately, self-discharge phenomena occur and slowly consume the stored energy; besides this, the charge 
and discharge processes have efficiencies too: in the end, not all the accumulated energy will eventually be given 
back. This is the reason why the coulombic efficiency is introduced: 𝐶𝐸 = 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑐ℎ𝑎𝑟𝑔𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦  [1] 

Where the term capacity refers to the number of charged parƟcles extracted or deposited in the system, 
evaluated as the integral over Ɵme of the current. [29] 
Finally, the energy efficiency is the product of the two described terms: [23,29] 𝐸𝐸 = 𝐶𝐸 × 𝑉𝐸 [1] 
The goal of the designer is to project a VFB (or in general an ESS) with a good 𝐸𝐸, i.e. able to give back (almost) 
all the deposited energy, at the same voltage. The phenomena behind the inefficiencies will be described in the 
next paragraphs, one by one, together with possible soluƟons to minimise them. A detailed descripƟon will be 
given about compression, since it has mulƟple effects and is the protagonist of this thesis. 

c. Internal resistance losses 

In an equivalent electric circuit, according to electrotechnics laws, a real voltage generator can be represented as 
a series of an ideal voltage generator and a resistance. In the case of the cell of a VFB, the resistance depends on 
the current, as it was hinted at by equaƟon (1) and Figure 2.5. They also introduced the addenda that comprise 
this perceived resistance, which is detrimental for the performances of the ESS. 

i. AcƟvaƟon overpotenƟal 

The acƟvaƟon overpotenƟal is the voltage drop tribute that the semi-cells have to pay for the electrochemical 
reacƟon to occur. Its impact is the first one to be perceived in the polarisaƟon curves (as in Figure 2.5), i.e. is 
parƟcularly visible for low current densiƟes. It is not equal between anode and cathode, since the two of them 
have different reacƟon rates 𝑘. It can be quanƟfied as: 𝜂௧,௧ = 2.3𝑅𝑇𝛼௧𝐹 log 𝑗 − 2.3𝑅𝑇𝛼௧𝐹 log 𝑗  [𝑉] 

for a large negaƟve acƟvaƟon polarisaƟon at the cathode, and as: 𝜂௧, = − 2.3𝑅𝑇𝛼𝐹 log 𝑗 + 2.3𝑅𝑇𝛼𝐹 log 𝑗  [𝑉] 

for a large posiƟve acƟvaƟon polarisaƟon at the anode. The sign of 𝜂௧ is in fact such to contrast the 𝑂𝐶𝑉, i.e. 
negaƟve at the cathode (which has posiƟve potenƟal) and posiƟve at the anode (negaƟve potenƟal). 𝑅 and 𝐹 are 
always the same constants, 𝑇 is always the temperature, while 𝛼 and 𝛼௧ are the transfer coefficients of anode 
and cathode. 𝑗 is the exchange current density: 𝑗 = 𝐹𝑘𝑐ଵିఈ𝑐ோఈ  
With 𝑐 concentraƟon of the reactant and 𝑐ோ  concentraƟon of the product. If the two of them are equal (𝑐 =𝑐ோ = 𝑐), then: 𝑗 = 𝐹𝑘𝑐 
Table 2.1 provides some numerical values for the aforemenƟoned quanƟƟes. They are dependent on the chosen 
electrode and electrolytes. A complete descripƟon of the symbols and abbreviaƟons used in the table can be 
found in the corresponding source. [30] 
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Table 2.1: The values of the parameters for the evaluaƟon of the acƟvaƟon polarisaƟon. [30]  

 

The fact that 𝜂௧s are bound to the current density 𝑗 by a logarithmic relaƟon explains the reason why these 
overpotenƟals become less visible as soon as the ohmic and concentraƟon overpotenƟals reach greater values, 
as it can be seen in the polarisaƟon curves. 
AcƟvaƟon overpotenƟals can be reduced by easing the electrochemical reacƟons: this can be done with the 
introducƟon of electrocatalysts in the electrode. [31] 

ii. Ohmic voltage drop 

As soon as the current density rises, ohmic voltage drops become more important than the acƟvaƟon 
overpotenƟals. 
Being the current but a flow of charged parƟcles through a conducƟve medium, the resistance of the medium 
causes the ohmic voltage drops along the path. In the case of VFBs, two charged parƟcles are involved: the ions 
and the electrons. The ions start their path from the electrode acƟve surface, where the reacƟon occurs, cross 
the liquid electrolyte, the ion-exchange membrane and end up in the other electrolyte. The electrons instead 
cannot cross the membrane, but are collected by the BPs. These components establish an electric series amongst 
the cells of the stack, and the two CCs are at the extremiƟes. They are the electric terminals of the stack, and 
from them the electric current (of electrons) departs. 
It is possible to recognise what hinders the charge moƟon: the electrolyte resistance, the contact resistance 
between disƟnct elements (such as between electrode and BP), the internal resistance of solid pieces. In 
parƟcular, the ionic conducƟvity is two orders of magnitude lower than the electrical one, which makes it the 
most important term in the ohmic losses. [26] 
The contact resistance between consecuƟve elements can be reduced by simply applying a good pressure. In fact, 
the electrode is made of a huge number of Ɵny carbon strains, with a lot of empty space amongst them. This 
leads to the fact that the contact of the electrode with the BP and with the membrane happens on the surface 
of the external strains, the ones facing the adjacent object. The higher the pressure, the more strains are pressed, 
the higher the area of contact on a microscopic point of view. 
Concerning instead the other resistances, they can simply be evaluated with the famous 

 𝑅 = 𝜌 𝑙𝐴 [Ω] (2) 
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Which means that the longer, the narrower the piece to cross, the higher the resistance faced by the moving 
charge. The BPs are thin sheets of graphite: wide and conducƟve. The electrolyte is instead slightly more 
complicated, since it is a liquid. Its ionic conducƟvity can be evaluated as: [26] 𝜎ூ = 𝐹ଶ𝑅𝑇  𝑧ଶ𝐷𝑐  

The term 𝐷  witnesses the dependence on the diffusion phenomenon. Once the conducƟvity is found, the 
resisƟvity is simply its inverse, and then the good old (2) can be applied. It is immediate to get how the path 
length 𝑙 is important, to the point that the compression of the electrode can bring great results concerning the 
reducƟon of the ionic resistance. 

iii. ConcentraƟon overpotenƟal 

For the redox reacƟon to occur, reactants are of course consumed and turned into products, which are iniƟally 
found at the AAs. This means that a concentraƟon gradient of the reactants arises: there is lower availability of 
them where the reacƟons should occur, and anyway some of the useful space is already occupied by products. 
This phenomenon hinders the reacƟons, and provokes the concentraƟon overpotenƟal, the third type of voltage 
drop. It becomes relevant as soon as very high current densiƟes are asked from the cell, to the point that the 
electrolyte flow is not enough anymore to provide the necessary reactants and to wash away the products. 
Looking once again at Figure 2.5, it is visible how the cell voltage sharply drops to zero (i.e. the power becomes 
nil), thus idenƟfying a maximum value for the current. It can be approximated as: 𝐼௧ = 𝐴𝑛𝐹𝑘𝑐 
With 𝑘 local mass transfer coefficient: 𝑘 = 𝑎 ∙ 𝑢 
With 𝑢 flow velocity and 𝑎 and 𝑏 fiƩed parameters. It is clear how a greater velocity yields to a greater local mass 
transfer coefficient, which yields to a greater current limit. AcƟng on the velocity requires a price, though, since 
a greater power has to be spent in the pumps to provide it, in case. [32] Another parameter that can be useful in 
this issue is the reactant concentraƟon 𝑐, but it mainly depends on the 𝑆𝑂𝐶. A charged VFB has a greater 𝐼௧ 
than a discharged one, but this was arguably foreseeable as well. 
Anyway, for a given electrolyte velocity and 𝑆𝑂𝐶, it is possible to find a limit current, to which corresponds a 
concentraƟon overpotenƟal, according to: [30] 𝜂 = 𝑅𝑇𝐹 ln ൬1 − 𝐼𝐼௧൰ 

The behaviour of 𝜂 VS 𝐼 is ploƩed in Figure 2.6. 
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Figure 2.6: The concentraƟon overpotenƟal VS the current. 

Recalling the iniƟal (1): 𝑈 = 𝑂𝐶𝑉 − (𝐼𝑅) − |𝜂|  [𝑉] = = 𝑂𝐶𝑉 − (𝐼𝑅) − ห𝜂௧,௧ห − ห𝜂௧,ห − ห𝜂,௧ห − ห𝜂,ห [𝑉] 

All the addenda have been described. Amongst them, the ohmic losses related to the electrodes were dominant: 
the felts through-plane resistances and the contact resistances with the BPs. [25] 

d. Shunt current losses 

Shunt currents arise from the fact that the cells are in an electrical series, while in a hydraulic parallel. Since their 
voltage is not perfectly the same, points with different potenƟal are connected by a conducƟve path, so a current 
can flow. This phenomenon happens both during normal operaƟon, and during stand-by, thus provoking self-
discharge. 
An ideal design is able to both prevent shunt currents and to minimise the pressure drops along the electrolyte 
paths. The requirements of these two desires collide, though, since the first would need long narrow channels, 
while the laƩer short wide ones. An opƟmisaƟon is needed, and anyway the results will favour the shunt currents 
reducƟon, since their impact is usually ten or twenty Ɵmes stronger than the pressure drops’ one. [7] 
When dealing with the electric physics, it is generally useful to introduce an equivalent electric circuit, in order 
to describe the phenomena with the laws of the electrotechnics. Figure 2.7 reports an interesƟng one. [33] 
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Figure 2.7: The equivalent electric circuit of the stack, depicƟng the shunt currents paths. [33] 

In the circuit, there are several voltage generators along a straight line: they represent the cells of the stack. Their 
voltages 𝑉 are not necessarily equal. Each one of them is in series with a resistance 𝑅, which represents the cell 
internal resistance. 𝑉 and 𝑅 depend on the SOC of the baƩery. 
Were the shunt currents absent, the circuit would just be a long series of voltage generators and internal 
resistances, whose total current would be the one found as output of the baƩery. There are many other elements 
in the circuit, though. Every couple 𝑉 − 𝑅 (but the first and last) in fact is part of four disƟnct small rings, two 
comprehensive of the series 𝑅ା − 𝑅ା − 𝑅ା, and the other two of the series 𝑅ି − 𝑅ି − 𝑅ି . They depict the 
possible paths for shunt currents. The superscript + or – indicates whether the catholyte or the anolyte is involved 
in such a path, while the subscript 𝑐 or 𝑚 indicates what part of the hydraulic circuit that resistance represents: 
either a channel or a manifold. The internal resistance of the cell was already taken into account by 𝑅. Looking at 
any cell (but the first and last), there are two electric circuits available for the catholyte, and two for the anolyte. 
They represent the path coming from and returning to the tanks. Indeed, the leŌmost cell (the one at the highest 
potenƟal) only features the catholyte paths, while the rightmost (the one at the lowest potenƟal) only the anolyte 
paths. 
The knots of the rings of any cell are connected to those of the adjacent ones, in fact shunt currents can arise 
between two disƟnct cells and follow even longer paths, at the price of encountering more resistances. 
Under an electrotechnics point of view, one might try to simplify the above circuit, but its abundance of 
resistances is useful to represent all the different possibiliƟes for the shunt currents to flow. Furthermore, 
resistances are not of a fixed value: they both depend on the operaƟng temperatures and on the SOC. In 
parƟcular, according to the well-known: 𝑅 = 𝜌 𝑙𝐴 

besides the role of the channel geometry, the electrolyte resisƟvity is important. Reminding that 𝜌 = ଵఙ, it 
depends on the species concentraƟon: 𝜎ା = 𝑆𝑂𝐶ା𝜎 + (1 − 𝑆𝑂𝐶ା)𝜎ூ 𝜎ି = 𝑆𝑂𝐶ି𝜎ூூ + (1 − 𝑆𝑂𝐶ି)𝜎ூூூ 
This can be simply seen as a weighted average between the conducƟviƟes of the different stages of vanadium, 
being the 𝑆𝑂𝐶 the weight. [15] 
The values of such conducƟviƟes can be found in literature, and are for example here reported in Table 2.2: [15] 

 
 
 
 
 
 
 
 



22 
 

Table 2.2: The conducƟviƟes of the vanadium species. 𝑉ଶା 𝜎ூூ 27.5  𝑆𝑚൨ 𝑉ଷା 𝜎ூூூ 17.5  𝑆𝑚൨ 𝑉𝑂ଶା 𝜎ூ 27.5  𝑆𝑚൨ 𝑉𝑂ଶା 𝜎 41.3  𝑆𝑚൨ 

This means that it will always be 𝜎ା > 𝜎ି, and in parƟcular their best values are found for 𝑆𝑂𝐶 = 100%. 

e. Cross-over losses 

The catholyte and the anolyte are meant to flood the two electrodes which consƟtute the two half-cells, and 
which are separated by an ion-exchange membrane. Such a surface will be crossed by ions (whether posiƟve or 
negaƟve), in order to maintain the charge neutrality, while electrons cross the BPs, eventually giving the output 
current. 
The issue is that the membrane also allows for some vanadium ions to pass, so liƩle quanƟƟes of electrolyte take 
an unexpected path, resulƟng in a loss. Such a loss comes both from the fact that some vanadium is just lost 
without releasing or absorbing useful energy, and from the fact that it will react with other vanadium ions, 
releasing energy in the detrimental form of heat. 
This phenomenon is known as cross-over, and follows Fick’s first law: 𝐽 = −𝐷 𝜕𝑐𝜕𝑥 

With: 
- 𝐽 ቂమ௦ቃ: diffusion flux, the amount of substance that flows through a surface during a unit Ɵme interval; 

- 𝐷 ቂమ௦ ቃ: diffusivity constant; 

- డడ௫  ቂ య∙ቃ: concentraƟon gradient. 
The negaƟve sign indicates that the flux goes towards the region with the lower concentraƟon. It is possible to 
rewrite the equaƟon in a more general way, comprehending all the three space dimensions: 𝑱 = −𝐷 ∙ ∇𝑐 
Now 𝑱 is a 3D vector. 𝑱 alone is not enough to describe the cross-over phenomenon, though: not only has every vanadium specie its 
own disƟnct diffusivity constant 𝐷 (the lower the valence, the faster the crossing [6]), but also different 
concentraƟon at any given moment. This means that the above formula is actually funcƟon of many variables, 
above which there is also the 𝑆𝑂𝐶. In fact: [34] 𝑆𝑂𝐶ା = 𝑐𝑐 + 𝑐ூ = 𝑐𝑐ା 𝑆𝑂𝐶ି = 𝑐ூூ𝑐ூூ + 𝑐ூூூ = 𝑐ூூ𝑐ି  

Of course, the temperature plays a role too. [15] 
Once the vanadium ions have crossed the ion-exchange membrane, they react with the other species of the 
electrode. The reacƟons are exothermic and eventually result in cross-over energy losses, which cause self-
discharge and loss of efficiency. In parƟcular, when 𝑉ଶା arrives at the posiƟve electrode: [6] 𝑉ଶା + 2𝑉𝑂ଶା + 2𝐻ା → 3𝑉𝑂ଶା + 𝐻ଶ𝑂 
When 𝑉ଷା arrives at the posiƟve electrode: 𝑉ଷା + 𝑉𝑂ଶା → 2𝑉𝑂ଶା 
Not only are 𝑉(𝐼𝐼) and 𝑉(𝐼𝐼𝐼) lost, but also 𝑉(𝑉) is wastefully turned into 𝑉(𝐼𝑉). 
When instead 𝑉𝑂ଶା arrives at the negaƟve electrode: 𝑉𝑂ଶା + 𝑉ଶା + 2𝐻ା → 2𝑉ଷା + 𝐻ଶ𝑂 
When 𝑉𝑂ଶା arrives at the negaƟve electrode: 
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𝑉𝑂ଶା + 2𝑉ଶା + 4𝐻ା → 3𝑉ଷା + 2𝐻ଶ𝑂 
Not only are 𝑉(𝐼𝑉) and 𝑉(𝑉) lost, but also 𝑉(𝐼𝐼) is wastefully turned into 𝑉(𝐼𝐼𝐼). [15,35] 
It might also happen that 𝑉(𝐼𝐼) reacts with 𝑉(𝐼𝑉) in the posiƟve electrode, or that 𝑉(𝑉) reacts with 𝑉(𝐼𝐼𝐼) in 
the negaƟve electrode, but such reacƟons are of negligible importance, since their products further react in ways 
which are already described by the other reacƟons above. [35] Amongst the four species, 𝑉(𝐼𝐼) has the highest 𝐷. [15] 
The baƩery energy reducƟon rate due to 𝑉(𝐼𝐼) cross-over can be described by: 𝑃 = −Δ𝐺 𝑑𝑀ூூ𝑑𝑡 = 𝑧𝐹𝐸 𝐴𝑑 ൫𝐷ூூ,𝑐ூூ,ି − 2𝐷,𝑐,ା − 2𝐷ூ,𝑐ூ,ା൯ே

ୀଵ  

With: 
- Δ𝐺 = 𝑧𝐹𝐸: total Gibbs reacƟon energy (𝐸 cell Nernst potenƟal); 
- 𝐴: membrane AA; 
- 𝑑: membrane thickness. 

Not only does the mass loss over Ɵme depend on the considered specie’s migraƟon, but also to the others’: the 
less 𝑉(𝐼𝑉) and 𝑉(𝑉) are available, the less the escaped 𝑉(𝐼𝐼) can actually provoke an energy loss. 
The only way to reduce the cross-over losses is to choose a membrane which can hinder the vanadium migraƟon. 
The problem is that this would also slow down the 𝐻ା passage. In the end, a membrane with a high ion 
conducƟvity is more important than one with reduced vanadium crossover [4,36], so this aspect can only be 
opƟmised up to a certain point. 

f. Hydraulic losses 

Since the electrolytes are liquid and stored in external tanks, pumps are necessary to move them to the stack and 
back. Nevertheless, they introduce an energy consumpƟon, and they have an efficiency themselves which plays 
its part in the overall analysis of the VFB. Luckily for industrial scale plants, the efficiency of a pump is usually the 
higher the bigger the pump itself, and this aspect should be kept in mind whenever dealing with a laboratory 
scale study. 
Similarly to the voltage, the pressure drops along its path too. In general, it is possible to express the net hydraulic 
power as: 𝑃 = 𝑄ାΔ𝑝ା + 𝑄ିΔ𝑝ି 
With 

- 𝑄: electrolyte flow rate; 
- Δ𝑝: pressure drop; 
- + and – subscripts to indicate whether the value is referred to the catholyte or anolyte. 

Each pressure drop can then be considered as the sum of two addenda: a drop in the tank, and one in the pipes. 
They furthermore depend on the regime of the liquid, therefore on the flow itself, so the above expression could 
be rewriƩen as: 𝑃 = 𝑄ାΔ𝑝ା(𝑄ା) + 𝑄ିΔ𝑝ି(𝑄ି) 
The flow regime in the pipes can be idenƟfied to be either laminar or turbulent, respecƟvely for Reynolds 
numbers lower or higher than 23,000. [15] Recalling the laws of fluid dynamics, this number can be evaluated 
as: 𝑅𝑒 = 𝜌𝑢௫𝑑௫𝜇  [1] 

With: 
- 𝜌 ቂయቃ: fluid density; 

- 𝑢௫  ቂ௦ ቃ: fluid velocity in the 𝑥௧ straight segment; 
- 𝑑௫  [𝑚]: hydraulic diameter of the segment; 
- 𝜇 ቂ௦ቃ: dynamic viscosity. 

Once the Reynolds number is known, it is possible to proceed with the pipe fricƟon factor: 
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𝑓௫ = ⎩⎨
⎧ 64𝑅𝑒  𝑖𝑓 𝑅𝑒 < 23,000−1.8 ∙ log ൬6.9𝑅𝑒൰൨ିଶ  𝑖𝑓 𝑅𝑒 > 23,000 

In any case, the regime in a VFB is usually of the laminar type, therefore with 𝑅𝑒 below 23,000. 
Figure 2.8 shows a representaƟon of 𝑓௫(𝑅𝑒), with a magnificaƟon of low Reynolds numbers (laminar regime) and 
high ones (turbulent regime). 

 
a) 

 
b) 

 
c) 

Figure 2.8: a) The fricƟon factor versus the Reynolds number, with magnificaƟons focusing on b) low and c) high 𝑅𝑒. 

With the fricƟon factor, it is finally possible to find the distributed term of the pressure drop along the straight 
part of the pipes: Δ𝑝ௗ± = 𝜌2  𝑓௫ 𝑙௫𝑑௫ 𝑢௫ଶ௫  [𝑃𝑎] 

The plus or minus sign sƟll indicates whether the evaluated quanƟty refers to the catholyte or to the anolyte. The 
other pressure drop addendum to be found is the one that takes into account localised (or concentrated) losses: Δ𝑝± = 𝜌2  𝜁௫𝑢௫ଶ௫  

With 𝜁௫  empirical minor loss coefficient, to be found in literature or from data sheets. 
The sum of Δ𝑝ௗ± and Δ𝑝± eventually gives the total pressure drop Δ𝑝±. 
Since this value is to be minimised, it is necessary to idenƟfy which parameters can be acted upon. Velocity 𝑢௫ is 
clearly a main character, but it is chosen accordingly to the output power desired at the given moment, so it 
cannot become a constraint. Anyway, the higher the velocity, the more turbulent the flow, the higher the losses. 
Neither can 𝜌 be freely modified, since it depends on the chemical composiƟon of the electrolytes, which is 
crucial for the chemical reacƟons. 
It is preferable to operate with low viscosiƟes 𝜇, but this depends on the electrolyte composiƟon too. Anyway, 
lower viscosiƟes also ease the operaƟon of the pumps. It is interesƟng to noƟce that 𝜇 slightly decreases at higher 
operaƟng temperatures, though. [37] 
A path with fewer turns or anyway spots where localised pressure drops can arise is suggestable: this is a maƩer 
of geometry and of management of the available spaces. 
The last two parameters that can play a role are the path length and diameter: a short thick pipe causes less 
pressure drops, since it eases the fluid movement. The point is that, as previously seen, this shape would reduce 
the electric resistance faced by the shunt currents, thus increasing that other type of losses. A compromise is to 
be found between the two requests, with an opƟmisaƟon. 
Anyway, the pressure drops inside the electrode are more important than those in the pipes, so the reducƟon of 
its resistance to the electrolyte flow cannot be neglected. Darcy’s law helps evaluaƟng the value of the pressure 
drop inside a porous electrode: [38] Δ𝑝௧ = 𝜇 ∙ 𝑙 ∙ 𝑄𝜅 ∙ 𝐴  

With 𝜇 viscosity, 𝑄 flow rate, 𝑙 length, 𝐴 cross-secƟonal area, 𝜅 permeability, found as: 
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𝜅 = 𝑑ଶ16𝐾 𝜀ଷ(1 − 𝜀)ଶ 

With 𝑑 fibre diameter, 𝐾 Kozeny-Carman constant and 𝜀 porosity. A very low porosity (𝜀 ≈ 0, i.e. a compact 
electrode) yields a low permeability 𝜅, and eventually a huge pressure drop Δ𝑝௧ . On the other way around, a 
high porosity eventually leads to a low pressure drop, and in fact it means that the fibres do not hinder the 
electrolyte flow. [25] 

g. Impact of the electrode compression 

AŌer all the previous paragraphs, it is evident how the electrode plays a pivotal role in the performances of the 
VFB cell. Its porosity impacts on the electrolyte flow, thus on the hydraulic losses and on its velocity. The limit 
current depends on this velocity, and therefore the transport losses too. Furthermore, the compression of the 
electrode influences its length, regarding the ion current path, and the contact with the BP and the ion-exchange 
membrane, thus the ohmic resistances too. 
It is clear that a diligent descripƟon of the electrode behaviour cannot therefore neglect the importance of its 
compression. It all starts with the porosity concept, which was already introduced: 𝜀 = 𝑉௧௬𝑉௧௧  [1] 

The porosity is the raƟo between the empty space leŌ amongst the carbon strains in the microstructure of the 
felt and its total volume. The higher the porosity, the more empty space there is. This value can be expressed 
either as a unit or as a percent, of course. 
It is useful to refer to this empty space with the term porosity, to imagine it as composed of spheric pores, but it 
is not accurate. In fact, the carbon felt is made of many liƩle strains, woven together in an irregular paƩern, and 
their cylindrical shape does not cut out spheric holes, but rather an irregular space where the electrolyte flows. 
It is therefore even difficult to determine the diameter of the pores, if anyway one wanted to refer to them to 
describe the empƟness. Such an irregular structure also leads to the fact that the same carbon felt can behave in 
different ways under different circumstances, so a unique descripƟon of its properƟes is even more complicated. 
[24] 
The key concept of compression can be quanƟfied by the compression raƟo (𝐶𝑅), which is nothing but the unit 
minus the raƟo between the final and the iniƟal thickness of the electrode: 𝐶𝑅 = 1 − 𝑑𝑑  

Maybe expressed as a percentage. The relaƟonship that instead directly binds the porosity 𝜀 to the 𝐶𝑅 is not 
linear. In fact, the volume can always be considered the sum of two addenda: the empty one (given by the empty 
spaces amongst the strains: the pores) and the full one (the strains themselves). When the compression occurs, 
the empty space alone is pressed, the full one is not (as long as the compression does not reach very high values, 
where the strain-stress relaƟon of the graphite starts to be involved as well). Calling 𝜀 the porosity of the 
uncompressed felt, it is possible to evaluate the porosity 𝜀 of the same felt for a given compression with: [39] 𝜀 = 𝜀 − 𝐶𝑅1 − 𝐶𝑅  [1] 

For example, if the starƟng porosity is 𝜀 = 80%, aŌer a halving of the volume (𝐶𝑅 = 50%) it becomes 𝜀 = 60%. 
Assuming a unitarian iniƟal volume, in fact, the iniƟal empty space is 0.8, while the full space the remaining 0.2. 
The compression halves the whole volume, i.e. removes 0.5, but this quanƟty is taken away from the empty space 
alone, which then becomes 0.3. So, in the end there is 0.3 empty space over a total of 0.3 + 0.2 = 0.5: the 60%. 
This formula works as long as the 𝐶𝑅 percentage is smaller than the 𝜀 percentage, since negaƟve values of 𝜀 do 
not make sense. Such high compressions imply in fact that the carbon strains are deformed as well: a 
phenomenon that is ignored in this formula. 
This compression requires a pressure to be applied on the electrode, usually coming from the BPs. 
Due to the irregular microstructure of the felt, the relaƟonship that binds the compression raƟo to the applied 
pressure is not linear: it is shown in Figure 2.9. 
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Figure 2.9: The relaƟonship between the compression raƟo and the compressive pressure: it is not linear. [27] 

An explanaƟon of this behaviour is found in the fact that the pores are different in size, and the bigger ones will 
also be the first to be compressed. Once they are squeezed, the compression acts on the new bigger ones, thus 
resulƟng in the trend of Figure 2.9, where an increasing effort is needed to keep reducing the thickness of the 
electrode. Keeping in mind that the empty space is not actually composed of pores, it is anyway possible to 
esƟmate their (equivalent) diameter, and find the corresponding distribuƟon, as shown in Figure 2.10. 

 
Figure 2.10: The distribuƟon of the pore diameters for different levels of compression: a) the frequency and b) 

the normalised frequency. [27] 

Raising the pressure and therefore the compression, it is clear that the amount of large pores immediately 
decreases, unƟl there are not any more of that size. Once they are squeezed, they belong to the group of pores 
with smaller diameter, thus further increasing the proporƟon of these ones. It is interesƟng to noƟce how the 
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frequency of the smallest pores almost does not change, i.e. they are not affected by the compression. It is not 
too much of a surprise, nevertheless: aŌer all they are the most difficult to compress. The normalisaƟon highlights 
how the curve is gradually sharpened to the leŌ, and made steeper on the right. 
Figure 2.11 proposes another way to analyse the same distribuƟon. 
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Figure 2.11: The diameters of the pores for different values of compression: a) their total volume, b) their 

average diameter, c) the maximum diameter. [27] 

Since the total pore volume corresponds to the empty space within the electrodes, it is not strange that its 
relaƟonship with the compression in Figure 2.11 a) is linear. Since the pore volume is related to the diameter 
accordingly to the formula of the volume of the sphere, it is natural that the mean diameter decreases with the 
compression too, as in Figure 2.11 b). Last, the maximum diameter must decrease too, as it was shown back in 
Figure 2.10, and in fact it does, as in Figure 2.11 c). 
A preƫer representaƟon is proposed in Figure 2.12, where it is possible to directly look at the sponge-like Ɵssue 
of the felt throughout the compression. 

 
Figure 2.12: The felt throughout the compression: the impact on the porous structure is visible. [27] 

This porous structure that changes with the compression raƟo is crossed by the electrolyte flow. The way in which 
this happens depends on the hydraulic configuraƟon: in the flow-through case, the electrolyte just passes from 
one extremity to the other through the porous structure; in the flow-by, by jumping from one channel to the 
other, crossing a small porƟon of electrode. In any case, larger pores ease the passage of the electrolyte, while 
smaller ones make it difficult, but on the other side usually offer more surface area for the redox reacƟon. It might 
even happen that a porƟon of the electrode is not accessible at all, due to local obstacles for the flow, so the 
invasion paƩern might be quite irregular. 
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The highest velociƟes are reached where the carbon fibres do not oppose the electrolyte flow, while the regions 
where the strains are very close (due to compression or not) hinder it: the maximum velocity can even be 25 
Ɵmes higher than the one at the inlet. [24] It would be useful to have a formula for the evaluaƟon of the tortuosity 
of the electrolyte path, but such a value is very complex to determine, since it depends on a lot of variables. The 
easiest way to find it is by experimental data o simulaƟons. Figure 2.13 shows a possible invasion paƩern for the 
electrolyte in the electrode for different compression raƟos. 

 
Figure 2.13: An invasion paƩern of the electrolyte in the electrode for different compression raƟos. [27] 

The different colours represent the progressive instants: the dark blue dots the iniƟal posiƟons of the electrolyte, 
while the white ones the final posiƟons. 
The higher the number of phases in the diffusion, the more difficult it is to foresee their development. 
The permeability clearly is a useful tool to beƩer describe the behaviour of the electrode while the electrolyte is 
passing through it. Unsurprisingly, it depends on the porosity 𝜀, besides other quanƟƟes: [25] 𝜅 = 𝑑ଶ𝜀ଷ16𝐾(1 − 𝜀)ଶ 

As it was already introduced in paragraph 2.f. The above dependence of 𝜅 on 𝜀 is shown in Figure 2.14. 
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Figure 2.14: Semilogarithmic plot of the relaƟonship of the permeability 𝜅 with the porosity  𝜀. 

And since the porosity itself 𝜀 depends on the compression raƟo 𝐶𝑅, it is possible to directly link 𝜅 and 𝐶𝑅, as 
shown in Figure 2.15: there, the permeability values of two different felts are shown: R5 and P5. [25] 
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Figure 2.15: Dependence of the permeability 𝜅 of two electrodes felts (R5 and P5) on the compression raƟo 𝐶𝑅. 

[25] 

It is possible to observe how a gradual increase in the compression leads to a monotonous decrease in the 
permeability of the felt, due to the reducƟon of the dimensions of the pores and to a probable reorganisaƟon of 
the microstructure of the felt itself. Besides the 𝐶𝑅 and its consequences, the reduced thickness of the electrode 
plays a role too in the determinaƟon of the final hydraulic resistance the electrolyte has to face along its path in 
the felt. 
It is also interesƟng to noƟce that the permeability is not influenced by the operaƟng temperature of the cell; 
since the electrolyte is less viscous at higher temperatures, the pressure drop in the felts decreases anyway, 
following a linear relaƟonship: [25] Δ𝑝 = 𝜇𝑙𝑄𝜅𝐴  

Where 𝜇 is the electrolyte viscosity, 𝑙 the electrode length, 𝑄 the electrolyte flow rate, 𝜅 the permeability and 𝐴 
the cross-secƟonal area. Table 2.3 provides an example for the values of permeability of felts P5 and R5 at 
different temperatures, together with the viscosity of the electrolyte. 

Table 2.3: The permeability of the P5 and R5 felts and the electrolyte viscosity for different temperatures. [25] 
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Alike the temperature, a different choice of electrolyte does not influence the permeability of the electrode. [29] 
The intersƟƟal velocity is instead: [25] 𝑣 = 𝑄𝐴𝜀 

The formula of the flow 𝑄 = 𝑣𝐴 is elementary in the hydraulics context, but here it is clear the impact the porosity 
has on it. If 𝜀 = 1 (i.e. 𝑉௧௬ = 𝑉௧௧) all the space to cross is free of obstacles and 𝑄 = 𝑣𝐴 simply, but this does 
not apply to the electrode case. The higher the porosity 𝜀, the faster the electrolyte, keeping the flow 𝑄 at a 
constant value, since it has to pass through narrow paths amongst the carbon fibres: this reminds to Bernoulli’s 
principle. 
Not only does the felt provoke a pressure drop inside the electrode, but it also imposes a condiƟon for the 
electrolyte to enter. This condiƟon can be represented by the breakthrough pressure, which is the minimum one 
required for a liquid to overcome the capillary pressure in the channels with the largest pores. It linearly increases 
with an increasing compression raƟo. [27] The electrolyte consequently needs to be pumped with a stronger 
pressure in order to pass the whole electrode width, in the flow-through configuraƟon. In the flow-by one, 
instead, it is just sufficient for the electrolyte to reach the membrane from the channels. [27] Unlike the 
breakthrough pressure, though, the pressure required to fulfil the felt does not vary with compression, since the 
smallest pores are almost not affected by it. [27] 
Concerning the electrolyte flow, it can be aƩributed to the phenomena of viscosity and diffusivity. The viscous 
transport is due to the internal shear stresses: it depends on the permeability, so it decreases with higher 
compression raƟos. The diffusion is instead due to a concentraƟon gradient, and the correspondent transport is 
less dependent on the compression raƟo. This means that processes which mostly rely on diffusion are less 
affected by compression than those that mostly rely on viscosity. [27] This all (the change in the transport 
dynamics and the reducƟon in the pores’ dimensions) can negaƟvely affect the homogeneity of the flow, together 
with the reorganisaƟon of the felt microstructure. Furthermore, the reduced permeability is also detrimental for 
the electrolyte convecƟon. [23,40] It might happen that some parts of the electrode are not reached by the 
electrolyte at all, thus some of the AA is not used and just wasted, with a reducƟon of the cell performances. [24] 
This detail is also influenced by the type of chosen molecule: surprisingly, organic electrolytes perform beƩer 
than vanadium-based ones. One might righƞully expect the smaller vanadium-based molecules to move beƩer, 
due to their minor dimensions, with respect to the bigger organic ones. This is counterbalanced though by the 
higher rate constant of organic electrolytes: they have a faster charge transfer, which eventually results in beƩer 
current values. [24] This is the reason why the AA is not the main parameter in the cell design, but rather the 𝐴𝑆𝑅. [24] 
In the end, the pressure drop in the felt depends on a variety of parameters: the compression raƟo (mostly due 
to the breakthrough pressure), the AA, the electrolyte flow etc. 
Figure 2.16 provides an example of these dependencies. [40] 
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Figure 2.16: The pressure drop in the electrode VS the flow rate, for various compression raƟos. The dashed lines 

represent a wide AA, the conƟnuous lines a smaller AA. 

There is a monotonous dependence of the pressure drop on the flow rate, which is deeply influenced by other 
factors. For example, the higher the compression raƟo, the higher the pressure drop, due to the contribuƟon of 
the breakthrough pressure. The AA of the electrode plays a crucial role too: a wider one means that the carbon 
strains are not in close contact one with the others, so there is more space for the liquid to flow, leading to lower 
pressure drops (conƟnuous lines). A smaller AA means instead that the strains are more pressed, with narrower 
spaces amongst them and therefore with a more difficult passage for the liquid: a higher pressure drop. In 
parƟcular, the effect of the electrode compression over the pressure drop is not linear, as shown in Figure 2.17. 
[26] 
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Figure 2.17: The pressure drop VS the current density for various electrode thicknesses, i.e. compression raƟos. 

[26] 

The example of Figure 2.17 shows that a compression from 𝑑 = 5 [𝑚𝑚] to 𝑑 = 4 [𝑚𝑚] does not parƟcularly 
increase the pressure drop, while one from 𝑑 = 3 [𝑚𝑚] to 𝑑 = 2 [𝑚𝑚] has a way stronger impact. 
Once the pressure drop Δ𝑝 is known, it is possible to finally evaluate the power spent in the pumps to have the 
electrolyte flow: 𝑃௨ = Δ𝑝 ∙ 𝑄𝛼  

Where 𝛼 is the pump efficiency. 
While the use of high flow rates is generally preferrable to decrease the concentraƟon overpotenƟal, to achieve 
high cell efficiencies, it also increases the pumping power, which has to be extracted from the VFB itself, 
eventually lowering the overall efficiency of the system. It is good news anyway that large pumps usually have 
good efficiencies: beƩer than those of smaller dimensions, which are by the way uƟlised in laboratory scale 
experiments. Regarding the electrode compression, it increases the pressure drop (because of the breakthrough), 
and eventually reduces the overall efficiency of the baƩery of a value between 1 and 20%. [26] 
Of course, there are also other places where pressure drops occur (manifolds, pipes), but those in the electrode 
felts and FF channels are the most important. [25] 
Recalling that 𝑣 = ொఌ, it is necessary to keep in mind that the electrode compression will also cause a reducƟon 
of the cross-secƟonal area 𝐴, so the electrolyte will be forced to pass through a narrower region. If the flow rate 𝑄 is imposed, this implies higher velociƟes; if the velocity is instead imposed, the flow rate is reduced. [25] 
Figure 2.18 reports the relaƟonship between the pumping power and the compression raƟo for two different 
types of electrode felt: P5 and R5. [25] 
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Figure 2.18: The pumping power versus the compression raƟo for two electrode felts: P5 and R5. [25] 

It is evident that the properƟes of the chosen felt are crucial: its microstructure, porosity, and all the other 
mechanical and textural characterisƟcs lead to different opƟmal 𝐶𝑅s. [25] Once again, it is a maƩer opƟmisaƟon, 
since the homogeneity of the electrolyte distribuƟon and the cell performances depend on 𝐶𝑅 too. The type of 
flow furthermore is important as well, and it is described by the Reynold’s number. The dependency is shown in 
Figure 2.19. [29] 

 
Figure 2.19: The dependency of the pumping power on the Reynold’s number for different compression raƟos. 

[29] 
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A higher Reynold’s number (i.e. a more turbulent regime) leads to higher pressure drops, and therefore pumping 
powers. The more compressed the electrode, the higher the power. [29] 
Not only do the compression and the porosity variaƟon influence the hydraulic properƟes of the cell, but also the 
electrical ones, as it will be now described. 
The compression in fact squeezes the pores, pressing the carbon strains together, improving their electrical 
contact amongst them and reducing the resistance. The beƩer the contact, the lower the resistance, but this 
value cannot decrease indefinitely, but rather reaches an asymptoƟc value, which is proper of the felt material 
itself. The relaƟonship between effecƟve electrical conducƟvity and porosity is the Bruggermann correcƟon: 𝜎௦ = (1 − 𝜀)ଷଶ𝜎௦ 
Thus leading to the graph of Figure 2.20, which also reports experimental data. [26] 

 
Figure 2.20: The electrical conducƟvity of the electrode versus its thickness, reporƟng experimental and 

expected data. [26] 

Being the resisƟvity 𝜌 the inverse of the conducƟvity 𝜎, the previous behaviour naturally leads to the one shown 
in Figure 2.21, which has the 𝐶𝑅 on the 𝑥 axis, though, not the thickness. [27] 
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Figure 2.21: The electrical resisƟvity 𝜌 versus the compression raƟo 𝐶𝑅. [27] 

The electrode resistance is the product of the resisƟvity Ɵmes the path length, over the cross-secƟonal area. This 
yields to a slightly different graph than the one of Figure 2.21. The resistance versus the compression is shown in 
Figure 2.22. [27] 
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Figure 2.22: The electric resistance of the electrode versus the compression. [27] 

Looking at Figure.2.22, it is clear that the more the electrode is compressed, the easier it is for the electrons to 
cross it, resulƟng in a lower ohmic voltage drop. This is the result of the combined effect of the reduced resisƟvity 
(due to the enhanced contact amongst the carbon fibres) and the reduced thickness to cross. 
In any case, the ionic conducƟvity is two orders of magnitude lower than the electrical one, resulƟng in its 
dominion concerning the ohmic losses. [26] Some numerical values for ohmic losses, in a comparison with 
acƟvaƟon overpotenƟal, are provided in Table 2.4. 

Table 2.4: AcƟvaƟon overpotenƟal 𝜂 and ohmic losses 𝐼𝑅 for different electrode thicknesses 𝑑. [26] 

 

The 𝐴𝑆𝑅 is therefore dominated by the ohmic contribuƟon. 
Recalling the formulas for the acƟvaƟon overpotenƟal from paragraph 2.c.i: 𝜂௧ = ± 2.3𝑅𝑇𝛼𝐹 log 𝑗 ∓ 2.3𝑅𝑇𝛼𝐹 log 𝑗  [𝑉] 

where the choice of the signs depends on whether the equaƟon is referred to the anode or cathode. It is shown 
that no parameter depends on the compression of the electrode. 𝑅 and 𝐹 are in fact constants, the temperature 𝑇 is the operaƟve one and 𝛼 is the transfer coefficient (of the anode or cathode). Regarding this last quanƟty, it 
is: 
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𝛼 = ∓𝜈 𝑅𝑇𝑛𝐹 ቆ𝜕 ln|𝐼ௗ|𝜕𝐸 ቇ,்,ೝೌ  

With the minus sign to refer to the cathode, plus to the anode. 𝜈 is the stoichiometric number, the derivaƟve డ ୪୬|ூೝ|డா  is between the logarithm of the parƟal cathodic or anodic current and the electrode potenƟal. Neither 
does the limit current density 𝑗 depend on the compression raƟo. The constancy of the acƟvaƟon overpotenƟal 
with respect to the electrode thickness was also proven in Table 2.4, whose values also make clear why the impact 
of the ohmic losses is heavier than that of the acƟvaƟon, so the firsts dominate over the seconds in the 𝐴𝑆𝑅. 
Figure 2.23 [26] shows the steepness of the funcƟons.  

 
Figure 2.23: The 𝐴𝑆𝑅 and 𝜂௧ VS the electrode thickness for various specific surface areas 𝑎. [26] 

The sequence of white triangles represents the values of the 𝐴𝑆𝑅 for a certain specific surface area: it increases 
with the electrode thickness, i.e. it decreases with its compression. This behaviour is due, as previously explained, 
by the decrease in the ohmic losses with compression, even though the acƟvaƟon overpotenƟal stays constant. 
In fact, the laƩer is represented by the black triangles, which stay at the same height in the graph throughout the 
electrode compression. The mulƟplicaƟon of the specific surface area by a factor of 10 leads to the lines of 
squares: their behaviours are the same of the triangles, but are placed lower in the graph. This means that a 
higher specific surface area leads to lower resistances. In fact, the redox reacƟons have more available space to 
occur, so the acƟvaƟon is easier. This shiŌs down the 𝐴𝑆𝑅 as well, which more or less maintains the same 
steepness as before. A further increase in 𝑎 further reduces 𝜂௧. 
To sum up: higher 𝑎 for lower 𝜂௧, while higher 𝐶𝑅 for lower 𝑅𝐼. [26] 
The compression cannot though reach exaggerated values. On one hand, this would provoke strong pressure 
drops for high current densiƟes, eventually leading to a leakage of the electrolyte from the stack. This is both a 
security hazard, due to its acidic nature, and detrimental for the baƩery performances, of course. [40] A wrong 
compression value can even lead to the breakage of the carbon fibres of the felt, thus ruining it. [26] 
As Figure 2.24 witnesses, the impact of the compression raƟo on the cross-over losses is minimal. [41] 
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Figure 2.24: The anolyte and catholyte concentraƟons throughout charge and discharge, versus Ɵme, for two 

values of compression raƟo. b) has ten Ɵmes the diffusivity constant of a). [41] 

The leŌ halves of Figure 2.24 a) and b) represent the charging phase, and in fact the red lines with circles (the 𝑆𝑂𝐶) steadily grow. The diffusivity constant of b) is ten Ɵmes that of a), so the cross-over phenomenon is stronger, 
thus leading to a slower charge, which anyway just takes 56.5 [𝑠] longer. The right halves show instead the 
discharging phase: that of b) is slightly faster than that of a) for the same reason as before. The concentraƟon of 
the anolyte (conƟnuous line) and of the catholyte (dashed line) are not constant throughout the process, due to 
the cross-over phenomenon. For example, during discharge, the anolyte concentraƟon decreases, in fact: 
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𝑉ଶା + 2𝑉𝑂ଶା + 2𝐻ା → 3𝑉𝑂ଶା + 𝐻ଶ𝑂 
Which means that 𝑉(𝐼𝐼) is lost from the anolyte, migrates to the catholyte, and turns into 𝑉(𝐼𝑉), thus changing 
the concentraƟon of the two electrolytes as shown in the graph. Another similar reacƟon happens instead during 
the charge. As a result, the concentraƟons vary through the process, but aŌer a full cycle come back to the original 
values, no maƩer the compression raƟo. This last detail is proved by the fact that the discharge phase happens 
with a 𝐶𝑅 = 20%, while the charge phase with 𝐶𝑅 = 10%. Despite this difference, the concentraƟon variaƟons 
cancel each other, which implies that the cross-over phenomenon is (almost) not affected by the compression. 
To sum up, the compression has mulƟple effects: in the hydraulics context it increases the pressure drops, thus 
requiring higher pumping energy, but it also enhances the electrolyte velocity, which leads to a beƩer penetraƟon 
in the felt [40,42]; in the electric context instead, it reduces the 𝐴𝑆𝑅. If the best compression raƟo to apply is to 
be found, an opƟmisaƟon is necessary. 
It is useful at this point to recall some quanƟƟes that might be set as variables of the opƟmisaƟon: the three 
aforemenƟoned efficiencies. 
The coulombic efficiency 𝐶𝐸 described how well the electrons are stored into and taken from the system, and 
can be used to track side-reacƟons that can lower the performances of the stack, like faradaic losses. 𝐶𝐸 = 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑐𝑎𝑟ℎ𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦  

A full coulombic efficiency might be obtained with the adopƟon of an anion exchange membrane able to block 
the vanadium cross-over, since it has posiƟve sign. An increase in the 𝐶𝑅 leads to a higher current density, which 
leads to a lower Ɵme available for the ions cross-over, which eventually leads to a higher 𝐶𝐸. An excessive 
compression is detrimental, though: it reduces the porosity and eventually decreases the 𝐶𝐸. 
The voltage efficiency is instead defined as: 𝑉𝐸 = 𝑚𝑖𝑑𝑑𝑙𝑒 𝑝𝑜𝑖𝑛𝑡 𝑜𝑓 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙𝑚𝑖𝑑𝑑𝑙𝑒 𝑝𝑜𝑖𝑛𝑡 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙  

It considers the overpotenƟals during charge and discharge: their opposite signs have a negaƟve impact on the 
cell potenƟal, and eventually lead to electric losses. Since the compression lowers the 𝐴𝑆𝑅 of the cell, the 
magnitude of these overpotenƟals is reduced, leading to a beƩer voltage efficiency. 
The energy efficiency is then but the product of 𝐶𝐸 Ɵmes 𝑉𝐸. 
A higher compression also corresponds to a beƩer discharge capacity during cycling at the same current density: 
the fading is aƩributed to the differenƟal rates of the gaseous evoluƟon, to the different permeability of the 
vanadium ions (and the consequent imbalance in the 𝑆𝑂𝐶 between the two half-cells), to the vanadium ion 
precipitaƟon, to the change in electrode polarisaƟon and resistance. Table 2.5 reports some numerical examples. 
[23] 

Table 2.5: The effect of the compression raƟo on the discharge capacity, on the efficiencies and on the cell 
resistance at different current densiƟes. [23] 

 

The example of Table 2.5 further shows that for any current density, the compression raƟo enhances the 
efficiencies (but must not become excessive, lest the 𝐶𝐸 falls down again), reduces the resistance, and improves 
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the discharge capacity. Considering instead a constant 𝐶𝑅, it is also visible that higher currents correspond to 
lower discharge capaciƟes, beƩer 𝐶𝐸s, and worse 𝑉𝐸s. 
Figure 2.25 reports the voltage values for the different capaciƟes along the charge and discharge processes, for 
various current densiƟes and compressions. [40] 

 
Figure 2.25: The voltages VS capacity during charge and discharge for different compression raƟos, and for a)-d) 

rising current densiƟes and flow rates values. [40] 
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As Figure 2.25 shows, the compression first raises the maximum reachable capacity, then lowers it again when 
excessive. In each graph, the 𝐶𝑅 also makes the line more horizontal, which means that the effect of the ohmic 
losses (due to the 𝐴𝑆𝑅) is reduced. The impact of the compression is less evident in d), where the current is the 
highest one. 
The compression raƟo which corresponds to the best efficiency is not the same that brings the highest output 
power though. A high power allows to design a VFB of smaller dimension, and therefore less expensive, but a 
higher efficiency enhances its performances, its ability to withhold the stored energy. Another trade-off, another 
opƟmisaƟon is needed here. [23] 
It is also interesƟng to noƟce how the compression increases the charging and discharging Ɵmes, as 
understandable from Figure 2.26. [23] 

 
Figure 2.26: The cell potenƟal versus Ɵme during charge and discharge for different current densiƟes and 

compression raƟos: a) 0%, b) 10%, c) 20%, d) 30%. [23] 

It is no surprise that a lower current density makes the Ɵmes longer for any compression raƟo. The point is that 
for any current, the higher the compression, the longer the Ɵmes before the complete charge or discharge is 
goƩen. This might be due to the reduced electrical contact. [23] 
Looking again at Table 2.5, it can be read that higher currents bring beƩer coulomb efficiencies. In fact, faster 
Ɵmes reduce the net convecƟve cross-over, the vanadium migraƟon, which would otherwise waste the collected 
charges in the VFB. [29] 
To sum everything up: the compression of the electrode causes higher pumping losses and might lead to an 
inhomogeneous use of the felt, but also lowers the 𝐴𝑆𝑅, resulƟng in beƩer efficiencies. It is obviously not possible 
to perfectly saƟsfy all the condiƟons above, so an opƟmisaƟon is necessary. 
The situaƟon is further complicated by a last detail: the compression is not actually uniform throughout the 
electrode. 
In the flow-by configuraƟon in fact the electrolyte is led into the electrode from the channels, which are engraved 
in the BPs. This space can be occupied by some carbon strains of the felt aŌer a compression, as shown in Figure 
2.27. 
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Figure 2.27: The intrusion of the carbon strains of the felt in the channels due to compression. [29] 

The stronger the compression, the deeper the intrusion. It is therefore useful to introduce another parameter: 
the intrusion raƟo, 𝜆: the raƟo between the cross-secƟonal area of the intruded 𝑆  and the channel cross-secƟon 𝑆. [29] 𝜆 = 𝑆𝑆 

Figure 2.28 provides a useful visual representaƟon to understand the meaning of these two quanƟƟes. 
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Figure 2.28: The cross-secƟonal area of the channel and the area of the intrusion. [29] 

The graph of 𝜆 versus 𝐶𝑅 is shown in Figure 2.29. [29] 

 
Figure 2.29: The relaƟonship between the compression raƟo 𝐶𝑅 and the intrusion raƟo 𝜆. [29] 

Since the porosity in the intruded region is different from that found in the rest of the electrode, as visible in 
Figure 2.27, and since the performances of the cell depend on the porosity itself, it is clear that the intruded 
region will behave differently than the rest of the semi-cell. This is not too much of a concern, though, due to the 
small dimensions of the intruded region with respect to those of the electrode. The point is instead that the 
intrusion reduces the cross-secƟonal area for the electrolyte to flow through, thus increasing its velocity and 
pressure drops, eventually leading to a higher necessary pumping power. 
Due to the different characterisƟcs of the intruded area and of the electrode, it is beƩer to separately describe 
these regions with disƟnct parameters, i.e. two porosiƟes, two permeabiliƟes, etc. 
It is even possible to idenƟfy three regions: the intruded one in the channels, the one below the ribs that separate 
these channels, the one below these channels. Figure 2.30 idenƟfies them on a photograph and shows the 
respecƟve porosiƟes versus the compression. 
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Figure 2.30: The porosity of the three regions versus the compression raƟo. [29] 

The three regions all start with almost the same porosity, but some of them are more influenced by compression 
than others. In parƟcular, the intrusion region is less compressed, since its fibres have free space to occupy. The 
rib region is instead compressed by the ribs above, and its fibres are strongly pressed together. The channel region 
always takes intermediate values between the two of them: its fibres can expand upwards (pushing those of the 
intrusive region even more upwards), but are anyway subjected to the compression of the whole felt and of the 
strains from the neighbouring rib regions. 
These porosity differences between channel region and rib region affect the respecƟve permeabiliƟes, and the 
whole hydraulic dynamics of the felt, as shown in Figure 2.31. [42] 
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Figure 2.31: The electrode performances a) before and b) aŌer the compression. [42] 

The effect on the electrolyte potenƟal distribuƟon is the most evident. Its range is raised from 0.19 ÷ 0.25 [𝑉] 
(in a3)) to 0.23 ÷ 0.27 [𝑉] (in b3)): it is both increased and more uniform throughout the felt. It is also proved 
how the compression reduces the overpotenƟal tribute the cell has to pay: it is lowered from ±0.4 [𝑉] (in (a4)) 
to ±0.2 [𝑉] (in b4)). 

h. Importance of the mechanical design on the electrode compression and hydraulic sealing 

Pressure affects the baƩery performances in many ways, due to several causes. Once its value to apply has been 
chosen, it may not be actually sustainable for the structure, though, since the mechanical properƟes may not be 
able to withstand it. 
The various elements of the stack are made of different materials, which respond in different ways to strains. 
Table 2.6 reports them: 

 



48 
 

Table 2.6: The stack components and their materials. 
End plate (EP) Aluminium or steel 
Isolator Polyvinyl choride (PVC) 
Current collector (CC) Copper 
Gasket Ethylene-propylene Diene Monomer (EPDM) 
Flow frame (FF) PVC 
Bipolar plate (BP) Graphite 
Membrane Naflon 
Bolt, washer Steel 
Electrode Graphite felt 

Regarding the behaviour of metals when subject to stress (whether expansion or compression), they first undergo 
the so-called elasƟc phase, then the plasƟc one. The deformaƟon caused during the first one is reversible, since 
the absorbed energy is stored as elasƟc, and once the stress is removed, the material will return to its iniƟal 
shape. There is a linear relaƟon between the applied stress (symbol 𝜎, in [𝑀𝑃𝑎]), and the induced strain (symbol 𝜀, adimensional since it is a raƟo between the deformaƟon and iniƟal length: 𝜀 = బ ): the constant that joins them 

is the Young’s modulus 𝐸, or elasƟc modulus, or modulus of elasƟcity. [11] 
Graphing 𝜎 versus 𝜀, the so-called strain-stress curve of the material is obtained: Figure 2.32 proposes the one of 
the aluminium alloy Al 6061-T651. [43] The curves of steel and copper are very similar to those of aluminium, 
since they are all metals. 

 
Figure 2.32: The stress-strain curve of Al 6061-T651 for different operaƟng temperatures. [43] 

A high elasƟc modulus implies that a lot of stress is necessary to cause a deformaƟon in the material, while a low 
one means that it is easier. 
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Not only does the deformaƟon 𝜀 occur in the longitudinal direcƟon, though, but also in the transversal one. In 
the case of the baƩery stack this will be important, since it will cause the plates to enlarge under the pressure 
acƟon. The parameter that describes the enlargement is the Poisson’s raƟo: 𝜈 = − 𝜀௧௦௩𝜀  [1] 

So, during the elasƟc phase, a compression 𝜎 is applied: with 𝐸 the longitudinal strain 𝜀 is found, then with 𝜈 
the transversal one 𝜀௧௦௩ is found too. These values will not be homogeneous along the cells, and neither across 
the same plate, but are to be evaluated liƩle region by liƩle region: the finite element analysis will take care of 
this aspect. 
This described the elasƟc phase, but if the applied pressure, the stress, is excessive, the reƟculum of the metal is 
not able to go back to its iniƟal posiƟon once the stress is removed. The caused deformaƟon will be permanent 
(unless parƟcular treatments are performed): this is the so-called plasƟc phase. The absorbed energy is now 
spent to modify the structure of the metal, and not only stored in the elasƟc form. This causes the 𝜎 − 𝜀 graph 
to stop following a straight line, but rather to take a curvilinear direcƟon. The plasƟc phase hardens the material, 
making its structure sƟffer, but the deformaƟons cannot be absorbed indefinitely: a maximum point is eventually 
reached. Once it is overcome, the piece goes towards its rupture. 
Going back to the issue of finding the right pressure to apply to the VFB stack, it is necessary to pay aƩenƟon not 
to exit the plasƟc phase of the materials used to build the baƩery. For this purpose, during the simulaƟons the 
highest stress values in the pieces will be evaluated, and checked not to overcome the tensile strength, i.e. not 
to enter the plasƟc phase. Since it is a good idea to keep some margin from this limit, the safety coefficient will 
be evaluated: the raƟo between the tensile strength and the applied stress. The higher the coefficient, the safer 
the situaƟon. 
When it comes to non-metals, the situaƟon is slightly more complicated. In fact, the behaviour at compression 
does not necessarily work as the one at tracƟon, and 𝐸 might not be constant. The case of EPDM (i.e. of the 
gaskets) is shown in Figure 2.33. Its convex shape means that a linearly increasing stress is not sufficient to linearly 
deform the material, but rather a stronger effort is required step by step, i.e. it is harder and harder to deform it. 

 
Figure 2.33: The stress-strain curve of EPDM, for different strain rates. [44] 
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The strain rate menƟoned in Figure 2.33 is simply the velocity at which the deformaƟon occurs, in fact it is defined 
as ௗఌௗ௧. High strain rates refer to stresses which are applied fast. It is interesƟng to noƟce how a slower deformaƟon 
is therefore easier: it requires less stress to achieve the same strain. 
Concerning the behaviour of the graphite felt which consƟtutes the electrodes, Figure 2.34 reports its stress-
strain curve. 

 
Figure 2.34: Stress-strain curve of the graphite felt of the electrodes. [29] 

Like the EPDM, graphite felt has an elasƟcity modulus that grows with the compression raƟo CR. This is due to its 
internal structure of carbon fibres: first the spaces amongst them are pressed, and successively the fibres 
themselves. [45] 
The PVC, which is the material of the FFs and of the insulators, has a quite parƟcular curve, shown in Figure 2.35. 
[46] 
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Figure 2.35: The stress-strain curve for PVC. [46] 

It is interesƟng to noƟce how tension and compression behave differently from other materials aŌer the elasƟc 
phase. During it they have instead quite the same steepness, but the limit of compression is superior. 
The BPs are in graphite as the electrodes, but in the form of sheets, not porous felt. The material is therefore 
chemically very close, but its structure deeply different, which leads to a different stress-strain curve: Figure 2.36. 
[47] 

 
Figure 2.36: The stress-strain curve of graphite sheets. [47] 

A quick comparison between Figure 2.34 (graphite felt) and Figure 2.36 (graphite sheet) is sufficient to see how 
they behave differently, mostly because the sheets have no empty space inside them, but are rather solid. They 
show a linear relaƟonship between 𝜎 and 𝜀 unƟl a certain point, where the stress becomes nil. A zero stress 
necessary to achieve a high deformaƟon (over 25%) means that the piece has broken. 
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It is therefore clear that when the stack is pressed from the EPs at the extremiƟes, the mechanical behaviour of 
its cells and inner components is not simple: the pressure will not uniformly distribute across the whole cell cross-
secƟon. 
The point of the opƟmisaƟon of this thesis is instead to determine the best EP design in order to obtain a 
homogeneous pressure inside the electrodes, to enhance their performances, and to reduce the losses which 
were described in the previous paragraphs. 
Besides the electrochemistry, the mechanical strength of the components, the losses and efficiencies, the 
hydraulics plays a role too when it comes to pressure. Since the electrolytes flow through the manifolds, they 
must provide the sealing. For any given cross-secƟon, the pressure of the electrolyte inside is isotropic and 
homogeneous, which means that the manifold must withstand an equal outer force along all its surface. 
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3. MECHANICAL AND FLUIDODYNAMIC SIMULATIONS OF A SINGLE LABORATORY CELL VFB 

VFBs have been thoroughly described so far: their working principles, the behaviour of the electrolytes and of 
the electrodes, the various types of losses: what causes them, and how to reduce them. It was seen how the 
mechanical and hydraulic designs play a crucial role in the final result. 
All the taken choices should have a jusƟficaƟon behind them: e.g. the length and width and height of any 
component shall be chosen considering all the aforemenƟoned phenomena, with opƟmisaƟons. Such a 
mathemaƟcal and engineering process is far too complicated to be solved by hand on paper, though, since the 
object in issue (the baƩery, the stack) is large, with many components, and more than one physic to take into 
account: electrochemistry, electrotechnics, mechanics, hydraulics… 
This is the reason why computer-aided simulaƟons are necessary. In parƟcular, this one is done using COMSOL 
MulƟphysics® (in the following, just named Comsol): a useful CAD program where complex objects can be 
described and simulated, even coordinaƟng more physics. It also allows a parallel use of other programs (such as 
MATLAB®), but in this case it was not necessary. 
This chapter 3 first illustrates how Comsol works: its principles and its logic, and the way the simulaƟon is to be 
set, paying aƩenƟon to the numerous Ɵny commands that actually play a crucial role. This tutorial-like part 
describes a simplified cell, which is then enriched with details when dealing with the real study. 

a. Structure of the simplified simulated cell 

Concerning the mechanical simulaƟon, the cell is composed of: 
- a gasket (Gk1); 
- a flow frame (FF1); 
- a gasket (Gk2); 
- an ion-exchange membrane (neglected, since it does not affect the mechanics, nor is the focus of the 

simulaƟon); 
- a gasket (Gk3); 
- a flow frame (FF2); 
- a gasket (Gk4); 
- a bipolar plate (BP); 
- the electrodes (here not represented since their impact on the mechanics is not important yet). 

They are represented in this order in Figure 3.1, from the boƩom to the top. 

 
Figure 3.1: The explosion of the cell for its mechanical simulaƟon, drawn in Comsol. 
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All the components but the BP have a rectangular hole in the middle, where the electrodes are placed: the AA. 
The two electrodes would be separated by the membrane, here absent, between Gk2 and Gk3. One would fit in 
the holes of Gk1, FF1, Gk2, the other in the holes of Gk3, FF2, Gk4. All components, even the BP, have four 
cylindrical holes at the corners: those are the back-and-forth paths for the catholyte and anolyte: the manifolds. 
In the generic cell, as the one shown here, they run through the whole height, but this is not true for the last cell, 
the one at the boƩom. In its specific case, two manifolds run down to feed the boƩom electrode, while the other 
two only reach the top one, in diagonal couples. This case is shown in Figure 3.2. 

 

Figure 3.2: The boƩom cell of the stack: only two out of the four electrolyte manifolds reach the boƩom 
electrode. 

Another difference between the boƩom cell of Figure 3.2 and the generic cell of Figure 3.1 is that the first has an 
addiƟonal BP. This is not totally true, but rather a way to represent the object in Comsol. In fact, two consecuƟve 
electrodes are either separated by the ion-exchange membrane (that would be at mid-height if represented in 
the figures) or by a BP. A more complete representaƟon would therefore depict two BPs: one above the whole 
cell, the other under. Such a drawing in Comsol would imply two BPs between two cells, nevertheless, so the top 
one alone was put. Consequently, since there is no other cell below the boƩom one, the lowest BP needs to be 
explicitly represented. 
Unlike the boƩom cell, the top one is totally similar to any other generic cell of Figure 3.1. 
The dimensions used are reported in Table 3.1, together with their symbols and definiƟon. 

Table 3.1: The spaƟal dimensions of the components of the cell. 
Symbol Value [𝑚𝑚] DescripƟon 

Gk_x, FF_x, BP_x 520 BP, gasket, FF length (x)  
Gk_y, FF_y, BP_y 450 BP, gasket, FF width (y) 

Gk_z 0.5 Gasket height (z) 
FF_z 3.6 FF height (z) 
BP_z 1.6 BP height (z) 

mnf_rho 17.5 Manifold radius 
AA_x 400 AA length (x) 
AA_y 160 AA width (y) 

An important detail to add are the ribs. They only belong to the FF and follow its internal perimeter, along the 
AA, as shown in Figure 3.3. 
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Figure 3.3: The rib following the internal parameter along the AA of the FF. Another one is present on the 
boƩom side of the FF. 

As soon as pressure is applied, the ribs will be pressed between the FF and the adjacent Gk, providing hydraulic 
sealing for the electrolyte. Concerning their dimensions, they are reported in Table 3.2. 

Table 3.2: The spaƟal dimensions of the ribs of the FF. 
Symbol Value [𝑚𝑚] DescripƟon 
rib_d 6 Distance of the rib from the AA 
rib_w 1 Width of the rib 
rib_z 0.6 Height (z) of the rib 

b. Seƫng up the simulaƟon on COMSOL MulƟphysics®. DescripƟon of the process 

It is now explained how the cell of Figure 3.1 was drawn in Comsol, not only regarding the geometry, but also the 
assignment of materials, the physics, the mesh. 

i. CreaƟon of the geometry 

The very first thing to clarify is the difference between a component, an object and a domain in Comsol. The 
component is the object of the study, in this case the cell. A simulaƟon usually deals with only one component, 
but this is not mandatory (even though simpler). Every component is drawn with a geometry, described with a 
mesh and physics, and made of materials. Different components can obey to different physics. SimulaƟons do 
not usually comprehend too many physics per Ɵme, so it is not usually necessary to set up mulƟ-component 
studies. In general, it is beƩer to break down the complex studies into more Comsol files, both for the sake of 
simplificaƟon and for quicker evaluaƟon Ɵme. This is also the reason why the mechanical and the hydraulic 
simulaƟons were kept apart, since they do not affect each other. 
A component is made of one or more objects. In the cell case, the objects are the gaskets, FFs and BP. The ribs 
are part of the FF they belong to: there is the suited command “form union” to tell Comsol this. As seen later in 
paragraph 3.b.ii, materials are then assigned to the objects. 
Every object has an outer surface, divided into boundaries, separated by edges, which end in points. It can be 
useful, e.g. when describing the physics or drawing the mesh, to split the objects in mulƟple 3D parts: the 
domains. For example, a sphere object can be split into two semi-sphere domains. Once more domains are 
formed, all their boundaries, edges and points are available for any following seƫng. 
The word “following” is actually crucial when dealing with Comsol: any command produces effects which are only 
available in the following commands, according to an ordinated structure. For example: the geometry describes 
the object where the mesh will be drawn, but the mesh cannot retroacƟvely impact on the geometry. 
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This means that the ability in using Comsol stays in knowing already how to set the previous commands, in order 
to find a convenient situaƟon for the following one: this idea will occur several Ɵmes through these paragraphs. 
Concerning the geometry, Comsol considers the component as made of several basic solids (when dealing with a 
3D case): parallelepipeds, spheres, cones, cylinders etc. It necessary to assign the 3D dimensions to each one of 
them, and also their origin in the 3D space. Such an origin can refer to their vertex, or to their centre. 
Recalling the data of Table 3.1, it could be possible then to start drawing the first gasket of the cell (Gk1) as a 
parallelepiped whose sides are 520 × 450 × 0.5 [𝑚𝑚]. This is not usually suggestable in informaƟcs, though. On 
one hand, it becomes necessary to manually evaluate any intermediate distance whenever necessary (for 
example when drawing the manifolds for the electrolytes), but mostly, if something were to be modified, all the 
math would need to be done again from scratch. This explains the usefulness of defining all the parameters first. 
The very first directory of a Comsol file is in fact “Global DefiniƟons”, where parameters can be assigned and 
collected in groups. It is usually convenient to write a group of geometric parameters, one for the load (in this 
case such a group will almost be empty, but in the case of the electric physics it can be way more abundant, for 
example), and maybe even one for the mesh. The subdirectory “Geometric Parameters” basically reports the 
values of Table 3.1 and 3.2, even allowing for adding a brief descripƟon for each of them. 
Now, if the width of the stack were to be doubled, a single command alone at the very beginning of everything 
would be sufficient to easily correct the drawing. 
Regarding the first gasket, a first parallelepiped of dimensions Gk_x, Gk_y, Gk_z is drawn. If the reference system 
was kept (0,0,0), the gasket centre would not be in the axes’ origin. This would not be an error per se at all, but 
it is beƩer to make these two points coincide, in order to simplify the exploiƟng of the symmetries later. This is 
the reason why the vertex posiƟon is set as (-Gk_x/2, -Gk_y/2, 0). The poinƟng of the gasket centre in the axes’ 
origin does not comprehend the z direcƟon: the other components are going to be piled over it, and this simplifies 
their posiƟoning. 
The gasket so far is only comprehensive of the external structure (the parallelepiped Gk_ext), as shown in Figure 
3.4 a). The AA is then drawn, adding a second parallelepiped, whose dimensions are AA_x, AA_y and AA_z, with 
origin (-AA_x/2, -AA_y/2, 0). 
The manifolds do not work differently: instead of a parallelepiped, they are cylinders, with radius chn_rho. Their 
distance from the gasket external perimeter is given: 67.5 [𝑚𝑚] along the x direcƟon (chn_dx), 57.5 [𝑚𝑚] along 
the y direcƟon (chn_dy). In the symbols, the leƩer “d” means distance along the specified direcƟon. A liƩle 
aƩenƟon is necessary when indicaƟng the posiƟon of the centre of these cylinders: concerning the boƩom leŌ 
one, -Gk_x/2+chn_dx and -Gk_y/2+chn_dy, along x and y respecƟvely. All the other manifolds are then drawn, 
paying aƩenƟon to their different axis centres. Figure 3.4 b) shows the result so far. 
Under “Booleans and ParƟƟons”, Comsol has the command for the Boolean subtracƟon, which allows to cut an 
object away from another one. Among those to add there is Gk_ext alone, while those to subtract are the four 
manifolds and Gk_AA. The final result is in Figure 3.4 c). 

a) b) c) 
Figure 3.4: a) The external structure of Gk1 first, b) the drawing of the AA and of the manifolds too, c) the final 

result aŌer the Boolean subtracƟon. 

In the Boolean subtracƟon operaƟon, there are some seƫngs that may play an important role. In fact, aŌer a 
standard subtracƟon the starƟng objects will no longer be available for successive operaƟons, but only the 
resulƟng one will be. In Comsol’s logic, this means that the starƟng objects are forgoƩen, and only the final one 
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kept. In some cases, the subtracƟon operaƟon may not be used to build a new object (which is given by the 
subtracƟon), but rather to make available a new one, described by the difference. 
In other words, if the difference between objects A and B gives C, the default seƫngs only make C available. This 
seƫng can be modified as shown in Figure 3.5. 

 
Figure 3.5: The subtracƟon seƫng concerning the dominions. 

If the first square were to be Ɵcked, objects A and C would be eventually available for further operaƟons. In the 
gasket case, the graphics window would sƟll show Figure 3.4 b), and it would be possible to either select the final 
object (of Figure 3.4 c)), or the one to add (of Figure 3.4 a)). 
The second square works the other way around: B and C are available for further use. The graphic window sƟll 
shows Figure 3.4 b), and it is possible to either select the object of Figure 3.4 c), or any of the manifolds or the 
AA. 
The two commands can be simultaneously Ɵcked: in such a case, all the components and the result are available 
for selecƟon. A situaƟon in which this all could be useful is represented in Figure 3.6. 

 
Figure 3.6: Example for the use of the Boolean difference seƫngs. 

Figure 3.6 shows a situaƟon where the “Keep input objects to subtract” is useful. It is possible to only apply a 
pressure on the external area, while keeping the whole parallelepiped as object whose behaviour under such a 
condiƟon is studied. In fact, the maintained objects are available for the selecƟon of their domains, boundaries, 
edges and points. 
In order to obtain a situaƟon like the one of Figure 3.7, two subtracƟon operaƟon are needed. 
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Figure 3.7: More subtracƟon operaƟons can be necessary to describe parƟcular cases. 

It is possible to subtract one object from several to add, which means that it would be possible to define the AA 
only once (a much taller one), and erase it from all the gaskets and FFs at once, rather than doing it separately 
every single Ɵme. The same applies to the manifolds. 
In parƟcular, there are four manifolds, so it would be possible to either disƟnctly draw each of them, or just one 
and then mulƟply it with the array command. Both the methods are valid. 
The array idea is basically of a copy-and-paste: an object to mulƟply is selected (here the cylinder of the manifold) 
and the dimensions of the array are defined, in the x, y and z direcƟons. 
For example, mulƟplying the object with an array of (17,1,1) dimensions will give a line of 17 of it, aligned along 
the x direcƟon, starƟng from the iniƟal one (comprehended amongst the 17). Were the dimensions (17,3,1), there 
would be three rows, spaced in the y direcƟon, each of them following the x one. Trivially for the z component. 
Of course, it is also necessary to indicate how far the components of the array are posiƟoned: this value is 
obviously expressed with the geometric parameters. 
In the gasket case, the array has a (2,2,1) dimension, and the distances are Gk_x-2*chn_dx along x and Gk_y-
2*chn_dy along y. 
It did not maƩer that much to define the manifolds in this way, but it will be crucial with the bolts. In fact, the 
opƟmisaƟon will require to find out how many of them give the best condiƟons. Drawing them singularly every 
single Ɵme is not efficient (and might lead to distracƟon mistakes), so an array will be useful. It will be necessary 
to define a parameter (something like bolt_N) to vary, which will describe the array dimensions, and with whom 
the distances among the bolts will be evaluated. 
So far, the drawing of the gasket already required two parallelepipeds, a cylinder, an array and a subtracƟon. A 
whole cell will lead to a great number of objects and operaƟons, so some organisaƟon may be useful. For this 
purpose, the objects and commands can be collected in groups. Their only funcƟon is to behave as liƩle 
directories in the geometry descripƟon. 
The first gasket (Gk1) is ready, and it is Ɵme to conƟnue with the first FF (FF1): so far, the geometry directory looks 
like in Figure 3.8. 
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Figure 3.8: The geometry directory so far. 

It is the FF’s turn, now. Its basic structure is drawn in the same way as for the Gk, with the only care that its vertex 
posiƟon must be translated in the z by Gk_z, so that the two pieces are one on top of the other. This would neglect 
the ribs, though: they were shown in Figure 3.3. The verƟcal displacement shall therefore be of Gk_z+rib_z. 
Concerning the ribs themselves, they are not a problem to draw: each of them is just the difference between two 
parallelepipeds: the external one (rib_ext) is AA_x+2*rib_d+2*rib_w long Ɵmes AA_y+2*rib_d+2*rib_w wide, 
the internal one (rib_int) is AA_x+2*rib_d long Ɵmes AA_y+2*rib_d wide. AƩenƟon shall be paid when seƫng 
their posiƟon too, in order to have their centres aligned and above the origin point. 
A union command is finally used to join the FF and its two ribs, eventually resulƟng in what is shown in Figure 
3.9. 

 
a) 

 
b) 

Figure 3.9: a) Gk1 and FF1 with ribs, b) their magnificaƟon from the side, to highlight the ribs. 

According to Figure 3.1, it is now Ɵme to draw Gk2, which might just be obtained with a (1,1,2) array from Gk1. 
In a normal VFB, it would be separated from Gk3 by the ion-exchange membrane, but such an element is not put 
in this cell model, since it does not affect the mechanic simulaƟon: this means that Gk2 and Gk3 are idenƟcal and 
just one on top of the other. They are thin elements, and this corresponds to a fine mesh, which takes a long Ɵme 
to evaluate. EvaluaƟng two idenƟcal (both in geometry and material) objects with a fine mesh while they could 
just be merged in a single one that would correctly represent their behaviour is just a waste of computaƟonal 
Ɵme and RAM: this is the reason why they are joined in Gk23. 
Since the height of Gk23 is two Ɵmes that of Gk1, an array cannot be set, so it is to be drawn separately, as FF1 
and Gk1 were. 
FF2 can instead be obtained with a (1,1,2) array of FF1, comprehending the ribs: the z distance is 
2*Gk_z+FF_z+2*rib_z. Similar for Gk4 from Gk1: distance 3*Gk_z+2*FF_z+4*rib_z. 
The last missing piece is the top BP. It has no AA, so that step could be neglected, but for mesh issues it is useful 
to define that contour anyway. For this purpose, the parallelepiped BP_AA is drawn too (in the same way the 
other correspondents were), but is not subtracted from BP_ext in the Boolean operaƟon: nor it is put amongst 
the elements to add. In fact, were it put amongst the objects to add, it would not be selectable anymore, and 



60 
 

Ɵcking the opƟon “Keep input objects to add” would result in not digging the holes for the electrolyte. Were it 
instead put amongst the objects to subtract, it would contradict what was just affirmed. Ticking “keep input 
objects to subtract” would anyway result in not digging the manifolds as well. In the end, simply not puƫng 
BP_AA at all in the subtracƟon command is best. 
The cell drawing is complete and reported in Figure 3.10. 

 
a) 

 
b) 

Figure 3.10: The whole cell seen a) from the top, b) from the boƩom. 

Even though the cell is complete, there is one more command to set, which also plays an important role, so 
aƩenƟon shall be paid: the form union VS form assembly. 
All the objects drawn so far (the gaskets, the FFs with ribs, the BP), represent different pieces of the stack: they 
are not a single object, nor are they glued or welded to together. This means that they are actually able to slide 
one with respect to the others. This is an important informaƟon that Comsol needs to know, otherwise it would 
consider them as parts that form a unique object (even though of disƟnct materials), bound together. The 
command needed for this purpose is the Form union, which can be otherwise set as Form assembly. It is a 
mandatory informaƟon to give, and is at the end of the Geometry directory by default. 
It is clear that the disƟncƟon between union and assembly is crucial: the union states that all the objects involved 
are actually part of a single object, the assembly that they each represent a disƟnct object. In the case of the FFs, 
each one of them was already described as a single object together with their ribs by a previous union command, 
which now finds its explicaƟon. 
Besides the kineƟcs and mechanics implicaƟon behind the union VS assembly choice, there are also some 
concerning the mesh. Since the mesh describes the object, if more pieces together form a single one, their 
meshes must by coordinated, otherwise this is not a necessary condiƟon. Figure 3.11 provides a useful example 
to understand this statement. 
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a) 

 
b) 

Figure 3.11: The mesh of the same object when set as a) a union, b) an assembly. 

The vertexes of the mesh of the top object coincide with those of the boƩom one in Figure 3.11 a): this is because 
the mesh is actually a single one. It does not happen instead in Figure 3.11 b): two disƟnct objects are described 
by two disƟnct meshes, whose vertexes do not necessarily coincide. In fact, the two objects might move one with 
respect to the other, and aŌer such a movement any starƟng vertexes correspondence would be lost. 
Every FF must form a union with its corresponding ribs, but this was already done with previous commands, so 
the final seƫng to be chosen is Form assembly. 
In the case of Form union, Comsol does not ask anything else, while in the case of Form assembly it has more 
quesƟons, concerning the imprints and the couples. 
If the Create imprints command is acƟvated, the shared boundary between two adjacent objects will draw its 
edges on both of them, and these edges will belong to the respecƟve meshes. Figure 3.12 provides a useful visual 
example to understand this process. 

 
a) 

 
b) 

Figure 3.12: The effect of a) not selecƟng the Create imprints command, and b) of selecƟng it. 
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Looking at Figure 3.12 a), it is shown that the tetrahedrons of the boƩom object do not lay their vertexes along 
the edge of the touching surface; this instead happens in Figure 3.12 b). If it were desired that all the vertexes of 
all the tetrahedrons of the top object laying on the contact surface coincided with those of the boƩom object, 
the Form union command would have been to be selected. 
Going back to the cell case, the Create imprints command would draw the shade of the ribs on the adjacent 
gaskets’ touching surfaces. It will be seen in 3.b.iv that this is not sufficient though: such a shade would need to 
be dug down throughout the whole gasket height in order to set the mesh as later desired. This means that the 
Create imprints command is indifferent to select in this context. 
Concerning pairs: “The alternaƟve method [to a union] is to form an assembly. The soŌware then treats the 
geometry as a collecƟon of the geometry objects instead of uniƟng them. This means that you must use pairs to 
connect boundaries where a field is conƟnuous, but it also makes it possible to use special pair condiƟons for 
applicaƟons such as contact modeling, where you can add contact pairs to model contact between geometric 
parts”. [48] 
Since the displacement field is indeed conƟnuous between two consecuƟve objects, pairs are to be created. A 
successive command asks whether disconnected pairs should be divided: this allows for the selecƟon of two 
disƟnct boundaries for each pair: one belonging to the top object, the other to the boƩom one. This may be 
necessary when drawing the mesh or seƫng the physics. In the VFB cell case, nevertheless, the pressure will be 
applied by the bolts on the EPs alone, while the mesh will be set in the same way amongst the elements, so this 
command is not necessary. It would not cause errors anyway, but just a complicaƟon in the boundary selecƟon 
later, thus resulƟng in possible annoying mistakes. 
The last command asks whether the created pairs are of contact or of idenƟty. This is a crucial detail. The effects 
of this choice are well represented in Figure 3.13. 

 
a) 

 
b) 

Figure 3.13: The difference between the applicaƟon of a) idenƟty pairs, rather than b) contact pairs. 
The top parallelepiped is pushed to the leŌ, the boƩom one to the right. 

When contact pairs are chosen, the two objects connected by such a pair are disƟnct and can move one with 
respect to the other. When instead idenƟty pairs are used, the two objects cannot move one with respect to the 
other. It might appear at this point - if only two objects are involved - that there is no difference between a union 
and an assembly with idenƟty pairs: in both cases the two selected objects cannot move one with respect to the 
other. Figure 3.14 answers this doubt, recalling the impact on the mesh of considering or not the two objects as 
parts of a single one. 
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a) 

 
b) 

Figure 3.14: The impact on the mesh given by selecƟng a) an assembly with idenƟty pairs, rather than b) a 
union. 

Now that all this has been described, the reasons behind the choice of the seƫngs of the cell case are clear. It is 
an assembly, without imprints and with contact pairs. The disconnected ones are not divided. 
If some pairs were of contact and some others of idenƟty, it could be set too. Oddly enough, in this parƟcular 
case, the command is to be found above the geometry directory, i.e. against the principle of hierarchy seen unƟl 
now. SƟll under the Component directory, there is the one of DefiniƟons: it has a collecƟon of all the contact 
couples or contour idenƟƟes defined by the Form assembly command. They can be individually selected and if 
desired changed into a pair of the other kind. 

ii. Assignment of materials 

Once the geometry is complete, comprehensive of the definiƟon of the pairs, it is Ɵme to assign the materials to 
the various objects. Comsol offers a huge library to choose from. As stated in Table 2.6, the gaskets are in EPDM, 
the FFs in PVC and the BP in graphite. 
The main parameters involved in the mechanics simulaƟons are the density (𝜌), Young’s modulus of elasƟcity (𝐸) 
and the Poisson’s number (𝜈). These parameters are not constants, but can vary under the influence of some 
other factors, like the temperature: this is the reason why Comsol expresses them with a formula. Figure 3.15 
reports for example the evaluaƟon for the density of a simple steel: 1008 [steel, polished]. 

 
Figure 3.15: The evaluaƟon of the density of a steel as funcƟon of its temperature in Comsol. 
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The level of precision is impressive, and the ranges start from 0 [𝐾] and go up to 960 [𝐾] = 687 [°𝐶]. Concerning 
the operaƟng temperature of the VFB, it is considered the fixed value of 20 [°𝐶]. In fact, it is usually between 5 [°𝐶] and 40 [°𝐶]: 

- The upper limit is chosen in order to avoid the precipitaƟon phenomenon of 𝑉(𝑉): 𝑉𝑂ଶ ()ା + 12 𝐻ଶ𝑂() ⇌ 12 𝑉ଶ𝑂ହ (௦) + 𝐻()ା  

It occurs when 2.0 𝑀 𝑉(𝑉) is kept at 40 [°𝐶] for a couple of days. This can be avoided by using vanadium 
with lower concentraƟons (but this would imply lower energy densiƟes), or surprisingly with way higher 
concentraƟons. [49] 

- The lower limit is instead chosen to avoid the precipitaƟon phenomenon of the other vanadium species: 𝑉(𝐼𝐼), 𝑉(𝐼𝐼𝐼) and 𝑉(𝐼𝑉). [50] 
The mechanical parameters of the involved materials do not widely change in the selected temperature range, 
so the average 20 [°𝐶] was generally chosen, also because it corresponds to the room temperature. 
Each material proposed in the Comsol library comes with a detailed descripƟon: every parameter from any 
physics is provided (mechanics, electric, chemistry, acousƟc, heat transfer etc.), oŌen funcƟon of some other 
variables, here the temperature. The point is that the evaluaƟon of the necessary parameter at every single 
occurrence takes Ɵmes, so it makes sense to simplify the situaƟon. 
Comsol offers the possibility to insert custom materials too, bypassing those from the library: in this case, of 
course, the user has to manually assign all the necessary parameters. In the context of this opƟmisaƟon, the 
aforemenƟoned 𝜌, 𝐸 and 𝜈 are all that is needed, so it does not take too long: their values can be found in 
literature. 

- The gaskets are in EPDM: ethylene propylene diene methylene, a syntheƟc rubber of the elastomer class. 
Being a good electrical insulator and impermeable it is oŌen used for sealing and gaskeƟng (like here); 
it is a flexible material, so not suitable for rigid parts. Its chemical structure is shown in Figure 3.16, 
where the groups that compose its name are indicated too. [51] 

 
Figure 3.16: The EPDM structure. [51] 

Its mechanical properƟes can be found in industrial data sheets, and were implemented in the Comsol 
descripƟon of the material: [52] 𝐸 = 0.05 [𝐺𝑃𝑎], 𝜈 = 0.48 [1] and 𝜌 = 1100 ቂయቃ. 
Its elasƟcity modulus is quite low, which makes it a soŌ material, and is in fact flexible. Such a high 
Poisson’s raƟo means that the lateral expansion is almost half the transversal one. 

- The FFs and their ribs are instead in rigid PVC: it is characterised by good chemical resistance and 
robustness. These characterisƟcs are necessary since it is in contact (like the EPDM) with the 
electrolytes, which are chemically aggressive. Its molecular structure is shown in Figure 3.17. [53] 

 
Figure 3.17: The molecular structure of PVC. 
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It is a thermoplasƟc polymer, where each monomer is usually arranged head-to-tail with the next one, 
with chloride on alternaƟng carbon centres. [53] The values to be implemented in Comsol are: 𝐸 =3.5 [𝐺𝑃𝑎], 𝜈 = 0.38 and 𝜌 = 1300 ቂయቃ. Its elasƟc modulus is way stronger than the one of EPDM, 
which means that a greater stress is necessary to provoke the same deformaƟon. The Poisson’s moduli 
are instead close, so a similar lateral expansion should occur aŌer an equal longitudinal expansion. This 
does not mean that the FFs and the gaskets will laterally expand at the same extent though: as just said, 
the lateral expansions are evaluated as a consequence of the longitudinal ones, but these will be 
different. 

- The BP is in graphite: a conducƟve carbon-based material which allows the passage of electrons from 
one semi-cell to the other, but blocks the passage of vanadium ions. Its downside is that it is briƩle: it 
easily breaks, so polymers are inserted in its structure to improve its mechanical characterisƟcs. The 
following parameters result: 𝐸 = 10 ∙ 10ଽ [𝑃𝑎], 𝜈 = 0.275 and 𝜌 = 1500 ቂయቃ. Due to the elasƟcity 
modulus, BPs will deform the least under the applied pressure, and the low 𝜈 implies that they will also 
enlarge very liƩle. 

 
iii. Physics seƫng 

Comsol now knows how the object to study looks like: it has been described in its shape (with the geometry) and 
parameters (with the materials), but does not know yet what the object is subjected to: mechanics, 
electrochemistry, acousƟcs etc. 
This essenƟal informaƟon is given in the next directory: the physics. MulƟple physics can be inserted and 
evaluated at once: this is useful for example in the case of inducƟve heaƟng, where an electric current is 
generated in an object (electric physics) in order to heat it with the Joule effect, and then the heat propagates 
inside the material (heat transfer physics). The case of this thesis is simpler, since either the mechanics context 
or the hydraulics one are to be evaluated alone. 

1. DescripƟon of the mathemaƟcal models 

When the solid mechanics physics is selected, some default commands are immediately applied, while many 
others can be added at will. 
The first one is Linear ElasƟc Material, a condiƟon that considers by default all the drawn objects as – in fact – 
linear and elasƟc. This means that they are described with a list of equaƟons, wriƩen using as reference the global 
coordinate system, which is necessary when dealing with orthorhombic and anisotropic data, or with stresses 
and strains presented in local systems. 
An anisotropic material’s properƟes depend on the considered spaƟal direcƟon, so they are given in matrixes. An 
orthotropic material has instead properƟes which are different in the orthogonal direcƟons. [54] 
Under EquaƟons, Comsol lists the equaƟons that are applied to the selected objects. 0 = ∇ ∙ (𝐹𝑆)் + 𝑭௩ 
This states that the sum of all the forces acƟng must be nil. In fact, according to Newton’s laws, a non-zero sum 
would result in an acceleraƟon, but this study is going to deal with a staƟonary situaƟon. Otherwise, the equaƟon 
would have been: 𝜌 𝜕ଶ𝒖𝜕𝑡ଶ = ∇ ∙ (𝐹𝑆)் + 𝑭௩ 
the leŌ term would have been zero anyway, in a staƟonary situaƟon. Specific values are usually preferred, in fact 
the density 𝜌 is used instead of the mass. In parƟcular, 𝐹𝑆 is the first Piola-Kirchoff stress, while 𝑭௩ represents 
the volume forces. The Piola-Kirchoff stress tensor is used, rather than the Cauchy one, since it represents the 
stress as relaƟve to the reference configuraƟon, while the other to the present configuraƟon. The difference 
between the two of them is anyway minimal when dealing with small deformaƟons. 
In parƟcular, the deformaƟon gradient 𝐹 is: [55] 𝐹 = 𝐼 + ∇𝒖 𝑆 is instead the second Piola-Kirchoff stress tensor. 
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𝒖 is the displacement field, a vector, and 𝐼 the idenƟty matrix. [56] 
Concerning the second Piola-Kirchoff stress tensor, it is a sum of two terms: 𝑆 = 𝑆 + 𝑆  𝑆 = 𝑆 + 𝑆௫௧ + 𝑆  𝑆 = 𝐽𝐹ିଵ (𝑪: 𝜀)𝐹ି்  𝑪 is the fourth-order sƟffness tensor, the colon represents a tensor product, and the strain 𝜀  is evaluated as: 𝜀 = 12 (𝐹்𝐹 − 𝐼) 

With 𝐹 = 𝐹𝐹ିଵ  
The tensor product gives the stress tensor 𝜎, which represents the internal forces (per unit area) inside the 
material: [57] 𝑪: 𝜀 = 𝝈 = 𝜎௫௫ 𝜎௫௬ 𝜎௫௭𝜎௬௫ 𝜎௬௬ 𝜎௬௭𝜎௭௫ 𝜎௭௬ 𝜎௭௭ ൩ 

Throughout all of this, the sƟffness tensor is funcƟon of the Young’s and Poisson’s moduli: 𝑪 = 𝑪(𝐸, 𝜈) 
The second informaƟon in the physics is concerning the free materials: this opƟon is automaƟcally filled with all 
the objects which are not later subjected to any other condiƟon (this is another excepƟon to the general rule of 
the condiƟons being applied in the given order). 
Comsol then asks about the iniƟal values, i.e. the starƟng displacement field 𝒖 and velocity డ𝒖డ௧ , both expressed as 
3D vectors. No velocity is applied, since the stack is sƟll. It could be useful to set an iniƟal compression, so that 
the solver would be able to find the final condiƟon, the soluƟon, from a starƟng point which is closer to it, but 
this quanƟty is different from the displacement here asked for. 
Since contact pairs were defined, it is Ɵme now to describe their behaviour with mathemaƟcal formulas. The 
secƟon Contact deals with this, and would not be present if all the pairs had been of the idenƟty type. The formula 
of the contact is: 𝑇 = 𝑖𝑓(𝑔 ≤ 0, −𝑝𝑔, 0) 
Which means that if the gap is nil or even negaƟve, a tracƟon 𝑇 is present, proporƟonal to the gap itself 
accordingly to a 𝑝 factor, which is evaluated as: 𝑝 = 𝑓 𝐸ℎ  𝑓 is the penalty factor, equal to 1 by default, but that can be set otherwise if desired, while 𝐸  is the 
characterisƟc sƟffness: it is representaƟve of the sƟffness of the desƟnaƟon material. [58] This Contact command 
that has been briefly analysed might be of great importance in other contexts: in fact, it also allows to model 
fricƟons, adhesions, decohesions. Since the case here is staƟonary, there is no fricƟon nor wear involved and 
nothing more is to be set, anyway. 
A few more commands are to be implemented at this point, so that Comsol knows what kind of stress is acƟng 
upon the cell. The load is hence set. 
The load can be of three types: a viscous force over a unit area, a pressure, or a total force. The pressure is a 
scalar quanƟty: it acts in the normal direcƟon with respect to the boundary it is applied to. The corresponding 
equaƟon is: 𝑭 = −𝑝 ∙ 𝒏 
With such a 𝑭, the second Piola-Kirchoff stress tensor is evaluated: 𝑆 ∙ 𝒏 = 𝑭 
It is immediate to recognise the equivalence 𝑆 = −𝑝. The pressure 𝑝 is of course expressed in [𝑃𝑎]. If a viscous 
force per unit area is instead applied, three values are to be inserted, each corresponding to a different spaƟal 
direcƟon. Its unit is ቂ ேమቃ, i.e. it is equivalent to the pressure: the key difference is that this load is a vector, not a 
scalar, nor necessarily normal to the boundary. Last, a total force can be simply and directly applied to the 
boundary, this Ɵme expressed in [𝑁], i.e. not dependant on the surface extension. Once again, three values are 
to be inserted in order to compose a vector. With them, Comsol evaluates: 
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𝑭 = 𝑭்ை்𝐴  

And then proceeds with the second Piola-Kirchoff stress tensor. 
Another fundamental addiƟonal descripƟon concerns the symmetries of the system. The corresponding equaƟon 
is quite simple: 𝒖 ∙ 𝒏 = 0 
I.e.: no normal displacement is allowed with respect to the selected boundaries. Tangent ones instead are. This 
command is immensely helpful and to be exploited whenever possible. Thinking to the whole stack structure, in 
fact, it is – almost – symmetric with respect to every spaƟal axis. This means that an eighth of it alone would be 
enough to simulate the behaviour of the whole stack. In fact, if the stack were ideally cut with a verƟcal plane 
normal to the 𝑥 direcƟon (as in Figure 3.18), it would be clear that no cell element could displace from one half 
to the other. 

 

Figure 3.18: The cell cut with a plane in one of its symmetry direcƟons. 

If the object to study can be reduced to only one eighth of its original dimensions, the computaƟonal Ɵmes can 
be hugely reduced. As it will be seen later on, this aspect is pivotal when dealing with simulaƟons in general, and 
3D mechanics is not an excepƟon at all, despite only – apparently - involving few values to compute. 
A constraint that is similar to symmetry is the prescribed displacement: as the name suggests, it allows to 
explicitly define the displacement value of the selected boundary, regarding the 𝑥, 𝑦 or 𝑧 direcƟon at choice. 
Most of the Ɵmes, such a displacement is set to be zero, but it could even be otherwise. 
Regarding instead the hydraulics, several physics are available: the chosen one is “free and porous media flow”. 
Its main equaƟon concerning the flow (including the Ɵme variable) is: 

 𝜌 𝜕𝒖𝜕𝑡 + 𝜌(𝒖 ∙ ∇)𝒖 = ∇ ∙ [−𝑝𝑰 + 𝑲] + 𝑭 (3) 

the leŌ-hand-side of the equaƟon represents the acceleraƟons: the first addendum with respect to Ɵme, the 
second one to space. Their sum is equal to the total force acƟng upon the considered element: 𝑝 is the pressure, 𝑲 the permeability tensor, 𝑭 the external forces. In staƟonary condiƟons there are no evoluƟons over Ɵme, so 
the equaƟon (3) is simplified into: 𝜌(𝒖 ∙ ∇)𝒖 = ∇ ∙ [−𝑝𝑰 + 𝑲] + 𝑭 
The fact that 𝜌 has a unique value states that the fluid is considered to be incompressible; it is in general 
homogeneous. Other assumpƟons are that the flow is fully developed both at the inlet and the outlet, while 
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there is not reflux at the laƩer, which also perceives no external pressure. The electrolytes are at constant 
temperature and 𝑆𝑂𝐶, so the density and viscosity do not vary. 
The second equaƟon Comsol writes in this physics is: 𝜌∇ ∙ 𝒖 = 0 
Which means: 𝜕𝑢௫𝜕𝑥 + 𝜕𝑢௬𝜕𝑦 + 𝜕𝑢௭𝜕𝑧 = 0 

So any acceleraƟon in one of the space direcƟons must be compensated by a deceleraƟon in at least another 
direcƟon. This further simplifies (3) into: ∇ ∙ [−𝑝𝑰 + 𝑲] + 𝑭 = 0 
Every force must be locally compensated by some other. 𝑝 is the pressure, and it is mulƟplied Ɵmes the 𝑰 idenƟty 
matrix, so that it can be summed to the 𝑲 permeability tensor. The scalar product with ∇ reduces their order, 
making them vectors, which can be then summed to the external applied force 𝑭. The permeability tensor of the 
fluid is evaluated as: 𝑲 = 𝜇(∇𝒖 + (∇𝒖)்) 
It depends on the viscosity and on the velocity. In this way the free flow of the electrolytes in the manifolds can 
be described. The situaƟon in the electrodes is more complex, since they introduce the porosity. The opƟon 
“porous medium” is added to the current physics, and it applies the Brinkman equaƟons to the domain that is 
described as porous. The equaƟon that corresponds to the previous (3) has more terms: 

 1𝜀 𝜌 𝜕𝒖𝜕𝑡 + 1𝜀 𝜌(𝒖 ∙ ∇)𝒖 = ∇ ∙ [−𝑝𝑰 + 𝑲] − ቆ𝜇𝜅ିଵ + 𝛽𝜌|𝒖| + 𝑄𝜀ଶ ቇ 𝒖 + 𝑭 
(4) 

Both the addenda of the leŌ-hand-side are now divided by the porosity 𝜀, which can therefore play a role on the 
acceleraƟons. The lower the porosity, the higher they are, since the electrolyte has to flow through narrow 
passages. Besides the pressure 𝑝, the permeability 𝑲 and the external forces 𝑭, there is now another addendum. 𝜅 is the absolute permeability of the porous medium, 𝛽 the drag coefficient, while 𝑄  is 𝑄 = 𝜌∇ ∙ 𝒖  𝑘𝑔𝑚ଷ ∙ 𝑠൨ 

So, equaƟon (4) in staƟonary condiƟons is simplified into: 𝑄𝜀 𝒖 = ∇ ∙ [−𝑝𝑰 + 𝑲] − ቆ𝜇𝜅ିଵ + 𝛽𝜌|𝒖| + 𝑄𝜀ଶ ቇ 𝒖 + 𝑭 

The sum of all the acƟng forces is not necessarily nil. The evaluaƟon of 𝑲 is slightly more complicated too: 𝑲 = 𝜇 1𝜀 (∇𝒖 + (∇𝒖)்) − 23 𝜇 1𝜀 (∇ ∙ 𝒖)𝑰 

The flow can then be set as Darcian or Non-Darcian, this respecƟvely defines a linear or non-linear relaƟonship. 
Since the non-linear is due to turbulent or inerƟal effects, the Darcian case is selected. 
The velocity at the inlet is evaluated as the raƟo between the flow and the secƟon: 𝑢௩ = − 1𝐴 ඵ 𝒖 ∙ 𝒏𝑑𝑆  

2. DescripƟon of the boundary condiƟons 

The meaning of the various possible seƫngs has been explained, and so were the corresponding equaƟons. Now 
it is Ɵme to use those tools to describe the cell of the model. 
All the objects are set as linear elasƟc, with iniƟal displacement and velocity equal to zero.  All the pairs are of 
contact type, and they connect the ribs of the FFs to the adjacent gaskets, and the top gasket to the BP. 
Regarding the load, in the complete stack a pressure would be applied from the bolts onto the washers, which 
are located on the EPs. Such a pressure would be equal amongst all these washers, which furthermore jusƟfies 
the adopƟon of symmetry later. The point is that these components (EPs, washers, bolts) have not been described 
yet, since this iniƟal phase is dealing with a generic single cell alone. This means that the pressure is to be applied 
somewhere else, resulƟng in a model that is not totally accurate. This is not a concern though: the purpose of 
this chapter is to familiarise with Comsol, its commands and the way it works, rather than already reaching a final 
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result: this will be the aim of the next chapters. According to this idea, it is jusƟfiable to set a slightly incorrect 
model, as long as it works and is quite representaƟve of the stack situaƟon. 
Considering the generic single cell, which is the issue, a pressure is applied onto it, coming from the cell which 
should be on top of it. A BP alone was drawn, and over it there would be a gasket, which has an AA. This means 
that the top gasket is pressing on the BP, but not on its whole surface: just the one around the region of the AA. 
This is the reason why in this context the load is applied on the external part of the BP alone, not on its core too, 
that would correspond to the AA. This is shown in Figure 3.19. 

 

Figure 3.19: Where the pressure is applied on the BP, in the case of the single cell simulaƟon. 

Such a seƫng jusƟfies the previous choice of drawing the parallelepiped BP_AA, which seemed unnecessary in 
the geometry context. 
Exploring the DefiniƟon directory, it is possible to noƟce that no pair corresponds to the boundary between 
BP_AA and the rest of BP_ext: this means that Comsol considers the two of them as disƟnct domains of the same 
object. In fact, they are both inside the object dif5 (i.e. BP), which was obtained evaluaƟng the Boolean difference 
between BP_ext+BP_AA and the four BP_chns. 
Since there is no contact pair, the two domains of BP would not slide one with respect to the other, so it should 
be possible to apply the pressure onto BP_AA too: it would not slide away. Anyway, this would not be 
representaƟve of the current physics, as discussed above. 
At this point, there are two possibiliƟes: either applying the load pressure both on the top side of the BP and on 
the boƩom side of the lowest gasket, or just on the BP, while applying the symmetry condiƟon to the gasket. In 
fact, the cell is amongst many others, and pressure is coming from both the EPs of the stack. If the drawn cell 
anyway represents the one in the middle of the stack, it is correct to assume the symmetry condiƟon. Once again, 
the purpose of this simulaƟon is to learn to use the commands, so – under this point of view – it is advisable to 
implement a variety of them, as long as they will come in handy later. There is also another reason, a 
computaƟonal one: being the top element (the BP) different from the boƩom one (the Gk1), a double load would 
introduce some difficulƟes to the evaluaƟon: convergence would not be reached.  

iv. Seƫng the mesh 

The drawing of the mesh is a crucial part of the Finite Element Analysis. On one hand, a fine one gives a good 
precision when solving the equaƟons of the applied physics, but on the other it increases the computaƟonal 
Ɵmes, which may even become excessive. The ability of the drawer stands therefore in making one which is 
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tailored for the case: finer where a good precision is needed, coarser in the not important parts, or where the 
physic is not interesƟng, for one reason or another. 
This is not the only main method to reduce the computaƟonal Ɵmes: some tricks when dealing with the solver 
opƟons can have a huge effect in this context as well. A third way to reduce the Ɵmes, but important too, is the 
exploit of symmetries, which was already menƟoned above. The idea is that if the object can be cut in two parts 
that behave in the same exact way, then it is superfluous to analyse the whole of it: a porƟon is sufficient. Looking 
back once again at Figure 3.10, it can be observed that the object is specular with respect to two orthogonal 
planes, which cut it in four slices. The one that lays in the first quadrant alone is shown in Figure 3.20. 

 

Figure 3.20: The fourth porƟon of the cell, cut along the symmetry planes. 

In this way only one fourth of the object is to be analysed. Of course, it is necessary to tell the program that 
symmetries have been applied: this can be done in the Physics directory.  Figure 3.21 shows the affected 
boundaries by this new seƫng. 

 

Figure 3.21: The boundaries where the symmetry seƫng is applied. 
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Figure 3.21 shows that symmetry is to be applied on every surface which lays on the symmetry planes that have 
cut the cell. The corresponding equaƟon, as already explained in 3.b.iii.1, is: 𝒖 ∙ 𝒏 = 0 
Which means that the selected boundaries of Figure 3.21 cannot move along their normal direcƟon, but only in 
the tangent ones. In fact, a normal movement would imply that their twin does it too: either they compenetrate 
(not admissible) or detach (not the case). 
Now that the final shape of the simplified cell is obtained, it is Ɵme to draw the mesh. 
When domains were introduced, it was menƟoned that they may be useful for this purpose, since they could 
subdivide an object in many parts. The subdivision can be done in various ways, for example with the Boolean 
operaƟons and with the parƟƟons. 
The starƟng idea is that the ribs will be described with a tailored mesh, which will be set by hand. Their extrusion 
will be propagated on the neighbouring objects, in order to achieve a coherent descripƟon of these regions. This 
means that it is necessary to draw the shade of the ribs on the nearby gaskets. The “create imprints” command 
that can be found in the “create assembly” is not sufficient here though: in fact, it would only draw the ribs shade 
on the neighbouring gasket surfaces that face them, but this shade would not be dug throughout the gaskets’ 
width. 
A simple soluƟon to obtain so is to draw a couple more parallelepipeds when seƫng the gaskets: they are 
concentric with respect to Gk_ext, and their length and width are equal to the external and internal ones of the 
ribs, in the same way that the shade of the AA is cut in the BPs too. This all is shown in Figure 3.22. 

 

Figure 3.22: The cell with ribs and AA projected in the gaskets and BPs. 

The lines which correspond to the ribs and the AA are clearly drawn in the top BP (as they are in the boƩom BP 
and all the gaskets as well). 
It will be found that the pressure concentrates on the ribs and their projecƟon in the other objects, while the 
other parts will almost be not affected by it. As soon as the EPs will be introduced, it will also be seen that the 
external perimeter of the cell is important to evaluate too. This all implies that it is necessary to describe in detail 
the internal perimeter (that faces the AA, where the electrode will be inserted) and the external one. 
Such a detailed descripƟon can be achieved with a hand-made tailored mesh in those regions, while the other 
ones (inner) can be quickly set with a free-tetrahedral. The border between the perimeters and the core can be 
established with auxiliary work planes, which can then be used to cut the objects. 
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Work planes are easy to set: it is necessary to indicate their tangent direcƟons (x-y, y-z etc.) and the distance from 
the origin along the normal direcƟon. For example, the external perimeter can be cut with two planes, one of 
them represented in Figure 3.23. 

 

Figure 3.23: The use of the work planes to cut the cell and describe the perimeters. 

Once the perimeters are drawn, the parƟƟon is the right command to actually cut the perimeter. The object is 
sƟll one and a whole, but is now described with two domains, which can be disƟnctly used for any successive 
command: mesh drawing, physics etc. So can their corresponding boundaries, edges, and points. Figure 3.24 
shows how the work plane of Figure 3.24 can parƟƟon the cell. 

 

Figure 3.24: The external perimeter of the cell parƟƟoned with a work plane. 
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The same can be done to conclude the descripƟon of the external perimeter along the other direcƟon, and to set 
the inner one as well. Four more work planes are drawn to cut a square around the manifold. In fact, the manifold 
might show parƟcular values of pressure, so it is beƩer to take a closer look at it. The work planes allow to cut a 
square region around it, where the mesh will be set in a finer way, remaining coarse in the rest of the core. The 
order with whom the parƟƟons are performed maƩers too, since the resulƟng objects from the previous can be 
the input of the following. 
By parƟƟoning first the external perimeter, second the square around the manifold and last the inner perimeter 
along the AA, it is possible to divide the stack as shown in Figure 3.25. 

 

Figure 3.25: The cell aŌer all the parƟƟons. 

As already said, the inner and outer perimeters will be described with a tailored mesh, the square around the 
manifold with a normal free-tetrahedral mesh, while the rest of the cell with an extremely coarse one. 
The first step to draw an extruded mesh is to map its boundaries. The parƟƟons that follow the inner perimeter 
will have the same number of elements in the horizontal direcƟons, but different in the verƟcal one, since some 
of them are taller than others. 
The first mapping refers to a FF and the corresponding ribs, and to a BP. Their verƟcal surfaces are mapped, and 
the top ones are too. Once they are selected, it is possible to tell Comsol what to do with them: if instrucƟons 
were given about not selected boundaries, they would not be applied. 
The edges of the selected boundaries are described with distribuƟons, the command that tells how many mesh 
elements are present along the edge. This value can be set a number, or as a parameter which was already 
specified in the Global DefiniƟons context. For example, the verƟcal edge of the ribs is divided into four equal 
elements, while that of the FF into six. It is not necessary to assign this division to both the verƟcal edges of the 
verƟcal boundary: Comsol understand that that quanƟty is assigned, and by default evenly spaces them. A liƩle 
more aƩenƟon is to be paid when drawing the corner of the inner perimeter, though: all the edges need to be 
selected and described, since the surface is not a simple rectangle, as shown in Figure 3.26. 
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Figure 3.26: The mapping of the upper boundary of the inner corner of the inner perimeter. 

It is also possible not to evenly space the elements. This is adopted while geƫng further from the corner of Figure 
3.26. In fact, the pressure concentrates on the angles of the ribs, but then assumes a more regular distribuƟon 
along their lateral direcƟon. This means that they can be described with a mesh that becomes the coarser the 
further from the corner. An increasing or decreasing distribuƟon of elements can be set, and their relaƟonship 
can be of either exponenƟal type or linear. Besides the number of mesh elements along the edge, Comsol then 
needs to know the raƟo between the larger and the shorter. 
Unlike in the evenly spaced case, the edge seƫng needs to be applied on both the edges. If in fact only one were 
set, Comsol would draw what is shown in Figure 3.27 a). In order to obtain Figure 3.27 b), both the edges must 
be selected. 

 
a) 

 
b) 

Figure 3.27: The exponenƟal distribuƟon along an edge of the mapped boundary, a) when only one edge is 
selected, b) when both of them are. 

Once the boundaries that surround a domain are mapped, it is possible to extrude their mapping along the 
domain volume. In this way, Figure 3.28 is obtained. 
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Figure 3.28: The extrusion of a FF and its ribs, and of the boƩom BP. 

In the same way, the external perimeter is mapped and extruded too. 
The horizontal surfaces of the gaskets are mapped in the same way of the FF, the only difference is the number 
of elements along their height. It is not necessary to set everything again for the gaskets too: it is possible to copy 
the mapping from the FF, then the number of elements along the verƟcal direcƟon alone is sƟll to be specified. 
Besides the boundary, even a whole domain mesh can be copied onto another domain, provided it has the same 
shaped (or is at least proporƟonal). 
AŌer all these extrusions, the whole inner and outer perimeters are meshed, as shown in Figure 3.29. 

 
a) 

 
b) 

Figure 3.29: The extruded a) external and b) internal perimeter of the cell. 

When choosing the number of elements along the verƟcal direcƟon, a care shall be taken. In fact, the gaskets are 
pressed against the FFs, but since their respecƟve Young’s moduli are different, one object will be more deformed 
than the other. In parƟcular, the gaskets are in EPDM, which is way more flexible than the PVC of the FFs, which 
means they are going to be more compressed. It is therefore beƩer that the gasket elements in contact with the 
FF are described with a mesh that is finer than the one of the FFs: indicaƟvely with the double of the mesh 
elements; in this way the deformaƟons can be properly evaluated. 
The rest of the cell can just be set as free tetrahedral. This free disposiƟon should nevertheless be finer around 
the manifolds than in the rest of the cell, so two approaches may be taken. 
A simple one would just describe the square around the manifold with a normal tetrahedral distribuƟon, leaving 
the rest with an extremely coarse one, but this would result in what is shown in Figure 3.30. 
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Figure 3.30: A normal free tetrahedral mesh around the manifold, and an extremely coarse one in the remaining 
domains. 

This descripƟon would not be poor per se, but quite a waste of computaƟonal power, since it would accurately 
evaluate some parts of the plates which do not require that much aƩenƟon. Not even a very coarse mesh around 
the manifold would fix this issue, as shown in Figure 3.31. It would nevertheless draw a very pointy circumference 
around the manifold, which is detrimental. 

 

Figure 3.31: A very coarse mesh around the manifold. 

This issue can be solved instead with a mapping. In parƟcular, the circumference of the manifold is to be mapped, 
specifying the number of elements that describe it. A following command that draws a free tetrahedral mesh 
around it would necessarily respect this condiƟon, even if set as extremely coarse, as shown in Figure 3.32. 
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Figure 3.32: The mapping of the circumference of the manifold can be compaƟble with an extremely coarse 
mesh around it. 

The final object is shown in Figure 3.33, with the complete mesh. 

 
Figure 3.33: The complete mesh. 

The cell is described with 75083 elements. The higher the number, i.e. the finer the mesh, the more accurate the 
simulaƟon, but the more expensive it is in terms of computaƟonal Ɵmes. It might even happen that the RAM of 
the computer is not sufficient for the calculaƟon. 
The key idea is to find a good compromise between a precise evaluaƟon and an acceptable Ɵme. Supposing that 
the finer the mesh, the closer the result is to the one reachable with an extremely fine one, it is usually assumed 
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that this result is approached along an asymptoƟc path. This is what the mesh sensiƟvity analysis deals with, in 
fact. A pracƟcal example will be shown later on, when dealing with the hydraulics simulaƟon. 

v. Seƫng the solver 

The component has been completely described with Geometry, Materials, Physics and Mesh, in this order. More 
components may be parallelly described and set to interact one with the other, but this is quite a complex 
operaƟon, and is not necessary in this case. The current study therefore deals with one component alone. 
Concerning the study, it is the next directory of the Comsol file. 
The main study types deal with the frequency (autofrequency, frequency domain), the Ɵme (transitory) or 
staƟonary situaƟons: the last opƟon is the one to consider. Even more studies are available, depending on the 
selected physics, for example the solid mechanics introduces the bolt pretension, the casual vibraƟon and much 
more. 
As already menƟoned in paragraph 3.b.iii, the staƟonary case eliminates the Ɵme dependency from the equaƟons 
of the physics, which are therefore simplified. This means that the pressure on the cell is constant, and not 
gradually applied. 
Under the Study directory, a lot of seƫngs can be modified, and each of them brings some important impacts, 
either on the solving of the problem, or concerning the way Comsol understands the component. 
A first useful tool is the auxiliary sweep, under the study extensions secƟon. It was introduced at the very 
beginning how it is possible to describe the objects etc. with global parameters, which can later be easily 
modified. This tool further exploits this possibility, making one of these parameters at choice variate as desired. 
For example, it could be possible to first simulate the component with a Gk_z of 5 [𝑚𝑚], and then reduce it step 
by set unƟl the correct value of 0.5 [𝑚𝑚]. This would require mulƟple simulaƟons to run, but might be helpful, 
since the results of the previous one are set as starƟng point for the evaluaƟon of the successive one. It might in 
fact happen that the final value (e.g. Gk_z of 0.5 [𝑚𝑚]) describes a situaƟon which is very difficult to evaluate 
for the program, so a slower approach might be necessary. 
The box “Define load cases” works in a very similar way: it parƟcularly refers to the load which is applied to the 
component, as assigned in the physics. This load is slowly applied, simulaƟon aŌer simulaƟon, unƟl its full value 
according to load factors. 
For example, if a load factor of (0, 0.5, 1) was given, three simulaƟons would be run. The first with no load at all, 
useful to determine the rest posiƟon of the object. The second one would search for the soluƟon when half of 
the load is applied, using as starƟng point of the evaluaƟon the result found for the no-load case. The third and 
last simulaƟon would start from the soluƟon of the 0.5 case to evaluate the result for the full-load situaƟon. Three 
simulaƟons take more Ɵme than a single one, but this opƟon can be crucial if the single one is too hard to evaluate 
for the program, thus not leading to a result at all (i.e. not reaching convergence). 
Under the Dependent Variables subdirectory, Comsol lists the outputs it has to evaluate considering the assigned 
physics. In the case of solid mechanics, the Displacement Field has them all. There are three of them, along the 
three spaƟal dimensions, respecƟvely comp1.u, comp1.v and comp1.w. The Free and Porous Media Flow would 
add the pressure (comp1.p) and velocity field (comp1.u2, comp1.v2, comp1.w2) as well. It can be deducted that 
the “comp1” part of the variable name refers to the component (which is in fact named comp1), even though 
there are no more besides that one, while the “u”, “v”, “w” are the spaƟal direcƟons of the velocity or 
displacement. In case of possible confusion, the number 2 is added. The pressure is instead isotropic, a scalar, 
not a vector, so it does not need any disƟncƟon along the three direcƟons. 
The StaƟonary solver subdirectory contains instead all the informaƟon regarding – in fact – the solver itself. The 
relaƟve tolerance is first set: its standard value is of one thousandth, but it can easily be set otherwise. It 
represents the relaƟve error between two consecuƟve found soluƟons along the iteraƟons. As soon as the found 
soluƟons are closer than the tolerance, convergence is considered to be reached and the problem is solved. 
Consequently, the convergence velocity represents how many iteraƟons are needed to reach the set tolerance: a 
good solver can do so in few steps, where the error exponenƟally decreases. 
The are two types of solvers: direct and iteraƟve. 
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Direct solvers are based on the LU decomposiƟon of the matrix that describes the problem. Any direct solver 
reaches the same soluƟon, both in well-condiƟoned problem and in some ill-condiƟoned ones. They are robust, 
but usually require an important computaƟonal effort, therefore a lot of RAM. If the RAM of the computer doing 
the calculaƟon is not sufficient, it may not be possible for the program to solve the problem, or it might exploit 
the out-of-core mode. The bigger the matrix describing the problem, the higher the computaƟonal effort. 
IteraƟve methods instead gradually approach the soluƟon: they are therefore slower, but also lighter to run, i.e. 
they do not take as much RAM as direct methods do. This is an advantage when dealing with problems of big 
dimensions, but they are nevertheless weaker with their convergence towards the soluƟons. Some of them are 
fiƩer for some physics rather than for others. [59] 
Direct solvers are generally preferrable for solid mechanics problems. As just menƟoned, they tend to require 
more RAM than iteraƟve ones, so the applicaƟon of symmetries and the tailoring of the mesh were crucial steps 
in easing the resoluƟon process, since they sensibly reduce the dimensions of the matrix to solve. 
Three direct solvers are available in Comsol: PARDISO, MUMPS, SPOOLES and the dense matrix solver. They all 
work on systems of the form 𝐴𝑥 = 𝑏. 

- PARDISO (Parallel Direct Solver) is more suited for large sparse matrices. 
- MUMPS (MulƟfrontal Massively Parallel Solver) is robust and efficient for large linear systems, usually 

employed in problems that require high precision. 
- SPOOLES (Sparse Object Oriented Linear EquaƟon Solver) is faster and more suited for smaller systems. 
- The dense matrix solver is suited for very populated matrices. [60] 

Comsol usually suggests PARDISO in solid mechanics problems. 
If the problem dimensions are excessive for the RAM of the computer, the PARDISO solver can run anyway, but 
in the out-of-core mode. It means that the evaluaƟon is not hosted in the RAM (in-core mode), but rather on the 
memory of the computer itself, where it can find enough space. This is advantageous, since it allows to overcome 
the limit of the RAM dimensions, but should anyway be avoided: the Ɵmes become sensibly longer, due to the 
slower velocity with which the informaƟon is collected from the memory of the computer, rather than from the 
RAM. To avoid this operaƟng mode, it is necessary not to operate with too big of a matrix, i.e. it is necessary to 
assign a smaller problem to the computer to solve. 
Symmetries were already implemented for this purpose, and the mesh was tailored too. Another trick can be 
performed, with great results: the segregated approach. 
As previously said, the problem is described by a big matrix, where all the equaƟons are stored. The greater the 
dimensions of the component and the more the variables to evaluate, the bigger the matrix. This happens in the 
fully coupled approach, where all the variables are parallelly solved together: comp1.u, comp1.v, comp1.w. The 
segregated approach instead unpacks this big matrix into more, each of smaller dimensions, according to the 
seƫngs wriƩen by the programmer. Since each of these new matrices (which altogether describe the whole 
problem too) is way smaller than the full one, they are singularly extremely faster to solve. Due to their smaller 
dimensions, they also oŌen guarantee to avoid the out-of-core mode using. 
When the segregated approach is selected, Comsol asks what each of its segregated steps must do, i.e. what are 
the respecƟve variables. They can be chosen from a list, and in this case there are the three of them menƟoned 
above. 
Recalling that the axial direcƟon of the component is z (which corresponds to comp1.w), it is possible to set one 
segregated step as dealing with comp1.w, while a second step evaluaƟng comp1.u and comp1.v together. The 
computaƟon is way faster, but the simultaneous convergence of the two steps is not guaranteed. It depends 
whether the respecƟve soluƟons collide or can coexist. The first step usually starts with an incredibly small error 
from the very first iteraƟon, while the second step has a higher one. This is due to the fact that the second step 
has to adapt to the soluƟon found by the first one of the other variable. Despite this iniƟal error growth, 
convergence can soon be reached, if the problem is well-set. 
It is possible to unpack the problem even more: three segregated steps: one for comp1.u, another for comp1.v, 
and the last for comp1.w. The Ɵmes are even faster. Figure 3.34 provides an example for this. 
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Figure 3.34: The convergence of a three-step segregated solver. 

The possibiliƟes are given by the possible combinaƟons of these three components, since two steps can involve 
the same variable: it is for example possible to set a first step with comp1.u and comp1.w, and a second step with 
comp1.v and comp1.w. Or any other combinaƟon. 
A further liƩle help can come from the scaling factor. This quanƟty tells Comsol the order of magnitude it can 
expect the soluƟon to be: the closer to the correct one, the faster the resoluƟon. The default value is not far from 
the one of this specific case, anyway, so it can be leŌ as found. 

vi. Analysis of the results 

Once the simulaƟon has run, the results can be viewed. They are stored in the Dataset secƟon, and the right 
study results have first to be selected. In fact, it is possible to run different studies for the same component 
(staƟonary, transitory etc.), and is therefore necessary to specify which one’s results are to be viewed. 
This soluƟon sol1 contains all the informaƟon concerning the whole component, and it might be desired to only 
view a fracƟon of them. Cut planes and cut lines can be useful in this context. SƟll under the Dataset subdirectory, 
it is possible to select a cut plane, in fact, which is nothing but a selecƟon of the results of sol1 (which needs to 
be explicitly chosen), all laying on the indicated plane. 
The plane can be of quick type, or general type. A quick plane is orthogonal to one of the three main direcƟons, 
and is therefore faster to specify: it is just sufficient to indicate which type it is (xy, yz etc.) and its distance from 
the origin along the perpendicular direcƟon. It is of course convenient to assign such a distance using the 
parametrised values. For example, if the half-height of the first FF were to be chosen, it could just be wriƩen the 
coordinate Gk_z+rib_z+FF_z/2, rather than its numerical value. This is once again convenient, were the 
parameters to be varied, maybe inside an auxiliar sweep. General planes do not have to be perpendicular to one 
of the three cartesian direcƟons instead. They are defined with three disƟnct points, since Geometry teaches that 
– in fact – three disƟnct points define a unique plane in space. Since the cell’s axis is parallel to the z direcƟon, a 
quick plane is sufficient for the analysis of the results. 
Cut lines do not work differently: they are 1D objects, specified by their two edges, whose x, y and z coordinates 
are to be wriƩen.  
Both when dealing with planes and lines, it is also possible to select more of them at once, to view more 1D or 
2D results per graph. Regarding planes, they will be of course parallel, and their distance along the normal 
direcƟon will have to be specified. Were more than two parallel planes desired, the distance would need to be a 
vector. The addiƟonal lines work similarly, but it is also necessary to specify the 3D direcƟon of the distance. For 
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example, if the first line were along x and passing through the origin, the second line might be passing through 
(0, 0, 1), or maybe (0, 1, 1). 
If two perpendicular cut lines were desired, it would be necessary to set two disƟnct cut line commands. 
When the drawing is shown in the Dataset subdirectory, the simulaƟons results are not displayed yet. Comsol 
instead represents the considered plane, or beƩer its intersecƟon with the component. Figure 3.35 shows the 
view for a) one cut plane and b) eight cut lines. 

 
a) 

 
b) 

Figure 3.35: The view of a) a cut plane, b) eight cut lines, from the dataset of the study. 

It is finally possible to view the results. They can be selected in a 3D, 2D or 1D context: this decision is taken with 
respecƟvely selecƟng the 3D plot group, 2D plot group or 1D plot group. 
Inside the 3D plot group, it is possible to select the results of the whole component of the study, as shown in 
Figure 3.36. 

 
Figure 3.36: The view of the volume results in a 3D plot group. 

It is otherwise also possible to select a single surface, which was previously defined in the dataset secƟon: Figure 
3.37. 
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Figure 3.37: The view of the surface results in a 3D plot group. 

And the lines too: Figure 3.38. 

 
Figure 3.38: The view of the line results in a 3D plot group. 

A 2D plot group is not conceptually different. It just focuses on a specified surface. So, the same result of Figure 
3.37 can be taken in another way in Figure 3.39. 
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Figure 3.39: The view of the surface results in a 2D plot group. 

Last, the 1D plot group only considers lines. This means that the output variable can be shown in the y direcƟon 
in a cartesian plane, so it might be easier to study on a numerical point of view. The eight cut lines are shown in 
Figure 3.40 and they represent the same result of Figure 3.38. 

 

Figure 3.40: The view of the line results in a 1D plot group. 

The way Comsol works has been thoroughly described: now it is Ɵme to face the simulaƟon of the detailed cell 
and to analyse the results. 
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c. The hydraulic simulaƟon of the cell 

Chapter 2 dealt with the importance of the compression of the electrodes, and how this impacts on the 
performances of the cell under various points of view. A homogeneous compression is preferrable, since it beƩer 
exploits the carbon felt and its properƟes, so the mechanical simulaƟon will aim to find the best EP configuraƟon 
to ensure this homogeneity. 
All of this might be ruined though by an inhomogeneous electrolyte flow, which would prejudice all the work: in 
this case the objecƟve itself of achieving homogeneous compression would not make sense anymore. It is 
therefore logical to first check if the electrolyte flow is indeed homogeneous: in case it is not, the electrode 
compression task might need further adjustments. 
The fluidodynamic simulaƟon is first performed on a simple single cell, shown in Figure 3.41. 

 
Figure 3.41: The structure of the simple single cell. 

Its geometry is different from the one built in the previous chapter, in fact it only represents the electrode and 
the electrolyte channels. The first would be inserted in the AA of the gaskets and of the FFs seen before, while 
the channels would be engraved in the FFs. Since they only reach the extremiƟes of the electrode, injecƟng into 
and receiving from it the electrolyte flow without parƟcular guidance, the shown configuraƟon is a flow-through 
case. 
The object of Figure 3.41 represents a semi-cell: it is either flooded by the catholyte or by the anolyte. The two 
of them follow an analogous path, with no difference at all: the only one stays in their parameters: viscosity, 
density. This is the reason why two materials are inserted, one to study the catholyte, the other for the anolyte, 
and the two of them correspond to two disƟnct studies, so that the respecƟve results can be both saved and 
observed, and even compared. Of course, the physic is the one introduced back in 3.b.iii.1: free and porous media 
flow. 
Regarding its seƫng, the electrode is the porous medium, while the channels host the fluid (either the catholyte 
or the anolyte). The iniƟal values ask what the electrolyte pressure and velocity are throughout the component: 
this is all set as zero. The soluƟon will find that the outlet pressure is zero, and the inlet one will be such to 
compensate for all the pressure drops throughout the electrolyte path. It could have also been possible to already 
put the inlet pressure at such a value to ease the evaluaƟon, nevertheless. 
Another needed specificaƟon is the one regarding the behaviour of the walls: no slip is set. The other opƟons 
would have been suited to represent turbulent flows, wall roughness (perhaps due to sand), but the case in 
analysis is of laminar flow. The corresponding equaƟon is: 𝒖 = 𝒖௧ 
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I.e. the electrolyte velocity 𝒖 at the walls is equal to the velocity of the walls themselves 𝒖௧: they are sƟll one 
with respect to the other. Since the object is not moving, the electrolyte is sƟll at the walls. 
The flow is assigned at the inlet: since its area is known, the velocity is found by their raƟo. As menƟoned above, 
the inlet pressure is not given, but leŌ to evaluate. The outlet pressure is set to zero as well. The flow is completely 
developed and laminar. 
The mesh of the cell is shown in Figure 3.42. 

 
Figure 3.42: The mesh of the single simple cell. 

The mesh is drawn finer at the walls of the channels to study with precision their effects on the laminar flow. At 
instead the centre of the channel secƟon the mesh is slightly coarser, since there the flow is more uniform. 
Regarding the electrode, the same principle was adopted. In parƟcular, the transversal distribuƟon was obtained 
with a symmetric exponenƟal distribuƟon, again coarser at the core, finer at the edges. Concerning the felt, it 
was considered as already compressed: 20%. Figure 3.43 shows the results of the simulaƟon, in a) the catholyte 
and b) anolyte case, respecƟvely. 

 
a) 

 
b) 

Figure 3.43: The result of the fluidodynamic simulaƟon: the pressures in a) the catholyte and b) anolyte case. 

Before proceeding with the analysis of the simulaƟon results, it is necessary to prove that they are actually valid. 
It might be supposed, in fact, that the coarser mesh at the electrode core may lead to an incorrect or 
approximated evaluaƟon: that it was not a legiƟmate assumpƟon. The mesh sensiƟvity analysis deals with this 
issue. It demonstrates whether the coarser mesh (in some region) was feasible without loss of informaƟon, or 
anyway without leading to evaluaƟon mistakes. 
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The idea is to perform the study with a parametrised mesh, where the number of its elements can be varied as 
desired. The higher this number, the finer the mesh, the more accurate the result. And the various results should 
converge towards the one found by the finest mesh. It is possible to represent this convergence with a graph, 
where the model sensiƟvity is shown versus the number of elements: Figure 3.44. 

 
Figure 3.44: The convergence of the mesh sensiƟvity analysis. 

This required a third disƟnct study. Since the model is indeed valid due to its convergence, looking at Figure 3.44 
it is eventually possible to choose the best number of elements for drawing the mesh: enough to find an accurate 
result, not too many in order to limit the computaƟonal Ɵmes. 
The results of Figure 3.43 can also be compared with the laboratory values found, concerning the pressures inside 
the electrodes and channels. They are indeed coherent, even though the actual electrodes are not uniform in 
their porosity. Figure 2.2 showed in fact that the irregularity of the carbon strains should oblige the electrolyte to 
follow a tortuous path, while the one here is very regular. Comsol in fact considers the porosity to be 
homogeneous. In any case, the simplificaƟon of the simulaƟon is not too misleading, when its values are 
compared with the ones of the laboratory: as just said, they are coherent. 
Figure 3.45 shows the distribuƟon of the electrolyte velociƟes through their streamlines, which are indeed quite 
straight inside the felt. 

 
a) 

 
b) 

Figure 3.45: The result of the fluidodynamic simulaƟon: the velociƟes in a) the catholyte and b) anolyte case. 

The electrolytes flow fast through the inlet and outlet, and rapidly spread in the electrode, where they 
immediately decelerate and then flow uniformly. This is great news: the channels do not cause too much of a 
pressure drop, nor do they hinder the flow, while the felt is well exploited. This recalls the concept of acƟve 



87 
 

surface area: all the weƩed carbon strains can in fact host the redox reacƟons, and this was the principle that 
made the baƩery work. Since the product of the area Ɵmes the velocity is constant for any cross-secƟon 
throughout the electrolyte path, besides the fact that the inlet and outlet have fast flows (due to their smaller 
areas), the electrode has instead a slow flow (due to its wider area). This is convenient, because it will cause the 
electrolytes to spend more Ɵme inside of it, thus increasing the possibility for the vanadium molecules to react 
on the carbon strains. They are also invested by the flow with a constant rate, since its velocity does not 
decelerate much through the electrode. 
The streamlines of Figure 3.45 also show that the electrolyte path is quite recƟlinear, i.e. does not perform 
vorƟces, nor takes unexpected routes. This is once again posiƟve for the electrochemical efficiency of the cell, 
since it further proves that the electrode is uniformly exploited. The only point where the electrolyte does not 
fully use the electrode is right aŌer the incoming channels’ exit, but this is a design issue, whose soluƟon will be 
explored in the following. 
Regarding the channels, the flow is uniform throughout them, and they do not provoke too much pressure drop. 
A look at the isobar lines of Figure 3.43 further shows how the electrolyte immediately decelerates aŌer its exit 
from the channels into the electrode, but its spread through the volume needs some space to evolve. Then it is 
greatly homogenised by the felt. 
It is also interesƟng to noƟce how there are no substanƟal differences between catholyte and anolyte case. 
This simple cell, which was just shown and analysed, can be improved, thus arriving to its greater version, shown 
in Figure 3.46. 

 
Figure 3.46: The structure of the greater single cell. 

The greater cell has increased dimensions with respect to the simple one, which means it can host more redox 
reacƟons, thus achieving higher powers. This requires though a more complex structure concerning the channels: 
a single inlet may not guarantee that the electrolyte uniformly floods the electrode. It might instead happen that 
the flood is stronger at the centre of the felt, where the inlet channel exits, and weaker at the edges. This is not 
desirable, though, since it would not lead to a uniform exploit of the felt. 
The soluƟon is found by adopƟng three disƟnct channels for the inlet, and three for the outlet. They reach the 
electrode in three disƟnct spaces, and each one of them floods a third of it. They all receive (or drop) their 
electrolyte in a single manifold, though, so their exits are not at the same distance from this point. This would 
lead to three paths of different lengths: it would not bring a uniform pressure, since the longer path would 
provoke the higher hydraulic pressure drop. It might be useful at this point to project the longer path with a larger 
cross-secƟon, to compensate for its superior length, but this might be an issue too, since they are anyway to be 
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engraved in the FFs. This component would in such a case present an even more irregular structure, leading to 
difficulƟes in the mechanics context. The chosen soluƟon is instead to lengthen the shorter paths, even adding a 
couple more turns for each one. In this way, looking at Figure 3.46, all the three paths have the same length and 
the same number of turns, therefore the same pressure drop and the same electrolyte regime. This is posiƟve 
for the uniformity concerning the felt use. 
An arƟficially increased pressure drop might seem detrimental for the performances anyway: one might try to 
project another way to arrange these paths, for them to have the same length and number of turns, but equally 
reduced. It is not a total disadvantage, though: as it was introduced in chapter 2, longer and narrower paths are 
actually posiƟve concerning the shunt current losses, instead: the electric resistances of their paths are increased. 
Furthermore, it was also seen in chapter 2 that the pressure drops are anyway more concentrated in the 
electrode, than in the channels [38], so the flow-through configuraƟon of Figure 3.46 is actually acceptable. Its 
name is Equal Path Length (EPL). 
Provided that the EQP ensures that the electrolyte enters the felt at the same velocity along all its edge, it was 
seen in Figure 3.45 that the flow needs a liƩle space to spread throughout the secƟon. In this first region, which 
is anyway small, the felt is not fully flooded, so slightly wasted. The project of the greater cell (Figure 3.46) solves 
this issue with the introducƟon of an intermediate region between the inlet channels’ exit and the electrode bulk: 
a thin hollow volume. Despite its narrowness, it is sufficient for the electrolyte to spread along the transversal 
direcƟons, so that it can then uniformly enter the electrode and correctly flood it in all its secƟon from the very 
beginning. Homogeneity is therefore achieved, and all the AA is used. 
Figure 3.47 shows the result of the simulaƟon: the streamlines of the electrolytes’ flow. 

 
a) 

 
b) 

Figure 3.47: The result of the fluidodynamic simulaƟon of the greater the cell: the velociƟes in a) the catholyte 
and b) anolyte case. 

The streamlines cross the electrode following straight paths, and their uniformity is already achieved at the very 
beginning, thanks to the hollow region. Figure 3.48 shows instead the results concerning the pressures. 

 
a) 

 
b) 

Figure 3.48: The result of the fluidodynamic simulaƟon of the greater the cell: the pressures in a) the catholyte 
and b) anolyte case. 
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Despite the channels’ length and their turns, the pressure drops they provoke are not excessive. As it was 
expected, the drops are instead localised along the electrode felt; being the isobars of Figure 3.48 plain, aligned 
and parallel, the pressure decreases in a linear and constant way along the felt. 
It is also interesƟng to take a look at the pressure drops versus the flow rate: Figure 3.49. 

 
Figure 3.49: The relaƟonship between total pressure drop and flow rate. 

Recalling chapter 2, since the flow regime is laminar, there is a linear relaƟonship between pressure drop and 
flow rate, which can be seen in Figure 3.49. The steepness of each curve depends on the viscosity of the involved 
flow: the more it hinders the flow, the higher the pressure drop. The anolyte has a slightly higher angle than the 
catholyte, since it has a slightly higher viscosity. 
This difference concerning the pressure drop means that there is a pressure difference between the two sides of 
the ion-exchange membrane. A pressure difference Ɵmes an area gives a force, which the membrane must be 
able to sustain, otherwise it breaks. Figure 3.49 should therefore be used in order to determine the maximum 
electrolyte flow allowed: the one that corresponds to the maximum possible pressure difference between the 
two semi-cells for the membrane not to break. 
This limit might be overcome, though, with an overload of the catholyte flow. This would in fact increase on 
purpose its pressure drop, reducing the difference between the membrane layers and saving it. This would of 
course also involve higher pumping powers (losses), but might be necessary to achieve higher output powers 
from the VFB. The surplus catholyte would not be wasted, anyway: its ions would just not react, and in the end 
come back to the tank. 
It is interesƟng to make a comparison with the flow-by design as well. The interdigitated opƟon is considered, 
and shown in Figure 3.50. 
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Figure 3.50:  The structure of a simple single cell in the flow-by interdigitated case. 

It was said in chapter 2 that the advantage of the flow-by design is that it performs beƩer under the hydraulic 
point of view. In fact, the electrolyte can flood the electrode from a much larger surface, and can reach every part 
of its AA with an equal ion concentraƟon. In the flow-through case instead, the concentraƟon was gradually 
decreasing from the inlet to the outlet. The pressure drops are also lower, since the path through the felt is 
reduced in length, so the sufficient inlet pressure to feed the system is lower. This can in fact be read in Figure 
3.51, which shows the analysis of the pressure drop of this flow-by case. 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 3.51: The pressure in the flow-by configuraƟon: a) the catholyte case with b) its magnificaƟon, and c) the 
anolyte case with d) its magnificaƟon. 

The enhanced hydraulics is nevertheless counterbalanced by a more difficult mechanics. In fact, the ribs are to 
be engraved in the BP, which is an addiƟonal request in the building phase. It also leads to a less uniform 
compression of the electrode, and causes the intrusion of the carbon strains in the engraved channels too, as it 
was explained in chapter 2 as well. 
Finally, Figure 3.52 shows the electrolyte velocity. 
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a) 

 
b) 

Figure 3.52: The a) catholyte velocity in the flow-by configuraƟon, with a b) magnificaƟon of its jumps from one 
channel to another. 

The electrolyte jumps from the inlet channels towards the outlet ones, passing through the electrode. This means 
anyway that the felt region below them is not uniformly crossed by the flow. 
So, the flow-through configuraƟon uniformly floods the whole electrode, but the concentraƟon lowers along the 
path, and so does the pressure. The flow-by configuraƟon instead achieves a more uniform pressure and 
concentraƟon distribuƟon, but does not equally use the whole AA. Despite these local differences, the aim to 
achieve a uniform compression of the whole carbon felt persists. 

d. The mechanical simulaƟon of the laboratory cell 

Chapter 3.b thoroughly described how Comsol works: how the objects have to be drawn and set to launch a 
proper study. It used a simplified cell as example for the process, whose main purpose was not to reach a 
parƟcular result, but to describe the way in which such a result is found. 
Chapter 3.c proved instead that the mechanical simulaƟon has to find an opƟmised structure for the cell that is 
able to uniform the electrode compression. The meaning behind this purpose was thoroughly shown throughout 
chapter 2, and further validated in 3.c.: were the electrolyte flows through the carbon felt inhomogeneous, a 
homogeneous compression would not have been jusƟfied. 
Now that the aim of the study is jusƟfied and the process has been described, it is Ɵme to deal with the exact cell 
configuraƟon: the one of the laboratory cell. It is shown in Figure 3.53. 

 

Figure 3.53: The structure of the laboratory cell for the ulƟmate mechanical simulaƟon. 
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A quick look at Figure 3.53 is enough to noƟce that there are some differences with the simplified structure of 
chapter 2.b. In fact, the previous one only represented a cell of the stack: two semi-cells (each made of a FF 
pressed between two gaskets), sided by a BP. Here the drawing shows a whole stack made with a single cell. This 
adds a copper-alloy CC, an insulator and an EP. Symmetry has been exploited, so only half of the cell is shown. 
The ion-exchange membrane has been neglected once again, since it does not affect the mechanical simulaƟon, 
due to its reduced dimensions. Its mechanical requirements for integrity were anyway already presented in the 
previous paragraphs, when dealing with the pressures of the electrolytes. 
Besides the components that are now introduced, it is possible to see how the old ones are shaped in a different 
way. In the simplified cell, in fact, the external and internal perimeters of the gaskets coincided with those of the 
FFs and of the BP. The only difference between those parallelepipeds was the respecƟve height. In the laboratory 
cell it is possible instead to see how the gaskets are laterally hosted inside the FF, since they are narrower. 
The FF now has three perimeters of ribs on each side: one following the AA of the electrode, another the external 
perimeter, and a third one in between. The gasket is laid in the space between the inner and the outer rib, and 
its edges are also rounded. For the sake of evaluaƟon simplificaƟon, only the parts of the gaskets adjacent to the 
FF ribs are reported. The gaskets are slightly thicker than the ribs, which means that in the starƟng assembly the 
inner and outer do not press yet on the BP, but some empty space is between them. The compression will reduce 
and ulƟmately shut this gap. 
Besides the improved structure of the semi-cell, the design is not complex as far as the CC, insulator and EP are 
concerned. In fact, the CC is nothing but a parallelepiped where the holes for the manifolds were cut, and so is 
the insulator. This last component is made of the same material of the FF, but its structure is simpler than its:  it 
does not feature any ribs, nor channels. Recalling chapter 3.c, it would have been more correct to draw the 
channels engraved in the FF as well, but they were not reported for the sake of simplificaƟon. The model of Figure 
3.53 is in fact detailed enough, and they would not have brought any substanƟal difference in the results, but an 
enhanced complexity in the seƫng of the mesh and of the physics. Regarding last the EP, its structure is evidently 
larger than that of any other components. It needs in fact to host the bolts and the Ɵe bars, which connect it to 
the EP on the other extremity of the stack and are placed next to it, on the outside. Figure 3.53 reports two holes 
for these Ɵe bars: considering that symmetries were applied, it means that their total number is eight. The 
posiƟon of the bolts is not random, but chosen in order to enhance the compression uniformity. Were they in 
fact posiƟoned at the corners of the stack, the pressure would have mostly strained them. Puƫng them along 
the sides is instead preferrable, since their effect beƩer spreads through the stack secƟon. 
The Ɵe bars are not shown in Figure 3.53, but their impact can be correctly represented anyway: they do not 
directly press against the EP, but upon washers, as shown in Figure 3.54. 

 
Figure 3.54: The washers on the EP. 

The fact that the ribs of the FF do not iniƟally touch the BP, but this only happens once the compression is 
sufficient to push them low enough to shut the gap requires a parƟcular seƫng in Comsol. The boƩom surface 
of each rib has to be coupled with the top surface of the BP with a contact pair. The corresponding equaƟon of 
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such a seƫng was explained in chapter 2.b.iii.1, and stated that as long as the gap between them is posiƟve, no 
force is transmiƩed, otherwise it is. The iniƟal contact between the gasket and the FF is instead described with 
an idenƟty pair, since the two objects do not move away one from the other, but remain aƩached. 
The EPDM of the gasket is soŌer than the PVC of the FF, so the laƩer is set as source, while the first as desƟnaƟon 
in the pair command. Concerning the materials in general, no change was applied with respect to what was 
previously described. The CC is in copper, the insulator in PVC (as the FF), and the EP in aluminium. 
The properƟes of this alloy can widely change according to the ligands and the thermal treatments that were 
performed during its producƟon. 
Al6061-T651 was adopted. The first number determines the series, in this case the 6xxx. The alloys that belong 
to it present 𝑀𝑔 and 𝑆𝑖 ligands, which make them easy to machine, weldable, and able to be hardened by 
precipitaƟon. [11] The weldability can be a useful property as soon as the EP is to be strengthened with the 
addiƟon of other components to its starƟng structure. The 6061 was chosen amongst the others since it is the 
most commonly used: as a consequence, it is also easy to find from sellers and to acquire at reasonable prices. 
The second part of the alloy name describes the treatment performed during its producƟon. “T6” means that the 
metal was first heat treated, then arƟficially aged. In parƟcular, “T651” adds that the stress was relieved by 
stretching. This can widely improve its mechanical characterisƟcs with respect to the same alloy but with another 
treatment. For example, Table 3.3 compares those of Al6061-T651 with those of Al6061-O (i.e. annealed). [61,62] 

Table 3.3: The enhanced mechanical properƟes of the Al6061-T651 of the EPs, with a comparison with Al6061-O. 
 Al6061-T651 Al6061-O 
Hardness, Brinell 95 30 
UlƟmate tensile strength [𝑀𝑃𝑎] 310 124 
Yield tensile strength [𝑀𝑃𝑎] 276 55.2 
Modulus of elasƟcity [𝐺𝑃𝑎] 68.9 68.9 
Poisson’s raƟo [1] 0.33 0.33 
Density ቂయቃ 2700 2700 

It is not a surprise that the thermal treatment does not affect the density of the alloy, since it depends on the 
chemical components that form it. It is anyway interesƟng to noƟce how 𝐸 and 𝜈 stay constant as well. Since the 
soluƟon of the equaƟons in Comsol does not require any other parameter besides the three of them, it would 
not actually be necessary to specify whether the alloy is a T651 or an annealed, anyway. 
Regarding instead the physics, the applied load can finally be set in the correct way: as imposed by the Ɵe bars. 
In the cell of chapter 3.b, the load was given by a pressure acƟng on the BPs’ surface, now on the washers, where 
the Ɵe bars would actually push. Their force can be evaluated as: [63] 𝐹 = 𝑇𝐾𝑑  [𝑁] 

Where 𝑇 is the Ɵghtening torque (measured from the laboratory case: 24 [𝑁𝑚]), 𝑑 the bolt diameter (10 [𝑚𝑚]), 
and 𝐾 the bolt fricƟon factor (0.43): it accounts for the roughness of the surface, for the deformaƟon and the 
fricƟon that occur during the Ɵghtening. This force is inserted in the Comsol file. 
SƟll regarding the physics, symmetries are exploited once again, since they can hugely speed up the evaluaƟon, 
reducing the object to only a fracƟon of it. On the mathemaƟcal point of view, a symmetry imposes that the 
considered boundary cannot move along its perpendicular direcƟon, but only along the tangenƟal ones. 
The prescribed movement boundary is not too far from this idea: it allows to specify the movement of a 
component along a given direcƟon. This instrucƟon is to be given with respect to the three spaƟal direcƟons, and 
any numerical value can be put, being a common one zero. A prescribed movement of zero along a direcƟon 
implies that the selected surface cannot move along it: this is applied to the washers. In fact, the Ɵe bars can only 
go down along the Ɵghtening direcƟon and thus stay aligned with the holes that host them, not moving in the 
tangenƟal direcƟons. Due to symmetry reasons, this would in fact mean that the Ɵe bar is flexing, which is not 
true. The Ɵe bars were not inserted anyway, but the washers resent of this behaviour of theirs. In fact, neither 
can the washers move along the horizontal direcƟons, but only following the one of the axis of the stack, i.e. of 
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the Ɵghtening. This also implies that the washers stay aligned with the corresponding holes and in fact cannot 
slide away from them. 
Not only is this command correct considering the movements of the pieces of the stack, but also necessary for a 
correct evaluaƟon. Were in fact not put, the washers would be able to slide along the surface of the EP. Since 
they are placed along its perimeter, not at the centre, they cause it to slightly flex, thus resulƟng in a light 
curvature. This curvature could cause the washers to slide away from their posiƟon, which is not correct and 
would lead to a divergence of the soluƟon research. 
A new seƫng to be added which was absent in chapter 3.b is the hyperelasƟc modelling. The deformaƟon the 
gaskets undergo is in fact of such an extent that they cannot be approximated as normal elasƟc objects: 
hyperelasƟc materials are indeed a special case of the Cauchy elasƟc material, where the 𝜎 − 𝜀 relaƟonship 
derives from the strain energy density funcƟon. Some equaƟons change, as reported in Table 3.4 

Table 3.4: The different equaƟons that describe an elasƟc or a hyperelasƟc material in Comsol. 
ElasƟc material HyperelasƟc material 0 = ∇ ∙ (𝐹𝑆)் + 𝑭௩ 𝐹 = 𝐼 + ∇𝒖 

0 = ∇ ∙ (𝐹𝑆)் + 𝑭௩ 𝐹 = 𝐼 + ∇𝒖 𝑆 = 𝑆 + 𝑆  𝜀 = 12 (𝐹்𝐹 − 𝐼) 𝜀 = 12 [(∇𝒖)் + ∇𝒖 + (∇𝒖)்∇𝒖] 

𝑆 = 𝑆 + 𝜕𝑊௦𝜕𝜀  𝜀 = 12 (𝐹்𝐹 − 𝐼) 𝑊௦ = 12 𝜇(𝐼ଵ − 3) − 𝜇 ln(𝐽) + 12 𝜆(ln(𝐽))ଶ 

The dependency on the strain energy density 𝑊௦ is shown. The formula that describes it is not universal, but 
rather changes according to the chosen model: the one of Table 3.4 is given by the Neo-Hookean one. This model 
is suitable to describe the gasket since it is tailored for materials made of polymers chains, such as plasƟcs and 
rubbers. The other available models are instead adopted for different situaƟons. 
Concerning the mesh, aƩenƟon is to be paid when describing the EP. The addiƟon of other bolts through the 
opƟmisaƟon may in fact change the nomenclature of the domains of the component, and therefore confuse the 
program about which boundaries are mapped by which commands, and which domains are extruded. The EP 
height itself changes along each opƟmisaƟon, so it would be imprecise to divide it into a fixed number of verƟcal 
elements. The free tetrahedral descripƟon is the most suitable therefore to describe the EP: the number and 
dimension of its elements will automaƟcally vary according to the size and shape of the piece. 
AƩenƟon is to be paid when dealing with the mesh of the surfaces that compose the contact pairs too. The ribs 
of the FF do not in fact iniƟally touch the BP, but only aŌer the compression has been applied, squeezing enough 
the gasket between the two of them. The lower boundaries of the FF ribs and the upper one of the BP are thus 
joined in a contact pair, and Comsol suggests that the number of mesh elements describing the desƟnaƟon (the 
soŌer material, i.e. the PVC of the FF) is at least twice that of the source (the harder material, i.e. the graphite of 
the BP). The mesh drawing is shown in Figure 3.55. 
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Figure 3.55: The mesh at the contact pair between the FF rib and the BP. 

The solver is then set. Since the involved equaƟons are linear, a linear solver can be adopted, and the choice 
selects PARDISO, being it the recommended one for the solid mechanics. The aggregated approach is not 
necessary, and can be subsƟtuted by the segregated approach, which allows for an important acceleraƟon of the 
evaluaƟon Ɵme. There is a new step, with respect to the simulaƟon of chapter 3.b: a lumped one which evaluates 
the contact pressure between the FF ribs and the BP. It was seen in the physic seƫng that this force is nil as long 
as there is a gap between the two selected surfaces, otherwise present. 
Load cases are implemented too, to strengthen the evaluaƟon convergence. This means that the study does not 
directly evaluate the displacements and stresses that the cell would undergo with the full force, but rather for 
lighter intermediate cases. Many of them were considered: the load is gradually increased with steps of a fracƟon 
of its magnitude. A lighter case is easier to evaluate than a heavier one, and this strengthens the convergence. In 
parƟcular, the soluƟon of the first evaluaƟon is used as starƟng point for the computaƟon of the second one; 
while the third evaluaƟon uses the soluƟon of the second one, and so on and so forth. Smaller steps are 
individually easier to manage than a wider one: on one hand, this means that more configuraƟons are to be 
evaluated, but on the other hand the single wide step might even not be feasible at all. Beside the use of the 
soluƟon of a case with a slightly lighter load, the program can anyway be told the scale of the result that it should 
expect. This is provided by the scale factor, which is by default of the order of 10଼ [𝑃𝑎] for pressures and 10ିଷ [𝑚] 
for displacements. It is instead corrected with 10 [𝑃𝑎] and 10ିସ [𝑚] respecƟvely: closer to the expected values 
for the soluƟon. 
In these condiƟons, the simulaƟon would not reach convergence, nevertheless: the stress acƟng on the electrode 
would be excessive and compress it to such an extent that the hypothesis of small deformaƟons would not be 
valid anymore. The model therefore cannot be successfully run, but its design shows that the electrode is only 
pressed by the BP, while its lateral boundaries are free to enlarge as much as they need. Its upper boundary is 
instead blocked by the symmetry. The crucial detail to remember is nevertheless that the graphite felt has a very 
low Poisson’s number 𝜈, which means that small lateral expansions occur aŌer a transversal one: their magnitude 
is only a tenth of it at most, and only present along the perimeter. This is shown in Figure 3.56, which represents 
the case of a slightly lighter load (such that the model can reach convergence). 
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a) 

 
b) 

 
c) 

Figure 3.56: The a) -x, b) y and c) z displacements of the electrode for a lighter load. 

Figure 3.56 shows that the lateral expansion only occurs along the external boundaries of the electrode, and its 
components comp1.u and comp1.v (respecƟvely along x and y) can at most reach the hundredth of millimetre 
circa, while comp1.w (along z, which represents the verƟcal compression) is of the tenth of millimetre. This means 
that the verƟcal displacement comp1.w is dominant everywhere, while the other two can even be neglected in 
the evaluaƟon of the 𝐶𝑅: the verƟcal compression is way greater than the lateral expansion, which anyway only 
occurs in a limited porƟon of the felt. 
This all means that comp1.w is representaƟve of the compression, while comp1.u and comp1.v can be ignored. 
In parƟcular, it is known that comp1.w must be nil over the whole top electrode surface (as also depicted in Figure 
3.56 c)), since the symmetry boundary imposed that no normal displacement (i.e. along z) was allowed, while 
coincides with the comp1.w of the BP over the whole boƩom surface, since the two objects were bounded with 
an idenƟty pair. 
Not only is comp1.w known over the whole boƩom and top surfaces of the electrode, but even in any point in 
between. Being the object described as linear, homogeneous and isotropic (which is a forgivable simplificaƟon 
with respect to the inhomogeneity a carbon strain structure would present in reality), the relaƟons that govern 
it are linear too, as it is in fact the whole solid mechanics’ physic. This implies that comp1.w linearly varies along 
any arc that orthogonally connects the boƩom surface (shared with the BP) with the top surface (of symmetry). 
This means that the knowledge of the comp1.w values along the BP surface is enough to fully describe the 
electrode compression too. Not only is the electrode facultaƟve in the analysis of the results, but even 
(surprisingly) during their computaƟon too. In fact, the elasƟcity modulus 𝐸 of the electrode felt is so weak with 
respect to the others that it does not influence the other components at all, and neither does its posiƟon in the 
stack, unlike the gaskets, which were soŌ too, but anyway important since placed between other components. 
This all jusƟfies the simplificaƟon of the model to simulate: the electrode can be neglected, and the top BP surface 
studied instead. The hypothesis of small deformaƟons is now valid, so the simulaƟon can reach convergence. 
Once it has run, the results are finally available. 
Many variables can be observed: the displacements along the spaƟal direcƟons, the pressures etc. A detail that 
might be necessary to check concerns the displacement of the top surface of the FF. Figure 3.57 recalls in fact the 
way the symmetry boundary was applied to it. 
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Figure 3.57: The symmetry boundary over the top surface of the component (without the electrode). 

The external rib of the FF does not in fact reach the same height as the gasket, so it can displace upwards. The 
maƩer is that this displacement cannot overcome the height of the gasket, since it would not make sense 
considering the whole stack object: a compenetraƟon would occur with the mirrored part. This is the reason why 
it is first necessary to analyse the verƟcal displacement of the FF, which was reported in Figure 3.58. 

 
Figure 3.58: The verƟcal displacement of the top surface of the FF. 

As it can be seen, the FF body displaces of at most of 0.32 [𝑚𝑚], which is an acceptable value, since the available 
space before the gasket is 0.4 [𝑚𝑚] tall. The external rib of the FF uses too a good part of the available gap, since 
it displaces of  ~0.25 [𝑚𝑚], having the highest value at the corner, and a limit of 0.3 [𝑚𝑚] before the symmetry 
plane. 
The simulaƟon results are shown in Figure 3.59, which reports comp1.w over the surface shared by the electrode 
and the BP. 



98 
 

 
Figure 3.59: The simulaƟon results: comp1.w over the contact surface between the electrode and the BP. 

A detailed descripƟon of the behaviour of comp1.w over the surface is given later, in chapter 4.a, in comparison 
with the results corresponding to other EP thicknesses. 
Besides the main objecƟve, it was also menƟoned that the hydraulic sealing has to be provided too. In order to 
achieve this necessary feature, the mechanical pressure between the components that bind the electrolyte shall 
be superior to the hydraulic pressure of the electrolyte itself. This means that this contact is to be provided 
between the BP and the boƩom rib of the FF, between the top rib of the FF and the upper gasket, and between 
this gasket and the symmetry plane. All these couples are joined by a surface, but it is not necessary that all the 
points of such surfaces respect this boundary concerning the pressure, but rather only those facing the electrode, 
as in Figure 3.60. This means that the pressure is to be evaluated along the inner lines alone of the contact 
surfaces, in parƟcular if the minima of each line are higher than the hydraulic pressure, than the sealing is 
achieved. 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 3.60: The lines along which the mechanical pressure is to be checked to ensure the hydraulic sealing is 
achieved: a) and b) between the BP and the FF rib, c) and d) between the FF rib and the gasket, and between the 

gasket and the symmetry plane. 
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The hydraulic simulaƟon provided the electrolyte pressures: in the case of the simple cell, it was at most around 35 ÷ 40 [𝑘𝑃𝑎], while in the complex cell case ~350 [𝑘𝑃𝑎] (as shown back in Figure 3.43, 3.48 and 3.51). It is 
possible to check the minimum pressure values along the lines of Figure 3.60 c) and d): it is found that between 
the FF rib and the gasket it is 58.667 [𝑀𝑃𝑎], while between the gasket and the symmetry plane 32.609 [𝑀𝑃𝑎]. 
Since the boƩom rib of the FF was coupled with the BP with a contact pair, the variable contact force is available 
too. Its minimum in the lines of Figure 3.60 a) and b) is 11.190 [𝑀𝑃𝑎]. Since all these pressures and contact 
forces are greater than the highest hydraulic pressure, the sealing is achieved. 
The other requirement that had to be met was about the mechanical resistance, i.e. the yield strength of any 
material of the stack should not be reached. A first idea might involve the check of the maximum pressure in any 
component of the stack, but this would not be totally accurate. In fact, ducƟle materials present a greater 
resistance when subjected to a non-uniaxial stress, and the Von Mises criterium specifically deals with this 
situaƟon. Being the stress tensor 𝝈 symmetric, its components can be named as 𝝈 = 𝜎ଵଵ 𝜎ଵଶ 𝜎ଵଷ𝜎ଵଶ 𝜎ଶଶ 𝜎ଶଷ𝜎ଵଷ 𝜎ଶଷ 𝜎ଷଷ൩ 

And through them it is possible to arrive to the Von Mises stress 𝜎௩: 𝜎௩ = ඨ(𝜎ଵଵ − 𝜎ଶଶ)ଶ + (𝜎ଶଶ − 𝜎ଷଷ)ଶ + (𝜎ଷଷ − 𝜎ଵଵ)ଶ + 6(𝜎ଵଷଶ + 𝜎ଶଷଶ + 𝜎ଵଷଶ )2  

The Von Mises criterium states that the material resists as long as 𝜎௩ is lower than the yield strength. [61] Comsol 
can evaluate 𝜎௩, so its minimum value in any component can be checked, as reported in Table 3.5. 

Table 3.5: The maximum Von Mises stress in some of the stack components and their yield strengths. 
COMPONENT MATERIAL YIELD 

STRENGTH [𝑀𝑃𝑎] 

MAXIMUM 𝜎௩ [𝑀𝑃𝑎] 
SECURITY 
COEFFICIENT [1] 

SOURCE 

EP Al6061-T651 276 187.90 1.469 [43,62] 
CC Copper 543 125.08 4.341 [63] 
Washers Steel AISI 4340 862 501.97 1.717 [64] 

A quick glance at Table 3.5 is sufficient to noƟce that it only contains some of the components of the stack: the 
EP, the CC and the washers. This happens because the three of them are in metal (aluminium, copper and steel 
respecƟvely), so they disƟnguish an elasƟc phase from a plasƟc one, thus featuring a meaningful value for their 
yield strength. The raƟo between this number and 𝜎௩ provides the security coefficient: the higher than the unit, 
the beƩer. Were it equal to one, instead, it would mean that the piece is withstanding the maximum possible 
stress: a serious hazard. Were it instead lower than one, the limit would have already been overcome. The three 
coefficients are all anyway superior to one, so the EP, the CC and the washers can all withstand the stress. 
The BP is instead a graphite plate, a rigid material that does not properly feature a plasƟc phase, as it was already 
seen in Figure 2.36. Its limit is therefore the ulƟmate stress under compression, that is anyway of the magnitude 
of 100 [𝐺𝑃𝑎]: greatly sufficient for its 𝜎௩ = 29.6 [𝑀𝑃𝑎]. [47] 
The isolator, the gaskets and the FF are in PVC and EPDM, whose ulƟmate resistances are usually found in 
bibliography spanning large intervals. [65,66] Alike the graphite plate, in fact, they do not present a yield strength: 
not because they are rigid, but rather due to their polymeric nature, which allows large deformaƟons and does 
not disƟnguish a plasƟc phase from an elasƟc one. [44,46] The precise ulƟmate strengths to be considered should 
be provided from the builder of the piece, anyway. Nevertheless, this maximum value of 𝜎௩ is not the most 
important parameter to consider in this context, due to the presence of the ribs: these narrow components 
usually concentrate in themselves high stresses, which therefore might appear superior to the material 
resistance, but the object might be able to withstand them anyway. It happens in fact that the corners of the ribs 
– which are the point where the highest stresses always gather – can spontaneously improve their own 
mechanical resistance, due to the behaviour of the micro cracks. This all means that the precise limits of PVC and 
EPDM are not trivial to find, neither anyway so crucial in determining whether the pieces can or not sustain the 
stress. The best and easiest way to therefore check the mechanic resistance is to perform a laboratory test. The 
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VFB of the University of Padua adopts the structure, materials and loads reported in this simulaƟon: since the 
FFs, the gaskets and the isolators all resist, the condiƟon is considered to be saƟsfied. 
The graphite felt is for sure far from its limit. In fact, the compression first squeezes the pores inside of it, and no 
sooner are they all shut than the carbon strains deform too. This means that as long as the porosity 𝜀 is higher 
than zero (with some safety margin), the carbon strains are not compressed yet. The permeability 𝜅 depends on 𝜀, and the flow of the electrolyte through the felt witnesses that 𝜅 ≠ 0. This means that neither is 𝜀 equal to 0, 
so the electrode felt is far from its mechanic limit. 
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4. THE OPTIMISATION 

Chapter 3 showed the results of the mechanical simulaƟon: the verƟcal displacement of the boƩom surface of 
the electrode is not perfectly homogeneous. The hydraulic simulaƟons proved that the whole electrode felt is 
flooded by the electrolyte, so the displacement inhomogeneity shall be limited in order to beƩer exploit the AA 
of the carbon strains. 
This requirement can find in the gap between 𝑐𝑜𝑚𝑝1. 𝑤௫  and 𝑐𝑜𝑚𝑝1. 𝑤 the right tool for its opƟmisaƟon, 
together with 𝑐𝑜𝑚𝑝1. 𝑤௩ . For this purpose, several simulaƟons are run, changing the EP thickness and bolt 
configuraƟon and then recording the corresponding displacement gap. 

a. The EP thickness 

As it was first said when introducing the numerical simulaƟons, it is good pracƟse to parametrise the used 
quanƟƟes, such as the widths, lengths and heights of the components. This allows for an easy modificaƟon of 
them: the new value can be simply inserted at the very beginning of the program, and without further operaƟon 
the whole object is correctly scaled. 
The opƟmisaƟon is a parƟcular kind of study, where a parameter at choice is varied: it assumes the values inserted 
in a vector at desire. In parƟcular, the quanƟty here is the EP height: EP_z, which will be equal to 5 [𝑚𝑚], 10 [𝑚𝑚], 15 [𝑚𝑚], 20 [𝑚𝑚], 25 [𝑚𝑚] and 30 [𝑚𝑚]. Table 4.1 reports the corresponding results. 

Table 4.1: The minimum, average and maximum verƟcal displacement for various EP height, and 8 bolts. 
EP_z [𝑚𝑚] 𝑐𝑜𝑚𝑝1. 𝑤  [𝑚𝑚] 𝑐𝑜𝑚𝑝1. 𝑤௩  [𝑚𝑚] 𝑐𝑜𝑚𝑝1. 𝑤௫  [𝑚𝑚] 5 0.3480 0.3665 0.3950 10 0.3850 0.3975 0.4150 15 0.4010 0.4091 0.4180 20 0.4090 0.4148 0.4190 25 0.4130 0.4176 0.4200 30 0.4150 0.4190 0.4210 

The values of Table 4.1 are immediately graphed in Figure 4.1. 
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Figure 4.1: The verƟcal displacement over the electrode base for various EP thicknesses. 

The load is constant throughout the opƟmisaƟon, but the verƟcal displacement is slowly rising towards an 
asymptoƟc value around 0.42 [𝑚𝑚]. This is due to the fact that thicker EPs bend less under the applied pressure, 
thus leading to a more uniform verƟcal displacement of the whole stack structure above, BP included. Due to its 
central posiƟon, a minor bending leads to a grater verƟcal movement of the BP surface below the electrode. This 
explains the reason why the average 𝑐𝑜𝑚𝑝1. 𝑤௩  rises. The fact that the interval [𝑐𝑜𝑚𝑝1. 𝑤; 𝑐𝑜𝑚𝑝1. 𝑤௫] 
gradually narrows around these averages is also due to the reducƟon of the bending of the EPs and of the other 
components subsequently. It is interesƟng to apply a hyperbolic fit, as done in Figure 4.2. 
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Figure 4.2: The hyperbolic fit of the verƟcal displacements. 

The hyperbolic fit describes the behaviour of the data with a saƟsfying precision, and can be fairly useful in 
esƟmaƟng the impact of any intermediate EP thickness. It also reports that the average verƟcal displacement 𝑐𝑜𝑚𝑝1. 𝑤௩  will tend to 0.42254 [𝑚𝑚]. Figure 4.3 shows the 𝑐𝑜𝑚𝑝1. 𝑤 distribuƟons through the surface for all 
the EP thicknesses evaluated. 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

Figure 4.3: The verƟcal displacement over the boƩom electrode surface for various EP thicknesses: a) 5 [𝑚𝑚], 
b) 10 [𝑚𝑚], c) 15 [𝑚𝑚], d) 20 [𝑚𝑚], e) 25 [𝑚𝑚], f) 30 [𝑚𝑚]. 

When looking at Figure 4.3 a-f), it is crucial to remember that the values represented by the colours are different 
from one image to another, since the gap between the maximum and the minimum is gradually closing. A 
comparison between the a) first and f) last case is parƟcularly interesƟng. On one hand, the red colour invades a 
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way greater porƟon of the surface, while the blue is pushed to the right upper corner. This corner represents the 
middle of the edge which is not facing the bolts, and in fact that porƟon is the least touched by their effect. The 
right edge turned to green, since it eventually perceives the effect of the compression from the face which is 
specular to the leŌ one. The top corner does not turn red like the leŌ edge since the EP tends to bend. This effect 
is more marked at the top of the acƟve area because there we have more material that opposes to the 
compression. 

b. The number of bolts 

Since the load propagates from the bolts, their posiƟon and number are crucial to obtain a homogeneous 
electrode compression. It is generally preferable to avoid puƫng them at the corners of the EPs, since this would 
mostly stress the verƟcal edges of the cells, but rather along the sides. Symmetry is usually preferred so, if two 
or more bolts are present, they should be equally spaced from the plane of symmetry, in our case the plane x-z. 
Figure 4.4 shows the stack for various numbers of bolts. 

 
a) 

 
b) 

 
c) 

Figure 4.4: Image of the cell with a) 4 bolts, b) 6 bolts and c) 8 bolts. 

At this point, the opƟmisaƟon explained in paragraph 4.a just has to be run several Ɵmes, one for every bolt 
number adopted. The values to record are always the same, and now shown in Table 4.2. 

Table 4.2: The opƟmisaƟon results for various EP thicknesses and bolts numbers: from top to boƩom for each 
cell the minimum, average and maximum verƟcal displacement, in [𝑚𝑚]. 

 4 bolts 6 bolts 8 bolts 5 [𝑚𝑚] 0.331 0.361 0.400 

0.340 0.365 0.399 

0.348 0.367 0.395 10 [𝑚𝑚] 0.379 0.398 0.422 

0.382 0.398 0.419 

0.385 0.398 0.415 15 [𝑚𝑚] 0.398 0.410 0.422 

0.400 0.410 0.421 

0.401 0.409 0.418 20 [𝑚𝑚] 0.408 0.415 0.422 

0.408 0.415 0.421 

0.409 0.415 0.419 25 [𝑚𝑚] 0.412 0.418 0.422 

0.413 0.418 0.421 

0.413 0.418 0.420 30 [𝑚𝑚] 0.415 0.419 0.423 

0.415 0.419 0.421 

0.415 0.419 0421 

Since every bolt number configuraƟon was studied for the same EP_z interval of paragraph 4.a, Table 4.2 can be 
considered as an extension of Table 4.1. Figure 4.5 reports all the corresponding data, and is therefore an 
extension of Figure 4.2. 
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Figure 4.5: The simulaƟon results of Table 4.2. The lines represent different bolts number configuraƟons. 

A lot of informaƟon can be collected from Figure 4.5, since it both reports the values of Table 4.2 and also provides 
their hyperbolic fiƫng. The asterisks and the conƟnuous verƟcal lines represent the values found with the 
opƟmisaƟon: the blue colour corresponds to the configuraƟon with 8 bolts, green with 6 and red with 4. The 
asterisks in parƟcular represent the 𝑐𝑜𝑚𝑝1. 𝑤௩  for any EP_z and bolts number, and tend to overlap as soon as 
EP_z grows from its minimum of 5 [𝑚𝑚]: ~8 [𝑚𝑚] are already indicaƟvely enough to make them 
undisƟnguishable. This means that, whatever the EP thickness, the bolts number does not make a difference 
concerning the average displacement. The error bars then connect the dots of 𝑐𝑜𝑚𝑝1. 𝑤௫  to 𝑐𝑜𝑚𝑝1. 𝑤: 
this gap tends to reduce when increasing the thickness of the EP. It is not a surprise that the higher the bolts 
number, the narrower the gap is, for any EP_z: in fact, the Ɵe bars help achieving a more homogeneous load 
distribuƟon in the stack structure. This also corresponds to the fact that a higher number of bolts reduces the 
maximum displacements and increases the minimum ones for any EP thickness. 
Figure 4.6 reports the 𝑐𝑜𝑚𝑝1. 𝑤 distribuƟon along the contact surface between the electrode and the EP for the 
three analysed configuraƟons. 



106 
 

a) b) c) 
Figure 4.6: The 𝑐𝑜𝑚𝑝1. 𝑤 evaluated for 5 [𝑚𝑚] with a) 4 bolts, b) 6 bolts and c) 8 bolts. 

It is immediate to noƟce the varying colour gradient, in parƟcular red uniformly grows along the verƟcal direcƟon 
when increasing the number of bolts. In fact, more Ɵe bars help compressing the electrode along all its surface, 
not focusing their load in a single spot as in Figure 4.6 a). Figure 4.5 anyway witnessed that this gap is the widest 
for the thinnest EP: the thickest value of 30 [𝑚𝑚] saw instead almost no difference whatever the number of 
bolts. All the fiƫngs provided the coefficients for the hyperbolic funcƟon: 𝑓(𝑥) = 𝑎 + 𝑏𝑐 + 𝑥 

It is fascinaƟng how such a simple formula can be used to interpolate the behaviour of such a complex model, 
and it can be expected to correctly predict any intermediate value, thanks to the linearity of the problem. For 
example, it can be considered that an EP 12 [𝑚𝑚] thick with 6 bolts will achieve 𝑐𝑜𝑚𝑝1. 𝑤 = 0.3909 [𝑚𝑚], 𝑐𝑜𝑚𝑝1. 𝑤௩ = 0.4041 [𝑚𝑚] and 𝑐𝑜𝑚𝑝1. 𝑤௫ = 0.4199 [𝑚𝑚], which is reasonable looking at Figure 4.5. 
That graph might even suggest that the values of the 6 bolts configuraƟon are the average between those of 4 
and 8 bolts, as if some linearity existed concerning their number too. It is quite easy to check this: it is sufficient 
to evaluate the average between the 4 and 8 bolts configuraƟon, then its difference with the 6 bolts one. The 
results are reported in Table 4.3, expressed as percentages. 

Table 4.3: The difference between the values of the 6 bolts configuraƟon and the average between the 4 and 8 
ones, in percentage. 

 𝑐𝑜𝑚𝑝1. 𝑤  [%] 𝑐𝑜𝑚𝑝1. 𝑤௩  [%] 𝑐𝑜𝑚𝑝1. 𝑤௫  [%] 5 [𝑚𝑚] −0.050 −0.124 0.050 10 [𝑚𝑚] 0 −0.045 −0.100 15 [𝑚𝑚] −0.050 −0.029 −0.100 20 [𝑚𝑚] 0.050 −0.002 −0.050 25 [𝑚𝑚] −0.050 0.002 0 30 [𝑚𝑚] 0 0.001 0.100 

Some values are approximated to be nil, and all the others are anyway very small. This is not sufficient though to 
prove the hypothesis that the displacements are linear with the bolts number. In fact, their effect on the structure 
of the stack is quite complicated, and also depends on their posiƟon. For example, the disposiƟon of four Ɵe bars 
close to the x-z symmetry plane, gives results that are likely to be very different from those obtained posiƟoning 
them at the corners of the stack. Also, many more simulaƟons would have to be run before defining a formula 
that can bind displacements to bolts number, also considering that (as just said) their posiƟon in the x-y plane 
surely plays a crucial role too. 
It is reasonable to assume that a high number of Ɵe bars helps homogenising the pressure load along the 
electrode surface, but this quanƟty cannot anyway indefinitely grow: they would, in fact, of course end up 
occupying the whole available space on the EP. Anyway, even if it was possible to place many of them, it would 
not necessarily improve the homogeneity in a substanƟal way. Figure 4.4 showed in fact that the thickest EPs (i.e. 
above 25 [𝑚𝑚] indicaƟvely) are not parƟcularly affected by the bolts number: only the fiƩed lines of the maxima 
do not overlap yet, and anyway their distance is very small. 

c. Aluminium and steel 

It is quite easy to perform the study for other EP materials: it is just necessary to change the material input in the 
Comsol seƫngs. The previous studies concerned Aluminium 6061-T651, while now it is the turn of the steel AISI 
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4340. Table 4.4 reports their different parameters (similarly to Table 3.5), which have to be updated in the 
program. 

Table 4.4: The different parameters between Al 6061-T651 and AISI 4340. 
 Al 6061-T651 [43,62] AISI 4340 [64] 
Young’s modulus 𝐸 [𝐺𝑃𝑎] 68.9 200 
Poisson’s modulus 𝜈 [1] 0.33 0.29 
Density 𝜌 ቂయቃ 2700 7850 

Yield strength 𝜎 [𝑀𝑃𝑎] 276 862 

Due to superior steel rigidity, it expected that steel will bend less than aluminium for the same EP geometry and 
configuraƟon. It is also expected that its gaps between minimum and maximum displacements will always be 
narrower than those of aluminium, as a consequence, thus performing beƩer. 
Running once again all the studies, it is possible to draw the correspondent of Figure 4.5 for steel, which is 
reported as Figure 4.7 a). For the sake of convenience, that graph is sided by Figure 4.5 again, here Figure 4.7 b). 

 
a) 

 
b) 

Figure 4.7: The studies’ results and their fiƫngs for EPs in a) steel and b) aluminium. 

The figures are very similar, and in both the cases the average displacements overlap for any bolts number, while 
the increase of this parameter narrows the gap between the minima and the maxima, for any EP thickness. A 
closer look at the numerical values on the verƟcal axes proves that minimum displacements obtained with steel 
always perform beƩer than their aluminium counterparts. No substanƟal difference can be appreciated 
concerning the maxima instead, as long as the thickness is at least 10 [𝑚𝑚]. 
The results of Figure 4.7 can be reorganised as in Figure 4.8, where aluminium and steel are compared concerning 
one bolts number per Ɵme. 

a) b) c) 
Figure 4.8: The comparison between the results for steel (in red) and aluminium (in blue) for the various bolts 

number: a) four, b) six, c) eight. 
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Figure 4.8 further proves how steel performs beƩer than aluminium. The minimum lines of steel in fact are always 
very close the average lines of aluminium, while the maximum lines are not too distanced. This means that the 
gaps of aluminium are way larger than those of steel. A hypothesis may arise concerning a relaƟonship between 
the [𝑐𝑜𝑚𝑝1. 𝑤 ÷ 𝑐𝑜𝑚𝑝1. 𝑤௫] gap widths found for steel and their counterparts for aluminium for the same 
EP thickness and bolts number, as if they might be bound by some value which depends on their respecƟve 
Young’s moduli. A quick evaluaƟon of these gaps shows that their raƟos are not stable. Even if some kind of 
dependence existed, anyway, two materials alone would be way too few to discover it. 
To conclude, steel appears to be superior with respect to aluminium, since its greater rigidity reduces the bending 
of the EPs and consequently of the BP. Stricter tolerances can be achieved with equal thicknesses. 

d. The best choice 

The graphs of Figure 4.7 can be used as support when it is necessary to choose the EP geometry and configuraƟon, 
if all the other inputs of the problem are fixed. It is obvious in fact that the load alone would play a crucial role if 
it could be varied as desired, as well as the gasket shore hardness. 
Supposing anyway that three degrees of freedom in total are available (i.e. the EP thickness, bolts number and 
material), it is possible to follow these steps to design the EPs. 

- As starƟng point, a hydraulic configuraƟon is given. Case A is a flow-through, therefore a carbon felt with 
an uncompressed thickness of 4.6 [𝑚𝑚] is involved, while Case B is a flow-by carbon paper electrode, 
with a 0.5 [𝑚𝑚] uncompressed thickness. Both of them have to be compressed of 0.4 [𝑚𝑚], which 
corresponds to 𝑐𝑜𝑚𝑝1. 𝑤௩ . in this way their respecƟve thicknesses become 4.2 [𝑚𝑚] and 0.3 [𝑚𝑚] 
(thanks to the BP design). 

- With Figure 4.7, it is found that 𝑐𝑜𝑚𝑝1. 𝑤௩ = 0.4 [𝑚𝑚] corresponds to an EP thickness of 10.5 [𝑚𝑚] 
if aluminium is used, 8 [𝑚𝑚] if steel instead. 

- A quality is also required: the maximum error from 𝑐𝑜𝑚𝑝1. 𝑤௩  that can be accepted is 210 [𝜇𝑚] for 
the carbon felt and 15 [𝜇𝑚] for the carbon paper, corresponding to 5 % of the desired compressed 
thickness. This means that 𝑐𝑜𝑚𝑝1. 𝑤௫ < 610 [𝜇𝑚] and 𝑐𝑜𝑚𝑝1. 𝑤 > 290 [𝜇𝑚] for the carbon felt, 
while 𝑐𝑜𝑚𝑝1. 𝑤௫ < 415 [𝜇𝑚] and 𝑐𝑜𝑚𝑝1. 𝑤 > 385 [𝜇𝑚] for the carbon paper. 

- Proceeding along a verƟcal line from the EP thickness of 10.5 [𝑚𝑚] or 8 [𝑚𝑚] in Figure 4.7 it is found 
that the condiƟons of the previous point can be saƟsfied by any bolts number for the carbon felt, while 
the carbon paper strictly needs 8 bolts if steel is used, but no soluƟon exists if aluminium is chosen. 

This example can be collected for the sake of clarity as in Table 4.5. 

Table 4.5: An example of use of the results of Figure 4.7. 
 A: carbon felt (4.6 [𝑚𝑚]) B: carbon paper (0.5 [𝑚𝑚]) 

EP material Al 6061-T651 AISI 4340 Al 6061-T651 AISI 4340 𝑐𝑜𝑚𝑝1. 𝑤௩  400 [𝜇𝑚] 400 [𝜇𝑚] 400 [𝜇𝑚] 400 [𝜇𝑚] 
EP_z 10.5 [𝑚𝑚] 8 [𝑚𝑚] 10.5 [𝑚𝑚] 8 [𝑚𝑚] 𝑐𝑜𝑚𝑝1. 𝑤௫  < 610 [𝜇𝑚] < 610 [𝜇𝑚] < 415 [𝜇𝑚] < 415 [𝜇𝑚] 𝑐𝑜𝑚𝑝1. 𝑤 > 290 [𝜇𝑚] > 290 [𝜇𝑚] > 385 [𝜇𝑚] > 385 [𝜇𝑚] 

Bolts number any any none 8 

Figure 4.9 reports the use of Figure 4.7, concerning the EP choice for the flow-by design, featuring steel as the 
material. 
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Figure 4.9: The applicaƟon of Figure 4.7 for the choice of EP_z and number of bolts using steel in the flow-by 
design. 

The requested average displacement defines the EP_z, thus idenƟfying the horizontal posiƟon of the verƟcal 
black line. The quality decides instead the height of the two horizontal marks of that line, which represent the 
required displacements: the configuraƟon results must lay within their interval. Figure 4.9 shows how 6 or 8 bolts 
would saƟsfy this condiƟon concerning the minimum displacement, but 8 bolts are strictly necessary regarding 
the maximum one, instead. 
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5. CONCLUSIONS 

This thesis examines the issue of electrode compression in Vanadium Redox Flow BaƩeries (VFBs), an important 
phenomenon that influences ohmic losses due to contact resistances between the carbon strands and the 
adjacent bipolar plates (BPs), along with other parameters that define the energy storage system. A brief 
digression also addresses the hydraulic sealing of the stack and the mechanical integrity of its components, as 
these are similarly affected by compression. 
This comprehensive and criƟcal topic was invesƟgated using solid mechanics simulaƟons, conducted in COMSOL 
MulƟphysics®. A simplified model of a laboratory cell, inspired by that of the Electrochemical Energy Storage and 
Conversion Laboratory at the University of Padua, was introduced for this purpose. The numerical results from 
these simulaƟons highlighted the significant role of the end plates' geometry and configuraƟon, not only in terms 
of electrode compression but also in determining its quality. In this context, finite element analysis once again 
proved to be a valuable tool for engineering applicaƟons. 
Specifically, the study demonstrated that the thickness and material of the end plates are crucial parameters for 
achieving a desired compression raƟo, while the number of bolts affects the uniformity of this compression. 
Future work will first aim to refine the model presented here by incorporaƟng experimentally obtained 
parameters. Subsequently, the corresponding numerical results will be compared with experimental simulaƟons. 
A second phase will involve scaling up the model by increasing the number of cells in the stack and adjusƟng its 
overall dimensions, allowing the simulaƟon to reflect the behaviour of an industrial-scale system. Eventually, it 
would be interesƟng to explore alternaƟve end plate designs, including new bolt configuraƟons, materials, and 
soluƟons such as welded frames or mulƟ-layer structures. 
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