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Abstract

Quantum technologies promise to improve the performance of a whole range of computational pro-
cesses. This is why researchers have been studying the physical implementation of such technologies
for over 30 years.
One of the most well-established platforms to perform quantum calculations are superconducting
qubits, in which Cooper pairs tunnel across insulating barriers that separate superconductors.
After introducing superconductivity theory, we simulate one- and two-qubit gates by controlling ap-
plied voltages and magnetic fields. Then, we show how an external noise source can alter the behavior
of the quantum gate.
Finally, we apply optimal control theory to find the time-dependent voltage and magnetic fields that
maximize the target gate’s success probability. With this procedure we aim to compensate for the
experimental imperfections via a general numerical approach.
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Introduction

Richard Feynman in 1982 introduced the idea of a quantum computer, a new kind of computer that
can simulate quantum systems efficiently [1]. Feynman’s work builds from the fact that the exact sim-
ulation of quantum systems with universal classical computers is not always possible. In fact, a theory
which reproduces quantum mechanical predictions needs to have a non-local structure [2]. Classical
computers follow the rules of classical physics, which is a local theory, while quantum physics admit
the existence of non-local correlations between entangled particles. So, we need computers that follows
quantum mechanics to simulate all the possible quantum systems.
Since then, quantum technologies progressed considerably and a variety of dedicated software and
hardware have been developed. Researchers found out that quantum mechanical properties, such as
superposition and entanglement, can speed up some expensive tasks in certain algorithms. As an ex-
ample, the Quantum Fourier Transform (QFT) algorithm [3] computes the discrete Fourier transform
in polynomial time with respect to the input size, while the classical Fast Fourier Transform (FFT)
algorithm needs exponential time.
The physical realization of a platform that can run such algorithms is one of the main challenges
that quantum technologies have to overcome. Experimental imperfections and, eventually, interactions
with the environment affect the state of the system, giving rise to errors. The quality of the quantum
hardware depends on both the number of qubits, the two-state quantum systems, and the error rate
of the setup.
In this thesis we concentrate on superconducting qubits as a possible implementation of quantum com-
puters. The superconducting qubits are based on devices called Josephson junctions, in which pairs of
electrons tunnel across a thin insulating barrier that separates two superconductors. Under suitable
conditions, the Josephson junction reduces to a two-state system that can be used for quantum com-
putation [4]. Operations on single qubits are performed by tuning voltages and magnetic fields and
the coupling between two qubits provides the necessary two-qubit operations.
Enterprises such as Google [5], IBM [6], Rigetti [7], are now developing commercial processors with
more than 50 qubits using superconducting circuits. These processors allow to implement univer-
sal quantum computation and Google claimed in 2019 to have reached quantum supremacy using a
53-qubit processor [8]. Nevertheless, D-Wave announced in 2019 a 5000-qubit processor [9] specialized
in quantum annealing but unable to support generic quantum computation. The results obtained by
the scientific community attract investments and make the superconducting technologies a flourishing
research field.
One important part of the experimental research work is focused on the construction of apparatus
that are more robust against external dephasing sources. This goal can be achieved, for instance, by
improving electromagnetic shielding or the cryogenic apparatus. Another solution to reduce dephasing
effects in the processor comes from mathematical optimization. Quantum Optimal Control (QOC)
[10–12] uses the tools of Optimal Control Theory to find the time-dependent control pulses that mini-
mize a specific cost function J . That function J depends on the goal of the optimization. The optimal
control pulses allow to obtain gates that are less influenced by environmental noise and experimental
imperfections.

In the first chapter of the thesis we introduce the theory of superconductivity, starting from the
early experimental observations and presenting the empirical London equations to explain them. Then,
we present the basic concepts of the BCS theory and we describe the characteristics of the BCS ground
state. From these results we present a derivation of the second London equation.

iv



CONTENTS v

In the second chapter we describe how the theory of superconductivity enables the construction of
superconducting qubits using Josephson junctions. A simple theoretical explanation of the Josephson
effect is presented. We then describe the properties of charge qubits and a possible real-world imple-
mentation of qubit gates.
Finally, in the third chapter we add an external noise source to the implementation of the second chap-
ter and we observe the deviations of the gates from the expected behavior. Then, we use Quantum
Optimal Control to implement gates that are robust against external noise sources.



Chapter 1

Introduction to Superconductivity Theory

1.1 First experimental observations

Many metals and alloys below a critical temperature TC show no electrical resistivity. This phenomenon
is called superconductivity. At the critical temperature, a phase transition from a normal conducting
state to a superconducting state occurs.
This phenomenon was observed for the first time by physicist Kamerlingh Onnes in 1911 while he
was working with pure mercury in liquid helium temperatures [13]. Onnes measured the resistance at
different temperatures and compared it to the resistance at T = 0°C. While the resistance at T = 4.3K
was 0.21% of the resistance at 0°C, at T = 3K the resistance dropped below 10−7 times the resistance
at 0°C. A persistent current can thus flow in a superconducting ring for a very long time without
attenuation.
Superconductors exhibit also peculiar magnetic properties at temperatures below TC . It is possible
to show experimentally that a bulk superconductor in a weak magnetic field behaves as an exact dia-
magnet. As soon as an external magnetic field Bext is switched on, persistent surface currents start
to flow and generate an opposite magnetic field, giving net zero magnetic field on the inside of the
superconductor. Nevertheless, if a normal conductor in a weak magnetic field is cooled down to its
critical temperature, the magnetic field in the material is expelled. This phenomenon is the Meissner
effect. This effect is visible for magnetic fields below a temperature-dependent critical magnetic field
BC(T ), while for stronger magnetic fields the materials return to the normal conducting state.
The observation of such an effect demonstrates that the superconductors cannot be simply described
as materials with vanishing resistivity ρ below the critical temperature. In fact, in classical electro-
magnetism Ohm’s law states

E = ρ j. (1.1)

If ρ tends to zero and if the current density j stays finite, the electric field E has to vanish. If E
vanishes, according to the Maxwell’s equation

∇×E = −∂B
∂t

, (1.2)

also ∂B
∂t = 0 and thus the magnetic fieldB is constant. This simplistic description of the superconductor

implies that, after the cooling, the magnetic field should stay constant inside the bulk superconductor
even if the external field is switched off. But the experiments disagree with this simple description.
The real superconductor below TC presents no magnetic field on the inside and if a magnetic field was
in the material before the cooling, when the temperature goes below TC the field is gradually expelled.

1.2 London equations

Fritz London and Heinz London proposed in 1935 a set of phenomenological equations to explain the
relation between superconducting currents and magnetic fields [14]. The London equations replace
Ohm’s law in the description of a superconductor and give the expected experimental results. A
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2 CHAPTER 1. INTRODUCTION TO SUPERCONDUCTIVITY THEORY

simplified derivation of the London equations is now presented.
We consider at first the classical equation of motion of an electron in an external electric field E,

mv̇ +
m

τR
vD = −eE. (1.3)

In Eq. (1.3) m is the mass of an electron, vD is the difference between the electron velocity v and the
thermal velocity vtherm, and τR is the characteristic time at which v relaxes exponentially to vtherm
when the external field is zero.
We take into account the vanishing resistivity by neglecting the friction term mvD/τR. With the
definition of the current density js = −ensv, for superconducting electrons of density ns, the first
London equation follows

∂js
∂t

=
nse

2

m
E. (1.4)

Computing the curl on both sides of Eq. (1.4) and using Eq. (1.2) to get an expression for the magnetic
field, we get

∂

∂t
(∇× js) =

nse
2

m

(
−∂B
∂t

)
,

∂

∂t

(
∇× js +

nse
2

m
B

)
= 0. (1.5)

Equation (1.5) can be integrated over time and an integration constant appears. In order to get the
equation that correctly describes the Meissner effect, this constant must be set equal to zero. The
second London equation is thus

∇× js +
nse

2

m
B = 0. (1.6)

Equations (1.4) and (1.6) describe the relation between E,B, js in a superconductor and they are the
superconducting version of Ohm’s law.
The combination of the London equations with the Maxwell’s equations in static conditions

∇×B = µ0js, (1.7)
∇ ·B = 0, (1.8)

yields the differential equation

∇2B − µ0nse
2

m
B = 0. (1.9)

Considering a semi-infinite superconductor along z > 0 and a magnetic field that on the surface z = 0
is B = B0 x̂, a possible solution of Eq. (1.9) has the form

B = B0 e
−z/ΛL x̂, (1.10)

where ΛL =
√

m
µ0nse2

is defined as the London penetration depth in the superconductor. The solutions

proportional to e+z/ΛL are divergent and so they are not further considered. The same calculations
bring to an identical solution for the current density js. Magnetic fields of the form of Eq. (1.10)
are exponentially suppressed inside the superconductor with a characteristic length scale of ΛL. An
estimate of ΛL can be obtained setting ns as the atomic density. For example, ΛL = 160Å for
Aluminium and ΛL = 1110Å for Cadmium [15]. In macroscopic superconductors Eq. (1.10) implies
the absence of any magnetic field after a thin layer of material.

1.3 BCS theory

In 1956 Leon N. Cooper demonstrated that, in the presence of a Fermi sphere of additional electrons,
the Pauli exclusion principle allows the existence of a two-electron bound state independently from the
weakness of the attraction between the electrons [16]. In the famous 1957 paper of Bardeen, Cooper
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and Schrieffer (BCS), an attractive interaction emerges in the form of phonon-mediated interaction
[17]. An electron passing through a lattice deforms slightly the position of the positive ions and this
effect increases the density of positive charge around the lattice ions. This increment has an attractive
effect on a second electron. The slow displacement of an ion core (i.e., the attraction on a second
electron) is maximum when the first electron is at a distance of more than 1000Å. The Coulomb
repulsion of the electrons is completely screened over such distances.
The pairs of electrons that interact via the electron-lattice-electron mechanism are called Cooper pairs.
All Cooper pairs occupy states (k ↑,−k ↓), with opposite wavevectors k and spins ↑↓ to satisfy the
exclusion principle. The scattering of a Cooper pair from (k ↑,−k ↓) to (k′ ↑,−k′ ↓) leads to an energy
reduction, since the matrix element Vk,k′ is attractive and independent of k to a first approximation.
In fact, BCS theory uses a potential of the form

Vk,k′ =

{
−V0 for 0 < ~2k2

2m − EF < ~ωD and 0 < ~2k′2
2m − EF < ~ωD

0 otherwise
. (1.11)

The Fermi energy EF is the energy of the highest occupied state of the electrons gas at T = 0K. The
Debye frequency ωD is the average phonon frequency of the material in the Debye model. The positive
constant V0 represents the intensity of the attraction between two electrons, and when V0 tends to zero
the non-interacting electrons gas results are obtained.
The energy reduction caused by the formation of a Cooper pair leads to the formation of even more
Cooper pairs, until a new ground state is reached. This new ground state is separated by a finite
energy gap Eg ≡ 2∆ from the first excited state, and it is precisely a superconducting state. Although
based on strong approximations, the results of BCS theory are in good agreement with a large class of
superconductors [15].

In the following we briefly review some of the major theoretical results obtained by BCS theory.
The energy gap ∆ of a superconductor is defined as half of the minimum energy needed to break a
Cooper pair of electrons in the ground state at T = 0K. However, the energy gap ultimately depends
on the constant V0 and on a k-summation of state-occupancy probabilities. Defining Z(EF ) as the
pair density of states at the Fermi energy and performing the k-summation, an explicit equation for
∆ can be obtained

∆ =
~ωD

sinh (1/V0 Z(EF ))
≈ 2~ωDe−1/V0 Z(EF ). (1.12)

In Eq. (1.12) we can notice that a finite V0 leads to a finite energy gap in the material, while a vanishing
V0 causes the energy gap to close. In addition, the value of ∆ is directly proportional to the average
phonon energy ~ωD.
At temperatures above T = 0K there is a finite probability to find electrons in the normal conducting
state because of thermal excitations. That probability increases for greater temperatures until at the
critical temperature TC all the Cooper pairs are separated. At that temperature the superconductor
transforms into a normal conductor and the gap is closed. This condition can be expressed as

1

V0 Z(EF )
=

∫ ~ωD

0

1

ε
tanh

(
ε

2kBTC

)
dε. (1.13)

The numerical solution of the integral gives

kBTC = 1.14 ~ωD e−1/V0 Z(EF ). (1.14)

1.3.1 Demonstration of the second London equation

We report now a calculation of the density of a supercurrent js in a magnetic field B that uses the
results of BCS theory [18].
The many-particle wave function of a superconductor is a product of two-particle wave functions of
Cooper pairs ψ(x1,x2). More precisely, the many-particle wave function is a normalized sum of such
two-particle wave function products. In the presence of a current flow, the Cooper pair wave function
can be written as

ψ(x1,x2) = eiK·R ψ(K = 0;x1 − x2), (1.15)
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in which ~K is the additional momentum of the Cooper pair due to the current flow, R = (x1 +x2)/2
is the center of mass coordinate of the Cooper pair, and ψ(K = 0;x1−x2) refers to the wave function
without current flow. The wave function ψ(K = 0;x1 − x2) depends only on the relative coordinate
r = x1 − x2 of the electrons. The many-particle wave function is thus

ΨBCS = Â eiK·(R1+R2+... )Ψ(K = 0; r1, r2, . . . ), (1.16)

where Â is the anti-symmetrization operator, which adds expression similar to its argument with
varying signs. The total wave function ΨBCS is thus antisymmetric for the exchange of single-particle
states, as requested by the exclusion principle. Although being mathematically correct, the presence
of the anti-symmetrization operator Â does not play a fundamental role in the following calculations
and so it will be ignored. Defining Ψ(K = 0; r1, r2, . . . ) = Ψ(0), Eq. (1.16) can be written as

ΨBCS ' eiK·(R1+R2+... )Ψ(0). (1.17)

We can now define

R̃ =

∑
νRν∑
ν 1

=
1

NCP

∑
ν

Rν , K̃ = K
∑
ν

1 = NCPK, (1.18)

and then Eq. (1.17) becomes
ΨBCS ' eiK̃·R̃Ψ(0). (1.19)

In the approximation of considering the set of NCP Cooper pairs as a unique particle of total mass
M = 2mNCP and total charge Q = −2eNCP , the supercurrent density js is related to the current
density of probability J by the relation

js = QJ , (1.20)

and J has the well-known definition [19, p. 314]

J =
1

M
Re

{
Ψ∗
[
~
i
∇̂−QA

]
Ψ

}
, (1.21)

in which A is the magnetic vector potential. Applying Eq. (1.20) and (1.21) to ΨBCS we get a relation
for the supercurrent density

js =
Q

M
Re

{
Ψ∗BCS

[
~
i
∇̂R̃ −QA

]
ΨBCS

}
= − e

m

[
~K̃ + 2eNCPA

]
|Ψ(0)|2.

(1.22)

Since ∇ × K̃ = 0 because K̃ does not depend on space coordinates, the application of the curl on
both sides of Eq. (1.22) gives

∇× js = −e
2

m
2NCP |Ψ(0)|2 (∇×A) = −nse

2

m
B, (1.23)

defining |Ψ(0)|2 = 1/V for the Ψ(0) normalization condition. Thus ns = 2NCP /V is defined as the
density of superconducting electrons. The result is in agreement with Eq. (1.6).



Chapter 2

Superconducting qubits

2.1 Josephson junctions and Josephson effect

In 1962 Brian David Josephson demonstrated theoretically that Cooper pairs can tunnel through a
barrier generating a current [20]. The tunneling of normal-conducting electrons was a well-known fact
[21, 22], but the tunneling of an electron pair was never observed. One year after Josephson’s paper,
Anderson and Rowell claimed to have observed experimentally such an effect [23].

Figure 2.1: Schematic of a Josephson junction. A,B are the superconductors and C is the insu-
lating layer. From https://commons.wikimedia.org/wiki/File:Single_josephson_junction.svg
[accessed 31 Aug, 2021].

Josephson junctions are devices in which two or more superconductors are coupled by a thin layer
of insulating material. By connecting the junction to an external circuit it is possible to measure
both the current and the voltage drop across the barrier. The difficulties in observing the Josephson
tunneling phenomenon are due to the strong influence that temperature and magnetic fields have on
the Cooper pairs.

We now proceed with the demonstration of some of the effects observed in a Josephson junction
using a simple model. Two superconductors of the same material are connected as in Fig. 2.1 and
the temperature of the setup is well below the critical temperature TC : the electrons are thus in the
BCS ground state. According to the Ginzburg-Landau theory [24], Cooper pairs can be described by
a complex order parameter

Ψj =
√
ncj e

iφj , (2.1)

in which ncj is the density of Cooper pairs in the superconductor indexed by j = A,B as in Fig. 2.1.
The phases of the complex Ψ can be different on the two sides of the junction because of the weakness
of the link represented by the barrier. Given the Hamiltonians Ĥj of the isolated superconductor and
the coupling constant T of the tunnel junction, Ψj satisfy

i~
∂ΨA

∂t
= ĤAΨA + T ΨB, i~

∂ΨB

∂t
= ĤBΨB + T ΨA. (2.2)

We now suppose the Ψj to be eigenstates of the Hamiltonians Ĥj and thus ĤjΨj = E0
jΨj . Because of

5
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6 CHAPTER 2. SUPERCONDUCTING QUBITS

the symmetries of the model, E0
A = E0

B ≡ E0 holds.
A voltage U applied across the junction causes an energy shift ∆E = EA−EB = q U between the two
superconductors, with q = −2e being the Cooper pair charge. Defining as zero the midpoint energy of
the two superconductors, Eq. (2.2) simplifies to

i~
∂ΨA

∂t
=
q U

2
ΨA + T ΨB, i~

∂ΨB

∂t
= −q U

2
ΨB + T ΨA. (2.3)

Inserting Eq. (2.1) into Eq. (2.3) and separating real parts and imaginary parts we get

ṅcA =
2T
~
√
ncAncB sin (φB − φA), φ̇A = −T

~

√
ncB
ncA

cos (φB − φA)− q U

2~
, (2.4)

ṅcB = −2T
~
√
ncAncB sin (φB − φA), φ̇B = −T

~

√
ncA
ncB

cos (φB − φA) +
q U

2~
.

Assuming ncA = ncB ≡ nc for symmetry considerations and defining the difference of wave function
phases as δ = φB − φA, Eq. (2.4) leads to

ṅcA + ṅcB = 0, δ̇ = φ̇B − φ̇A =
q U

~
. (2.5)

The first result of Eq. (2.5) confirms the conservation of the total number of Cooper pairs in the two
superconductors, while the second result gives information about the oscillation of the quantities in
Eq. (2.4), namely

δ(t) = δ0 +
q

~

∫ t

0
U(ν) dν, (2.6)

where δ0 is the difference of the wave function phases at the initial time t = 0. We are interested in
the case of a constant voltage U , thus the equation of the tunnel current has the form

JT (t) =
2T nc
~

sin

(
δ0 −

2eU

~
t

)
= J0 sin

(
δ0 −

2eU

~
t

)
. (2.7)

Equation (2.7) summarizes the conclusions made by Josephson in his 1962 paper [20]. For finite
voltages U , an alternating supercurrent occurs. That current has an amplitude of J0 = 2T nc/~ and a
frequency of f = 2eU/(2π~) = 2eU/h. Instead, for a vanishing voltage (U = 0) a direct current up to
a maximum of J0 occurs. The direction of this DC current and its magnitude depend on the value of
δ0.

2.2 Charge qubits

As seen in the previous section, below the critical temperature Josephson junctions allow the tunneling
of Cooper pairs across the barrier. This process is dissipationless and maintains the coherence of the
Cooper pair states under suitable conditions (e.g., low temperatures, external fields screening, etc.).
Also, Josephson junctions can be embedded in electronic circuits and coupled with other Josephson
junctions. Such properties suggest Josephson junctions as possible quantum devices to be used as
qubits.

In quantum computing, a qubit is a two-level quantum system that represents the basic unit of
quantum information. The qubit can be in the states |0〉, |1〉 or even in a coherent superposition of
these two states, according to quantum mechanics. The manipulation of the qubit state is provided by
the qubit gates. The implementation of these qubit gates depends on the setup chosen to represent the
qubit. For instance, in Josephson junctions the necessary gates can be obtained by controlling applied
voltages, magnetic fields and the coupling with other Josephson junctions.

We now focus on the specific setup of charge qubits [4]. A charge qubit consists of a small super-
conducting island (the "box" in Fig. 2.2) connected by a thin insulator to a superconducting reservoir.
Cooper pairs can tunnel through the insulator by the Josephson effect. The number n of excess Cooper
pairs in the box, relatively to some reference state, is the degree of freedom of the system. The proper
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Figure 2.2: Schematic representation of a charge qubit. EJ is the Josephson energy, U is the gate
voltage and C is the gate capacitance. The dashed rectangle represents the box with the excess of
Cooper pairs [25, Figure 2].

choice of the experimental parameters allows to restrict n to a set of only two values, transforming the
junction to a two-level quantum system, i.e., a qubit.
The tunnel junction has capacitance CJ , Josephson coupling energy EJ , and it is biased by an external
controllable voltage U with gate capacitance C. The voltage U has the same role of the voltage of
Sect. 2.1. In the arrangement of charge qubits, the charging energy of an electron is EC = e2/2 (C + CJ)
and EJ is related to the maximum current that can flow through the tunnel junction without dissipa-
tion. In low-capacitance charge qubits the charging energy is greater than the Josephson energy by a
factor of 10. Using junctions with capacitances CJ ≤ 10−15 F and gates with even smaller capacitances,
charging energy is in the range EC/kB ≥ 1K and consequently EJ/kB ∼ 100mK. The superconduct-
ing material is the same on both sides and the energy gap ∆ is larger than every characteristic energy
of the system. At low temperatures the single-electron tunneling is exponentially suppressed, because
an unpaired electron would cost an additional energy of ∆ to the ground state energy. Under such
conditions, only Cooper pairs tunnel through the barrier, and they tunnel coherently. The system is
described by the Hamiltonian [4, 26]

Ĥ1Q = 4EC (n̂− ng)2 − EJ cos Θ̂, (2.8)

in which n̂ is the number operator of excess Cooper-pair charges on the box and Θ̂ is the phase of
the superconducting order parameter of the box. Operators n̂ and Θ̂ are canonically conjugate, so
[Θ̂, n̂] = i holds. The dimensionless gate charge ng = CU/2e can be controlled by tuning the value of
the gate voltage U . For EC � EJ the Hamiltonian (2.8) can be conveniently written in the basis of
eigenstates |n〉 of the number operator n̂. The cos Θ̂ term in this basis evaluates as

cos Θ̂ |n〉 =
1

2

(
eiΘ̂ + e−iΘ̂

)
|n〉 =

1

2
(|n+ 1〉+ |n− 1〉) . (2.9)

Hence, the Hamiltonian (2.8) in the |n〉-basis reads as

Ĥ1Q =
∑
n

[
4EC (n− ng)2 |n〉〈n| − 1

2
EJ (|n+ 1〉〈n|+ |n〉〈n+ 1|)

]
. (2.10)

The Hamiltonian (2.10) is, with good approximation, diagonal in the |n〉-basis for almost every value
of ng because EC � EJ . Thus, the charge states |n〉 are weakly mixed by the EJ -term. An important
exception is the case of half-integer ng. Indeed, if ng is half-integer the charging energies of the
two states |ng − 1

2〉 and |ng + 1
2〉 are equal and the EJ -term mixes strongly the two states. At low

temperatures (T � EC/kB) the dynamic of the system is limited to these two states. We assume
ng ∈ [0, 1] in the following calculations. The Hamiltonian (2.10), written in spin-1/2 notation and
restricted to the states |0〉 , |1〉, simplifies to

Ĥ1Q = −1

2
Bzσ̂z −

1

2
Bxσ̂x, (2.11)
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in which we defined

|0〉 =

(
1

0

)
, σ̂z =

(
1 0

0 −1

)
, Bz = 4EC(1− 2ng), (2.12)

|1〉 =

(
0

1

)
, σ̂x =

(
0 1

1 0

)
, Bx = EJ .

The spin-1/2 notation has the quality of describing any two-state quantum system with an Hamiltonian
Ĥ(t) = −1

2B(t) · σ̂, where σ̂x,y,z are Pauli matrices. The implementation of charge qubits allows to
tune the σ̂z-term of Ĥ1Q by controlling the gate voltage U , while the σ̂x-term is fixed by the value
of Josephson charging energy EJ . However, a setup that uses two Josephson junctions in a loop
configuration allows the tuning of EJ by controlling an external flux Φx in the center of the loop [4,
Sect. IIB]. By controlling both Bx and Bz it is possible to implement all of the one-qubit logic gates.

In order to obtain two-qubit logic gates we need to couple qubits in pairs and to control the
interactions between them. This operation can be achieved by connecting with a capacitor the su-
perconducting boxes of two qubits1. The resulting charge-charge interaction can be described by a
σ̂1
z σ̂

2
z -term in the Hamiltonian. With a controlled inter-qubit interaction of this type, we will see in

Sect. 2.3 that it is possible to realize easily the controlled-NOT gate. The Hamiltonian of two coupled
qubits is thus

Ĥ2Q = −1

2
B1
z σ̂

1
z −

1

2
B1
xσ̂

1
x −

1

2
B2
z σ̂

2
z −

1

2
B2
xσ̂

2
x + ECC σ̂

1
z σ̂

2
z . (2.13)

The parameter ECC represents the tunable Coulomb charging energy associated to the qubits. The
ability to tune B1,2

x , B1,2
z , ECC allows us to implement a universal set of gates.

2.3 Implementation of qubit gates

Here we show how to obtain the logic gates by tuning properly the charge qubit controls. The gates’
symbols are defined without the hat to improve readability.

2.3.1 One-qubit gates

Using Eq. (2.11) we can calculate the one-qubit time-evolution operator

Û1Q(τ) = exp

(
− iτ

~
Ĥ1Q

)
=

(
cos τB2~ + iBz

B sin τB
2~ iBx

B sin τB
2~

iBx
B sin τB

2~ cos τB2~ − i
Bz
B sin τB

2~

)
, (2.14)

in which we defined B =
√

(Bx)2 + (Bz)2. This operator represents the most general one-qubit gate
that can be obtained by a quantum state evolution of time τ when the charge-qubit parameters ng
and EJ are fixed.

A rotation of angle α around the x-axis is described by the matrix

Ux(α) =

(
cos α2 i sin α

2

i sin α
2 cos α2

)
, (2.15)

and it can be obtained from Eq. (2.14) by setting Bz = 0. This result can be achieved in the simplest
implementation of charge qubits by setting ng = 1/2, i.e., by switching on an external voltage U = e/C,
for a timespan of τ . The Josephson energy EJ is fixed under such assumption. To obtain the desired
α-rotation the time of evolution has to be set to τ = ~α/EJ if EJ > 0. Typical timespans of this
implementation are in the range of 0.1 ns for EJ/kB ∼ 100mK.

A z-rotation of angle β is instead described by

Uz(β) =

(
eiβ/2 0

0 e−iβ/2

)
, (2.16)

1Although leading to easy theoretical calculations, the switches used in the implementation of this qubit interaction
introduce strong dephasing effects. So, different types of coupling are usually used in the experiments.
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and the corresponding qubit gate is obtained by setting Bx = 0 in the time evolution operator Û1Q(τ).
It is possible to approximately implement such gate in charge qubits since EC � EJ . The gate voltage
U could be, for instance, set at 0, so that also ng = 0 and Bz = 4EC � EJ = Bx holds. The rotation
of an angle β around the z-axis is then achieved by setting τ = ~β/(4EC). For EC/kB ≥ 1K this
implementation has typical timespans of τ . 1 ps. With a more complicated setup Bx = 0 can be
achieved by tuning exactly EJ = 0.

Using combinations of x- and z-rotations, it is possible to obtain all the one-qubit gates. The NOT
gate

NOT =

(
0 1

1 0

)
, (2.17)

is equivalent to a π-rotation around the x-axis up to a global phase factor of i. While the Hadamard
gate

H =
1√
2

(
1 1

1 −1

)
, (2.18)

needs three rotations if Bx and Bz cannot be switched on simultaneously, as it is the case of the simple
charge qubit implementation. Indeed,

H ∝ Ux(π/4)Uz(π/4)Ux(π/4). (2.19)

The ability to simultaneously switch Bx = Bz for a time τ = ~π/Bx allows an easier and faster
implementation of the Hadamard gate. In the charge qubit setup these controls can be achieved by
fixing a value of EJ and by setting the external voltage U so that ng = 1

2 −
EJ

8EC
. The time of evolution

is thus τ = ~π/EJ in this implementation.

2.3.2 Two-qubit gates

The two-qubit time-evolution operator is defined similarly as

Û2Q(τ) = exp

(
− iτ

~
Ĥ2Q

)
, (2.20)

but the characterization of its general form is outside of the scope of this thesis. Indeed, the CNOT gate
is the only two-qubit gate we are interested in, since the other two-qubit gates can be obtained with
only one-qubit operations. The σ̂1

z σ̂
2
z -coupling of the Hamiltonian (2.13) allows the implementation of

CNOT gate with only a two-qubit operation [4, Appx. B3],

CNOT ∝ H2
[
U1
z (−π/2) U2

z (−π/2) exp
(
i
π

4
σ̂1
z σ̂

2
z

)]
H2, (2.21)

in which H2 is the Hadamard gate applied to the qubit 2. Supposing we have a system in which the
Coulomb charging energy ECC is negative, the exp

(
iπ4 σ̂

1
z σ̂

2
z

)
-term in the CNOT implementation can

be obtained by tuning the inter-qubit coupling for a timespan τ = ~π/(4|ECC |) while setting EJ = 0
and ng = 0 for both qubits.



Chapter 3

Quantum Optimal Control

3.1 QOC Theory

Quantum Optimal Control applies OC-solutions to drive the evolution of a quantum system in a fixed
time τ . The goal of this process is to obtain, at the end of the time evolution, a final state with
the desired properties. A QOC problem is completely defined in terms of the system dynamics, the
control objectives, and the control space restrictions [27]. The evolution of pure states is described
by the Schrödinger equation. A generalized equation holds for the evolution of mixed states. The
Hamiltonian that describes the system dynamics is decomposed into a constant drift Hamiltonian
Ĥd and a time-dependent control Hamiltonian Ĥc(t) =

∑
i ui(t)Ĥi,c in which the control pulses ui(t)

enters as a constant factor input of Hamiltonians Ĥi,c. The control objectives are defined in terms of
a function J , the cost function or figure of merit. The ultimate goal of QOC is to find the control
pulses ui(t) that minimize J . The optimal control pulses will be, then, applied in the experiments to
get the desired evolution. The cost function evaluates numerically how the evolution controlled by the
pulses ui(t) satisfies the goal of the optimization. For example, at the end of the evolution of a state
|ψ〉 into a state |ψ(τ)〉, J evaluates the distance between |ψ(τ)〉 and a target state |ψt〉 computing
J = 1 − |〈ψt|ψ(τ)〉|2. Similarly, J can evaluate the distance between an evolved gate U(τ) and a
target one Ut. The cost function can also encode physical restrictions, e.g., limitations on the power
of the control pulses, limitations on the bandwidth, etc. For example, when a control pulse exceeds
the restrictions, a penalty term is added to J . More direct restrictions on the control pulses can be
realized by adding limitations to the pulses, such as hard walls, or by squeezing the control pulses.

Numerical algorithms used in QOC can be divided in gradient-based and gradient-free algorithms.
On one side, gradient-based algorithms compute at each iteration the derivative of the cost function J
with respect to the control pulses ui(t). The control pulses are then updated following the direction
of the functional derivative. The use of small steps in the algorithm guarantees the improvement of J .
On the other side, gradient-free algorithms allow an improvement of J without calculating its gradient.
This feature is particularly important for optimizations in which the evaluation of the gradient of J is
expensive or even impossible.

3.1.1 CRAB algorithm

The Chopped RAndom Basis (CRAB) gradient-free algorithm uses a truncated randomized basis of
functions in order to simplify the minimization of the cost function J [27, 28]. The algorithm recasts the
problem of functional minimization to a multi-variable function minimization exploiting the advantages
of a randomized basis of functions. In the following we focus on the basis of trigonometric functions.
Fixing the number of basis elements Nbe and the evolution time τ , a possibility to randomize our
trigonometrical basis is to choose the Nbe frequencies according to

ωi =
2π

τ
(i− ri) , (3.1)

with i = 1, . . . , Nbe [27]. The numbers ri are picked randomly from a flatten distribution in [0, 1].
Equation (3.1) is the definition used in the optimizations of Sect. 3.2, although in principle other

10
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definitions of the random frequencies ωi can be chosen. The time-dependent control pulse can be thus
written as

u(t) =

Nbe∑
i=1

[Ai sin(ωit) +Bi cos(ωit)] . (3.2)

The cost function depends now on the amplitudes Ai, Bi and at every iteration the minimizing algo-
rithm computes J straightforwardly. A direct search method such as Nelder-Mead [29] updates the
amplitudes (i.e. the control pulse) after each iteration. When the updated control pulse fulfils the
algorithm stopping criteria, the optimal control pulse is obtained.

A more advanced version of the algorithm, the dressed Chopped RAndom Basis algorithm, or
dCRAB, repeats the CRAB routine several times [30]. At every repetition of the CRAB algorithm,
the so-called superiteration, a new set of frequencies is chosen and the optimal pulse is found. The
initialization pulse for every superiteration is chosen to be equal to the optimal pulse of the previous
superiteration. The final control pulse is given by the sum of the control pulses of all the superitera-
tions. This improved algorithm allows to avoid the local minima of the cost function and needs less
optimization parameter for every CRAB routine, i.e., for every superiteration. However, the CRAB
algorithm turns out to be sufficient for the optimizations of Sect. 3.2 and the improvements of the
dCRAB algorithm are not further exploited.

3.2 Application to superconducting qubits

In this section we show how the implementation of one- and two-qubit gates can be improved with QOC
using the CRAB algorithm. We postulate the presence of dephasing effects from the external world
and we try to find an optimal pulse that can compensate for these undesired effects. The optimization
procedure is similar in both cases.
At first the Hamiltonian without external noise is defined. With this Hamiltonian we implement the
target gate by switching on its drift part Ĥd for a precise amount of time τ . The evolution time τ
is fixed during the optimization. By fixing τ we simulate the experimental situation in which the
detuning source is constant, the pure states evolve according to Schrödinger equation, and the cost
function J is computed from the experimental final state |ψ(τ)〉. Then, the control pulses are updated
following the optimization algorithm. On our side we can simulate numerically the evolution of |ψ〉
and then the process is equivalent to the experimental one.
In the following optimizations the gate cost function J is defined as

J = 1− 1

N2
0

∣∣∣Tr(U †t U(τ)
∣∣∣2 = 1− 1

N2
0

∣∣∣∣∣
N0∑
i=1

〈ζi|U †t |φi(τ)〉

∣∣∣∣∣
2

. (3.3)

In Eq. (3.3) |ζi〉 are the basis states of the Hilbert space H of dimension N0 = dimH. The states
|φi(τ)〉 = U(τ) |ζi〉 are obtained by integrating for a time τ the Schrödinger equation

i
d

dt
|ψ(t)〉 = H(u1(t), . . . , um(t)) |ψ(t)〉 , (3.4)

using |ζi〉 as the initial state. In all the QOC calculations ~ = 1 is intended. We highlight the
dependence of the Hamiltonian on the time-dependent control pulses ui(t), i = 1, . . . ,m. The cost
function J defined as in Eq. (3.3) can be interpreted as an esteem of the infidelity of the gate, since if
U(τ) tends to Ut then J tends to zero. The task of QOC is thus to minimize the gate cost function
or, equivalently, the gate infidelity.

3.2.1 Optimization of one-qubit NOT gate

From Sect. 2.3.1 we know that the NOT gate can be obtained by letting the system evolve, according
to the Hamiltonian

ˆ̃H1Q = −1

2
Bx σ̂x, (3.5)
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for a time τ = π/Bx. The parameter Bx is positive and constant. In the following we define all
the physical quantities relatively to Bx to get comparable results and to fix the timescales of the
optimization. The numerical value of Bx is ultimately set to 1 and the time of evolution is thus τ = π.
In Fig. 3.1 it is possible to see that the NOT gate behaves as expected if the system is described exactly
by the Hamiltonian (3.5). Small bars are still visible in the diagonal elements of Fig. 3.1 because of
the finite precision of the integration method. We calculate the value of J as in Eq. (3.3) to have an
estimate of the implemented gate infidelity.

However, in the real implementation of a NOT gate the Hamiltonian that describes the system
could be different from what we expect. Additional terms in the Hamiltonian (3.5) can arise from
external sources that we can not control. For example, we can model the system by considering in the
Hamiltonian (3.5) an additional σ̂z-term, i.e.,

Ĥ∗1Q = −1

2
Bx σ̂x + β σ̂z. (3.6)

The magnitude of this additional term is fixed to β = 0.2Bx. In this thesis, the "noise" is defined as
an additional term in the Hamiltonian that deviates the time evolution of a system from the expected
one. The time evolution described by the noisy Hamiltonian (3.6) for a time τ = π/Bx leads to the
gate represented in Fig. 3.2.
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Figure 3.1: Tomography of the NOT gate in
the noiseless approximation. The blue bars
represent the probabilities of the correspond-
ing matrix element. The gate infidelity of this
implementation is J = 3.8 · 10−15.
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Figure 3.2: Tomography of the noisy NOT
gate. The gate infidelity of this implementa-
tion is J = 0.15.

To improve the implementation of the noisy NOT gate, we add to the Hamiltonian (3.6) a time-
dependent control pulse that generates a rotation around the x-axis. The controlled Hamiltonian is
thus

Ĥ1Q(t) = Ĥ∗1Q +Bx

Nbe∑
i=1

[Ai sin(ωit) +Bi cos(ωit)] σ̂x. (3.7)

The definition of the control pulse parameters is reported in Sect. 3.1.1.
In the following one-qubit gate optimization the number of frequencies is set to Nbe = 3. The random
frequencies are chosen according to Eq. (3.1). The 2Nbe initialization amplitudes are picked up ran-
domly in the (arbitrary) interval

[
−1

2 ,
1
2

]
to set a large initial step to escape local minima.

We then employ the Nelder-Mead algorithm [29] to find the amplitudes Ai, Bi that minimize the
cost function J . The algorithm starts by transforming the initialization amplitudes into the 2Nbe-
dimensional initialization simplex. One vertex of this simplex is the origin, while the others 2Nbe

are generated by translating the origin along each dimension according to the corresponding initial
amplitude. Each step of the algorithm computes a new simplex performing reflections, expansions,
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contractions, and shrinks, using a fixed characteristic parameter for each of these operations. The
algorithm computes the value of J for every new vertex found by these operations. The algorithm
returns the final amplitudes when one of the convergence criteria is met. We considered three con-
vergence criteria: the maximum number of function evaluations, the maximum number of algorithm
iterations, and the difference of both amplitudes and cost function values below a specific tolerance.
The first two criteria halt the algorithm if it is requiring excessive time, while the third criterion stops
the algorithm when an acceptable precision on the final result is obtained. To be more specific, at
every iteration the vertex with the lowest value of J is selected and the differences of its function value
and the function values of the other vertices are computed. If all of these differences are below the
tolerance value ftol, a similar control is done to the coordinates of all the other vertices with respect to
the best vertex. If also all of these differences are below the tolerance value xtol, the algorithm stops
successfully and returns the coordinates (i.e., the amplitudes) of the vertex with the lowest value of
J . In the next optimization we set the maximum number of iterations and the maximum number of
function evaluations at 1200, while we fix xtol = 10−4 and ftol = 10−4.
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Figure 3.3: Optimal pulse found by a run of
the algorithm. The total time of the pulse is
set to π and the amplitude on the y-axis is
relative to the value of Bx.

0 100 200 300 400 500 600
Function evaluations

10 9

10 7

10 5

10 3

10 1

J

NOT Gate - Evolution of J

Figure 3.4: Evolution of the gate cost function
J (in logarithmic scale) over the number of the
function evaluations. Only a value of J every
2 evaluations is shown. The final value of the
infidelity is J = 2.8 · 10−11.

Figure 3.3 shows a typical pulse obtained by the algorithm, while in Fig. 3.4 it is shown in chrono-
logical order what are the different function values tested by the algorithm. The spikes indicate vertex
guesses that are worse than the vertices already found. The algorithm does not update the simplex in
that case, but tries to find a better guess.

3.2.2 Optimization of two-qubit CNOT gate

We know from Eq. (2.21) that the CNOT gate can be obtained by switching on the inter-qubit coupling
for a specific timespan and by performing 4 single-qubit operations. We focus only on the optimization
of the operations in the square brackets of Eq. (2.21), while the application of the Hadamard gates to
the second qubit is considered as perfect and instantaneous. We have, then, to implement only the
two-qubit operation exp

(
iπ4 σ̂

1
z σ̂

2
z

)
and, for both qubits, the z-rotation Uz(−π/2) ≡ Uz(3π/2). This

implementation is possible considering the Hamiltonian

ˆ̃H2Q = −1

2
B1
z σ̂

1
z −

1

2
B2
z σ̂

2
z + ECC σ̂

1
z σ̂

2
z . (3.8)

Both B1,2
z and ECC are defined relatively to a positive parameter Bx and they can be tuned to realize

different operations on the qubits. The implementation of the CNOT gate proceeds in two different
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steps:

1. The two-qubit operation exp
(
iπ4 σ̂

1
z σ̂

2
z

)
is performed. We fix the inter-qubit coupling toECC = −0.1Bx

and we set B1
z = B2

z = 0. The evolution time of this step is τ1 = π/(4 |ECC |) = π/(0.4Bx).

2. The one-qubit operation Uz(3π/2) is realized for each qubit. We set ECC = 0 and we fix
B1
z = B2

z = −Bx instead. The evolution time of this step is τ2 = π/(2Bx).
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Figure 3.5: Tomography of the CNOT
gate in the noiseless approximation. The
gate infidelity of this implementation is
J = 2.8 · 10−13.
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Figure 3.6: Tomography of the noisy CNOT
gate. The gate infidelity of this implementa-
tion is J = 0.069.

The value of Bx is set to 1 as in the one-qubit optimization.
In Fig. 3.5 it is shown the aforementioned implementation if the system Hamiltonian is exactly (3.8).
This implementation is similar to the target gate to a very good approximation. We can consider, now,
two additional terms in the Hamiltonian (3.8) that disturb the expected time evolution, for example

Ĥ∗2Q = −1

2
B1
z σ̂

1
z −

1

2
B2
z σ̂

2
z + ECC σ̂

1
z σ̂

2
z + βσ̂1

z + βσ̂2
z . (3.9)

These additional terms act on the qubits with the same magnitude β = −0.02Bx and lead to the gate
represented in Fig. 3.6. These terms are present in both of the two implementation steps described
above and they act on the system for a total time of τ1 + τ2. The obtained gate behaves differently
from the target CNOT gate, so we add controls to the Hamiltonian (3.9) to direct its time evolution
towards the desired CNOT gate.
We optimize the implementation of the two steps described above, while we still consider the application
of the Hadamard gate as perfect and instantaneous. In other words, we optimize only the gate

U1
z (−π/2) U2

z (−π/2) exp
(
i
π

4
σ̂1
z σ̂

2
z

)
, (3.10)

from which the CNOT gate can be easily obtained. This goal can be achieved by defining a controlled
Hamiltonian of the form

Ĥ2Q(t) = Ĥ∗2Q +
1

2
Bx u1(t) σ̂1

z σ̂
2
z +Bx u2(t)

(
σ̂1
x + σ̂2

x

)
, (3.11)

where

u1(t) =

Nbe∑
i=1

[Ai sin(ωit) +Bi cos(ωit)] , u2(t) =

Nbe∑
i=1

[Ci sin(ωit) +Di cos(ωit)] . (3.12)
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The symmetries of this implementation suggest to use the same σ̂x-pulse on the two qubits, reducing
the computational cost of the optimization. The random frequencies ωi are the same for the σ̂1

z σ̂
2
z and

the
(
σ̂1
x + σ̂2

x

)
control pulses, but in general different frequencies can be chosen.

The two pulses u1(t), u2(t) act on the system for the entire time needed by the two-step implementation,
i.e., for a total time τ1 + τ2 = 3π/Bx = 3π if Bx = 1. We write these two pulses in a truncated
trigonometrical basis of Nbe = 5 randomized frequencies. The frequencies are chosen according to
(3.1). The 4Nbe initialization amplitudes are selected randomly in

[
−1

2 ,
1
2

]
. We employ the Nelder-

Mead algorithm1 with adaptive parameters [29, 31], which is specific for high-dimensional functions
minimization.

0 2 4 6 8
Time

1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

Am
pl

itu
de

CNOT Gate - Optimal Pulses
ZZ pulse
X pulse

Figure 3.7: Optimal pulses found by a run of
the algorithm. The total time of the pulses is
set to 3π. The amplitudes on the y-axis cor-
respond to u1(t) for the zz-pulse and to u2(t)
for the x-pulse.
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Figure 3.8: Evolution of the gate cost function
J (in logarithmic scale) over the number of the
function evaluations. Only a value of J every
10 evaluations is shown. The final value of the
infidelity is J = 8.7 · 10−8.

Figure 3.7 shows the two pulses computed by the optimization algorithm, while the evolution of
the value of J over the number of function evaluations is shown in Fig. 3.8. Here we point out the
difference in the function evaluations between the two types of optimization we have performed. The
higher number of dimensions of the two-qubit cost function with respect to the one-qubit cost function
leads to more expensive computations. Indeed, our two-qubit optimization requires about five times
more function evaluations than our single-qubit one. The final value of the gate infidelity is also three
orders of magnitude greater in the two-qubit optimization than in one-qubit.
Similar difficulties are found experimentally: the setup that implements a two-qubit gate is longer to
prepare and needs more time to evolve to the desired one. Thus, if decoherence times are limited,
in the software development the number of two-qubit operations performed should be minimized.
Nevertheless, two-qubit gates are fundamental building blocks of quantum computation and they can
not be excluded from quantum algorithms.

1We set the maximum number of iterations and the maximum number of function evaluations at 6000, we fix ftol =
10−4 and we reduce xtol to 10−3 to speed up the optimization.



Conclusions

In this thesis, we presented an application of quantum optimal control to one- and two-qubit gates
based on superconducting qubits.
We presented at first the theory of superconductivity, focusing on the microscopical theory that explains
the superconductivity phenomena. We highlighted two important concepts of the theory: Cooper pairs
and superconducting energy gap.
Then, we reviewed how macroscopic quantum effects manifest themselves in Josephson junctions at low
temperatures. In particular, the tunneling of Cooper pairs across the barrier maintains the coherence
of the pairs’ wave function at temperatures below the critical one and for setups with characteristic
energies below the superconducting energy gap. We showed which experimental conditions are required
to implement a quantum computing device based on superconducting Josephson junctions. The im-
plementation of a charge qubit was presented in detail, while a possible improvement of the setup was
mentioned. With this improvement, we can handle both x- and z-rotations of the charge qubit states,
allowing us to realize all the one-qubit gates. Moreover, a possible solution to couple two qubits was
briefly mentioned. Then, we presented how to obtain in practice the most common one-qubit gates
and the CNOT gate by tuning charge qubit controls and by setting evolution times accordingly.
An improvement of the qubit gates implementation based on quantum optimal control was discussed.
We described the theory of quantum optimal control, focusing on the Chopped RAndom Basis algo-
rithm, and we applied such theory to the optimization of qubit gates. We defined the cost function to
be minimized and we explained its connection to the gate infidelity. In other words, we showed how to
estimate numerically the infidelity of a gate. We explained in details the minimization algorithm that
was used in the optimization. The infidelity of a NOT gate was reduced by ten orders of magnitude by
adding an additional control term in the Hamiltonian of the qubit. In other terms, the cost function
of the NOT gate decreased by a factor of 1010. Similarly, the CNOT gate infidelity was reduced by six
orders of magnitude thanks to the optimized control pulses.
In conclusion, quantum optimal control can, theoretically, enhance the performances of existing gate
implementations using software-based solutions. In our optimizations we achieved great improvements
in the performances. However, these optimizations are only a first step towards the optimization of
more complex systems, described by more general equations and disturbed by more general external
dephasing sources, until we will be able to optimize real-world quantum systems.
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