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Abstract

The coherent structures within open-channel floeraither gravel or spheres bed was investigated
in a tilting laboratory flume, starting from Patédmage Velocimetry (PIV) measurements of the
instantaneous velocity fields. A comparison betweiierent hydraulic conditions was carried out
in order to study how different flow depths and bméhterials could influence the turbulent
properties of the structures identified by applyittge U-level and modified Phase-Space
techniques. The experiments reveal that there arappreciable differences by using gravel or
spheres bed, for a similar Reynolds numbers. Bygeasing the flow depth, the turbulent structures
increase in length and frequency, but the resuis afected on the number of components
considered to reconstruct the signal. The U-legehnique seems to be quite appropriate to the
experimental data set used in the present thestguise the results approximately agree with earlier
works. On the contrary, the modified Phase Spadenique, besides it would be a more rigorous
and more sensitive method to real flows than Uiledees not seem to work. This fact is probably
due to a too high spatial resolution of the dataaed/or to the innovation consisting on adding a
second (internal) ellipsoid to detect turbulentrégdrom the velocity fields.
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INTRODUZIONE IN ITALIANO DEL LAVORO DI TESI

L’obbiettivo di questo lavoro di tesi € I'identiizione e lo studio delle strutture di flusso cogren
all'interno di moti turbolenti a superficie liber&io che si intende realizzare € un confronto dei
risultati tra diverse condizioni idrauliche spermtege in laboratorio.

| dati sperimentali in esame erano gia stati otietha attivita di ricerca condotte negli ultimi ann
che avevano fatto uso della tecnologia PIV (Patiolage Velocimetry) per misurare il campo di
velocita della corrente all’interno di una canaeta questa serie di precedenti misurazioni, sono
state scelte tre condizioni idrauliche carattetiezdall’avere il fondo in ghiaia e altrettante dbn
fondo rivestito in sfere, aventi rispettivamente siesso tirante idraulico e all'incirca lo stesso
Numero di Reynolds.

Il primo punto € consistito nella rimozione da ogtantanea di velocita (longitudinale) PIV delle
parti del campo di moto giacenti al di sotto deélio medio del fondo e al di sopra della supegfici
libera, poiché si era interessati a studiare ib galsso della corrente. Alcune di queste immagini
PIV sono state in seguito unite assieme, tramite speciale procedura che verra descritta in
seguito, allo scopo di ottenere, per ciascuna eook di flusso scelta, sei serie temporali
abbastanza lunghe da poter identificare almeno tyeattro macro-strutture turbolente, che in base
alla letteratura dovrebbero avere una lunghezzattesistica nella direzione principale della
corrente di circa 3 — 5 volte la profondita deltarente.

Il secondo punto ha previsto la rimozione dellaog#d media da ogni intervallo temporale,
ottenendo misure delle fluttuazioni di velocitaa§&iun campo di moto cosi ottenuto é stato quindi
decomposto in 500 componenti energetiche applicdadprocedura SSA (Singular Spectrum
Analysis). Questi sono stati poi ricostruiti utdendo differenti combinazioni di modi (Roussinova
et. al.; 2010): i primi modi, presi in numero tadfinché racchiudano circa il primo 50 %
dell’energia cinetica totale del segnale, sona st#izzati al fine di esporre le strutture turbkati

piu grandi (strutture coerenti); le componenti s&dy in numero tale da ricoprire un altro 33 %
dell’'energia, sono state sommate perché possanmrresfe strutture turbolenti piu piccole. |
rimanenti modi SSA, sono stati classificati comewmore del segnale e quindi scartati da ulteriori
analisi.

Il terzo punto della presente tesi € stata I'iderazione delle grandi e piccole strutture di fluss
turbolenti, dalle fluttuazioni di velocita e daigs®li ricostruiti post decomposizione, applicando
due differenti procedure: il metodo U-level ed gtmdo Phase-Space.

La tecnica U-level sembra fornire risultati abbagtasoddisfacenti. Applicato alle fluttuazioni di
velocita originali, mostra tante strutture di flassli dimensioni estremamente variabili, da
piccolissime a molto grandi. La decomposizione $8Aa a separare queste strutture, anche se non
considerando implicitamente la loro dimensione cateeento discriminante ma piuttosto il loro
contenuto energetico. Le strutture dal piu altoteoato energetico tendono ad essere piu grandi,
ma assieme a loro appaiono anche diverse strutiudémensioni nettamente piu contenute ma
anch’esse fortemente energetiche. Quando vienizzatib un numero sufficientemente basso di
modi SSA per esporre le strutture coerenti, quagpaiono visivamente piu nitide, senza molte di
guelle strutture di piccole dimensioni menzionategnzi.

La frequenza spaziale delle strutture turboledentificate tramite il metodo U-level, diminuisce
allaumentare della profondita della corrente, stlesso trend si verifica anche per quanto riguarda

la frequenza temporale delle strutture piu grabdisituazione opposta la si riscontra invece sulla
9



loro lunghezza caratteristica, che aumenta cokeresdel tirante idraulico. Le strutture turbolenti
risultano mediamente di dimensioni 10 — 20 % maggier le condizioni idrauliche aventi il letto
in ghiaia; di conseguenza, la frequenza spazialdtai leggermente piu alta per i casi di letto in
sfere (all'incirca della stessa percentuale).

Il metodo Phase-Space e stato applicato con I'aggidi una modifica, rispetto a quanto illustrato
da Nikora (2005), che € consistita nell’aggiuntaidiulteriore ellissoide nella rappresentazione dei
dati nel piano di fase: sono stati dichiarati coenenti turbolenti di interesse quei punti compresi
tra I'ellissoide piu esterno, che elimina i datii gstremi e presumibilmente errati, e I'ellissoe
interno, il quale invece e stato ipotizzato induwidl suo interno le zone di flusso non carattetiez
da eventi turbolenti rilevanti. Malgrado questo aouet debba teoricamente fornire
un’identificazione piu precisa degli eventi turbdiein quanto, contrariamente alla tecnica U-level
e in grado di riconoscere le accelerazioni estra@®lefluido, non ha fornito risultati ritenuti
accettabili.

Si e convenuto che questo metodo Phase-Space, icatalinel suddetto modo perché possa
identificare eventi turbolenti nel campo di motm iealta non sia in grado di funzionare.
Un’ulteriore causa di questo insuccesso, altre pHaticolare modifica apportatasi, potrebbe
risiedere nell’eccessiva risoluzione spaziale a#dia dalle istantanee di velocita PIV, o anche agl
errori commessi nel misurare la velocita delle ipalte di tracciante. Le caratteristiche delle
strutture turbolenti rilevate mediante tale metodon sembra possano fornire informazioni
attendibili.
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1. Introduction

The aim of this thesis is the identification anddst of coherent flow structures in turbulent free
surface flows, in order to make a comparison ofirtipeoperties between different hydraulic
conditions.

The velocity data set had already been obtainenh fppevious experiments that had used the
Particle Image Velocimetry (PIV) technique durirgpdratory flume experiments. From these
measurements, it was decided to choose three Hydcanditions for both gravel and sphere beds,
having respectively the same flow depths and apprately the same Reynolds Number.

The first step has been to crop the streamwisecitglsnapshots (single instantaneous velocity
fields) under the bed surface elevation and abbeentater free surface, in order to examine just
what happen within the flow. Afterwards, a few bése instantaneous snapshots have been stitched
together, obtaining (for each flow condition) selacity time series long enough to identify at teas
three or four macro-turbulent structures, that etiog to the literature should have a mean length
between 3 to 5 times the flow depth.

The second step has consisted in subtracting tlae melocity from each row of the time intervals,
SO obtaining the velocity fluctuations. They hawei decomposed into 500 energetic components
by applying the Singular Spectrum Analysis (SSAghteque. The velocity fields have been
reconstructed by using different combinations ofde® (Roussinova et al.; 2010): the first modes
corresponding to about 50% of the turbulent kinethergy to expose the large (energetic)
structures; a second group of modes, recoverimquté88% of the energy, to expose the small (less
energetic) structures. The remaining modes haven lwkalt as a noise, and then were not
considered.

The third step has been to identify the large &edsimall structures from both the original and the
reconstructed signals, by applying two differecht@ques: U-level and Phase-Space.

The U-level technique seems to provide quite goesllts. The raw fluctuations show lots of
structures ranging from small to large, and the Si®@fomposition helps to separate them, even if
not just by size but by energy content. The mostrgetic structures tend to be bigger, but also
several “small” structures are detected becausmgir energetic. When a low number of SSA
modes is used to expose the large structuresaihyggar more clearly visible.

The spatial frequency of the turbulent structuaesl the temporal frequency of the large structures,
decreases as the flow depth increases. The opmigitdion occur for their characteristic mean
length. The turbulent structures result 10 — 20 &gdr for the cases of gravel bed. As a
consequence, the spatial frequency results slighilyher for the cases of spheres bed
(approximately by the same quantity).

The Phase-Space technique was applied by introgl@ininnovation, compared to what reported
by Nikora (2005), consisting on a second (interedlipsoid: turbulent events are detected as the
events contained between the internal ellipsoid exigrnal one. Besides it would be a more
rigorous and more sensitive method to real flownthhalevel, usually shows confused clusters of
points instead of quite clear structures. As a lumien, this Phase-Space method modified to detect
turbulent events, does not seem to work. Anothasoe might also be the too high spatial
resolution adopted to collect PIV velocity instargaus, and/or the errors committed to measure the
velocity of the tracer particles. The detected tlebt properties seem do not give very reliable
information.
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The following flow chart shows the scheme of thempints of this thesis.

' ( PIV instantaneo

Chop off
and Stitching ‘ @
Sﬁecompositio} ‘ @gs

U-level and
Phase Spac

techniques Turlol
Strues

Figure 1-1: Scheme of the present thesis
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2. Large scale turbulent flow structures

Turbulence is one of the main factors determinihg tharacter and intensity of many river
processes. These include erosion and sedimenpt@nsesistance to flow, diffusion of matter,
heat transfer, and the genesis of bed and chaamakf In the field of turbulence, there is a great
deal of research activity in open channel flowstipalarly in the area ofoherent flow structures.
These are generally considered to be repetitivesigualic large-scale (of the order of the flow
depth) turbulent motions.

Until the 1950s, turbulent fluctuations were coesatl random and chaotic, but after then it was
inferred (Velikanov; 1949) that flow turbulence rigbe a “structural® and “quasiperiodic”
phenomenon. This structural concept of flow turbakehas been later experimentally confirmed by
several researchers, who studied the kinematictsiei of the flow in flumes with smooth and
rough beds (Fidman; 1953). By using a camera mowitly the flow to record images of fluid
motion within visualized turbulent flow, Fidman adnded that the maximum energy of turbulence
is contained in the low-frequency turbulent flutctoas caused by the largest turbulent
disturbances, the vertical and longitudinal dimensiof which scale with the flow depth.
Experiments leaded in the 1960s using similar teglerevealed the existence in the turbulent flow
of large-scale eddiesvith the vertical size close to the flow deptrand the length varying from
about 2 for smooth beds tomfor rough beds (Klaven; 1966, 1968). These eddiesthe most
stable structural features and can be considergdasperiodic elements of the open-channel flow
turbulence.

Thanks to more recent studies (Shvidchenko eR@0}1), that produced detailed measurements of
flow velocity vectors fluctuations in flumes witmsoth and gravel beds, it has been found that the
turbulent flow appears to consist of ordered segeed long-living three-dimensional large-scale
turbulent eddies. These eddies move downstreamhat bulk flow velocity. This causes
quasiperiodic high forward speed downwellingweepd and burst-like upwelling €jections$)

fluid motions throughout the entire flow depth,ukisg in quasiperiodic fluctuations of the flow
velocity vector. The movement of the eddies takasgpalong relatively stable pathsn@crojets),

with a width close to 2, and it is responsible for the existence of alténg high speed and low-
speed regions in both the streamwise and spanwesaidns.

It has been hypothesized that the depth-scalerfactoturbulent”) eddies are closely linked to what
is called the bursting phenomenon in boundary layerktensive experimentalesearch on
bursting processes in open-channel flows near $motboth and rough beds was performed by many
investigators (Grass et al., 1991; Nezu and Nakaga®@03; Best, 1993). It has been found that the
ejected low-momentum fluid travels across the erftow depth up to the water surface while high-
momentum fluid moves from the water surface towidwel bed giving rise toolling structures
which are similar to the large-scale eddies meetidpefore. In addition, the streamwise spacing of
the bursting events has been found to be betweem@Ivh, which is close to the observed length
of large-scale eddies and thus partly supporthyipethesis about close linkage between these two
phenomena.

Figure 2-1 report a picture of the macroturbuldawfstructures detected by Shvidchenko et al.
(2001), by using a digital camera with an exposwireél Hz. Figure 2-2 show a 3D schematic

representation of these large-scale turbulent tstres.
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Figure 2-1: Picture and two dimensional scheme oftge-scale turbulent structures of open-channel fle over gravel bed.
Camera is moving with mean flow velocity. The lengttof individual eddies Le results approximately 4.5itnes the flow depth.
(Shvidchenko, 2001).

Figure 2-2: Model of three dimensional large-scaldgurbulent flow structure of open-channel flow over a mobile bed.
(Shvidchenko, 2001).
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3. Experimental facilities

3.1. Flume set-up

The experiments were carried out in a 12.6 m I@hgping rectangular flume which is 459 mm
wide (Figure 3-1).

Figure 3-1: Photograph of the flume (Nichols, 2013)

The flume was simply supported on a pivot jointret inlet end, and on a pivot joint attached to a
screw thread jack at the outlet end. Adjustmenthef screw thread allowed the gradient of the
flume to be varied. In these tests, the flume vileedtto a slope which varied frony S 0.001 to
0.004 in 0.001 increments.

A constant head pump was used to recirculate vimtdie flume. Control of the discharge from the
pump was achieved with an adjustable valve inlimad inlet pipe. The magnitude of the discharge
was determined using a u-tube manometer conneatadtandard orifice plate assembly (BS5167-
1, 1997). The manometer could be read to the neames and this means that the flow rate was
measured to an accuracy of 0.5 I/s.

The depth of the flow was controlled with an adjié¢ gate at the downstream end of the flume to
ensure uniform flow conditions throughout a sectes long as possible, in particular in the
measurement section of the flume.

The uniform flow depth was measured with point gauwhich were accurate to the nearest 0.5
mm. This measurement was conducted at 4 positsiugted 4.4 m to 10.4 m from the upstream
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flume end in 2 m increments. At the start of eatcthese measurements the gauge was reset to zero
datum which corresponded to the mean bed leveltlag it was raised until its tip was just in
contact with the water surface.

Temperature was measured before and after eachsiest a digital thermometer accurate to +0.5
°C, placed 0.5 m downstream of the measurementossctin this way, it was able to record a
representative temperature for the water in thendluand without influencing the flow or free
surface structure in the measurement section. &dr #ow condition, the temperature changed by
less than one degree centigrade over the courgbheofmneasurement. This fact ensured stable
thermal conditions and therefore constant viscaaiiy surface tension.

3.2. Bedtypes

Two bed conditions had been examined during thidystsee Nichols (2013). During the first phase
of testing, the flume had a bed of well-mixed wakheer gravel. The gravel particles, scraped to a
uniform thickness of g= 50 mm (nominal), had a density gf = 2600 kg/m and mean grain size
of Dsg = 4.4 mm.

During the second phase of testing, the bed wagposet of a hexagonally packed arrangement of
¢ = 25 mm diameter spheres. This bed type was seldotgive a similar flow resistance to the
gravel bed, but with significantly different phyaided shape. Two layers of spheres were used in
order to give a bed thickness similar to that ef ginavel bed, and to allow realistic interfaciaiik

into and out the porous bed. These spheres werefatnred by plastic injection moulding, and
had a density gf; = 1400 kg/m.

Figure 3-2 show these two bed materials.

 « s o 13

Figure 3-2: The two bed substrates used: washed rivgravel with mean grain size of 4.4 mm, and 25 mrdiameter polymer
spheres (Nichols, 2013)
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3.3. Particle Image Velocimetry (PIV)

3.3.1. Introduction

In order to have measurements of the velocity floeld, two-dimensional Particle Image
Velocimetry (PIV) had been used to collect suctadat
Particle Image Velocimetry (PIV) is a non-intrusitechnique for fluid flow measurement and
provides instantaneous velocity fields over globamains. It records the position over time of
small tracer particles introduced into the flonetdract the local fluid velocity.
PIV was developed in the 1970's after continuoukref to optimize the Laser Doppler
Velocimetry technique (LDV), and in the end of ##80’s started to be very used. In the last years,
PIV has become very popular, mainly because ibtsparticularly difficult to use and because of
the huge quantity of information that it possildeobtain from a single measurement.
The basic requirements for a PIV system are tHevimg:
» aproper flow velocity tracer, that would have sagne density of the water
* an optically transparent test-section
* an illuminating light source (laser): tracer pdegare lighted in the transparent test-section
thanks to an illuminating light source generatedhlbigser
» arecording medium: tracer particles light refleotis recorded in one or a series of images
by using one or more cameras with CCD sensors
* a computer for image processing: the acquired isiaye processed by using specific
software, that allow to know information concernitige velocity field from the tracer
particles displacements.

3.3.2. System set-up and Calibration

—laser control unit

—laser emitter
— mirror and optics
—camera housing

Figure 3-3: Overview photograph of PIV system set-up (Nichol2013)
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Figure 3-4: Diagram of camera arrangements for flow visualisatin

Figures 3-3 and 3-4 show respectively a photogdthe PIV system and a diagram of the camera
arrangement for the flow measurements used in tieste

The laser emitter unit projects a beam of two cotraelasers over the top of the flume where it
contacts a 45mirror, sending the beam vertically downwardshat ¢entre of the flume. The beam
then passes through optics designed to form anasfadight sheet. The laser sheet illuminated a
volume approximately 220 mm long in the streamwisection and approximately 3 mm thick in
the lateral direction.

Two CCD, each with an image area of 1600 x 600Ipjxeere focused on the laser sheet, and were
synchronized with the laser pulses. The cameras sitmated a distance of 1.25 m from the light
sheet, with an angle of 30° between them. The fisea cameras improves the accuracy of the
vertical and streamwise velocity measurements, @&ad allows for transverse velocities to be
calculated.

The total field of view of the cameras allowed &pture data from an area between 2.5 and 6 water
depths long in the streamwise direction. This lengas expected to be suitable for capturing at
least one large scale turbulent event.

The resolution of the images was approximatelyp®®ls per mm in either direction, equivalent to
42 pixels per mf allowing a strong particle definition and a higatial resolution of the resulting
velocity vector.

For the PIV measurements, the neutral tracer iotred to the flow to act as seeding particles was
Plascoat Talisman 30. This polymer, used with andigr of around 150n, is able to follow the
flow path representatively during each measurement.

In order to obtain the velocity field, a pair ofrfide images separated by a time delay of 10
seconds was captured on each camera and this peeted at a fixed frequency of 26.9 Hz. Since
the measurement duration was 300 seconds, 8076rveaps were constructed per flow regime.
The next figure show one of the PIV cameras wglview of the measurement plane, along with an
example image of the seeding particles in a floptwad by this camera.
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Figure 3-5: One PIV camera and its view of the seeding particein the flow field (Nichols, 2013)

An important step, necessary when using the Plknieeie, is thealibration of the images.

This procedure allows the output of the PIV analysi be represented in terms of m/s instead of
pixels/s concerning the velocities, and in mm nathan pixels concerning the spatial locations.

In order to do this, velocity images were captuséd calibration plate consisting in an orthogonal

grid of circular markers at know spatial positidimis calibration plate had dimensions of 200 mm

by 200 mm, and its horizontal axis was always paralith the flume bed. The datum position was

defined by a unique large marker located at théreexd the array.

Figure 3-6 shows the calibration plate used, whiei® visible the marker that defines the datum

position.

Figure 3-6: Calibration target plate used for PIV alibration
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3.4. Data pre-processing and validation of PIV data

Each image from the two PIV cameras was divided interrogation areas of 16 x 16 pixels. This
interrogation area size corresponds to a physiesd af around 2.5 x 2.5 mm. This interrogation
area is considered small enough to assume unifomnifiside it.

Because of the overlapping area between the camqrad to 50 %, the spatial resolution of the
measurements results around 1.36 mm in the stresamgitection and 1.27 mm in the vertical
direction. These settings would ensure that theas wufficient particle density within each
interrogation area to allow accurate estimatiolocél velocity.

A two dimensional cross-correlation techniquedetermined the velocity vector for each
interrogation area by comparing the image captimetivo frames separated by i®econds, to
determine the most likely average motion of thdigas (Bastiaans, 2000), as illustrated in Figure
3-7.

Image 1 Resultant vector

° .,
o

e ) T
° .,

Image 2

Figure 3-7: Cross-correlation to particle images to obtain velaity vector

More specifically, the cross-correlation functi@na statistical tool that gives information abdé t
dependence of the value of a random unknown inpmnet, compared to the value assumed to
another unknown in another point. Each interrogatioea of the first frame is switched to the
second one, along x and y directions, and for @asition the value of the function is calculated.

It will result in a distribution where the maximupeak corresponds to the statistically maximum
overlapping between the position of the particléhiw one interrogation area, in the first andhe t
second frame. This value represents the mean desplent of the particles within an interrogation
area. This cross-correlation procedure is repefieegach interrogation area of the two frames
captured by the cameras.

As a result, a map with displacement vectors igiabtl, and by using the time interval between the
two captured images, this will give the entire floeid.

The next figure show an example of the correlaitame for one interrogation area. It is evident a
strong dominant peak along the streamwise axis Whs typical of most interrogation areas for all
flow conditions, since the flow is predominantly time streamwise direction, with some vertical
variation. The correlation peak was determineddawdlid if it was more than 20% higher than the
next most significant peak (Siegel, et al., 200ant@c Dynamics, 2002). Interrogation areas with
an invalid peak (typically < 2 % of vectors) wedemtified for reconstruction during theoving
average validation
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Mormahzed Cross-Correlation Map [
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Figure 3-8: Cross-correlation plane for one interrogation areaNichols, 2013)

At this point, the vector maps have undernwemge validationandmoving average validatiom
order to correct any spurious data points. Less % of vectors have been replaced.

Therange validationwas configured on an individual basis for eaclvftmndition to remove only
the large, obviously incorrect vectors.

The moving average validatiomomes from the idea that the measured velocitg freould be
slowly changing inside the interrogation area amentthe adjacent vectors would not be very
different from each other.

A 3 x 3 interrogation area window over the vecietd was clean to identify vectors which were
significantly different from adjacent vectors. Tarimes this operation was performed. Each time,
any vectors which differed by more than 10 % frdra tnean value of the vectors surrounding it
was replaced by the mean value. This also provale@ctor for any interrogation areas whose
vectors were removed by the previous validatiogeta

Finally, the vector maps from the two PIV camerasencombined to form the final vector field.
Figure 3-8 report an example of a PIV vector fidddfore and after correcting any spurious or ‘bad’
data point.
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Figure 3-9: Example of PIV vector field, before andafter applying Data Validation.
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By following this procedure, a time series of veawaps was constructed for each of the flow
conditions described in the next paragraph. Thia @as then exported in a numerical format to
allow detailed analysis using Matlab.
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4. Choice of the hydraulic conditions

The hydraulic conditions analysed in this study eadnom PIV data set previously collected and
used for other experiments (Nichols, 2013). Froes¢hmeasurements, it was decided to choose
three hydraulic conditions for both gravel and sphikeds, having respectively the same flow
depths and approximately the same Reynolds number.

The following two tables report all the conditigm®viously collected and then the ones used in this
study have been pointed out.

Table 4-1: Measured hydraulic conditions for gravebed flows

Condition Bed slope Depth Depth Mean Reynolds

Velocity Number
S D, [mm] V, [m/s] Re

1 0.004 40 0.41 17300
2 0.004 50 0.50 26500
3 0.004 60 0.55 35200
4 0.004 70 0.60 42600
5 0.004 80 0.64 54800
6 0.004 90 0.69 67200
7 0.004 100 0.74 86000
8 0.003 50 0.36 19700
9 0.003 60 0.41 25800
10 0.003 70 0.47 35500
11 0.003 80 0.52 45800
12 0.003 90 0.57 55200
13 0.002 60 0.32 19500
14 0.002 70 0.35 25900
15 0.002 80 0.40 31800
16 0.001 70 0.26 18500

Table 4-2: Measured hydraulic conditions for sphereded flows

Condition Bed slope Depth Depth Mean Reynolds

Velocity Number
S D, [mm] V, [m/s] Re

17 0.004 40 0.28 10800
18 0.004 50 0.36 15100
19 0. 004 60 0.43 24500
20 0.004 70 0.50 32700
21 0.004 80 0.57 38800
22 0.004 90 0.65 47300
23 0.004 100 0.71 59700
24 0.003 50 0.26 11000
25 0.003 60 0.35 19500
26 0.003 70 0.44 27900
27 0.003 80 0.49 32100
28 0.003 90 0.57 42400
29 0.002 60 0.22 12000
30 0.002 70 0.32 19700
31 0.002 80 0.41 30800
32 0.001 70 0.21 14300
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V is the depth average mean velocity, and Re iR#éwolds number.

As it is evident, the bed slopes are not the samgrivel and sphere beds flow, because otherwise
the Reynolds Numbers will have been too differétasts with the same slope had been used.

In this study, only the streamwise velocity compurigas been considered.

4.1. Chop off the air and bed from the velocity snapshots

The first step of dealing with the data set washop off the unwanted portions of the PIV data
shapshots. These portions are the areas undeedh&ubface and above the water free surface.

This operation is really necessary, because ferstidy it is important to examine just what happen
within the flow depth.

The next figures show this concept with an insta@bais image for each flow condition. On the left
are reported the full velocity snapshot, on thatrige versions that are chopped off to erase ¢de b
and air. The zero datum of the bed surface is éacat the average elevation of the bed surface, the
zero datum of the streamwise position is locatedthé most upstream position of the flume
measurement area.
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Figure 4-1 Gravel bed, uniform flow depth = 60 mmslope 0.002
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Figure 4-3: Gravel bed, uniform flow depth = 80 mmslope 0.002
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Figure 4-5: Spheres bed, uniform flow depth = 70 mm, slope 0.80
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It is evident, thanks to the colour maps, that floev velocity progressively increases from the

Figure 4-6: Spheres bed, uniform flow depth = 80 mm, slope =@3

bottom to the free surface. This is in accordanitk the theory of hydraulic boundary layers.

Concerning the case of bed in gravel and flow degghal to 80 mm, the PIV snapshots did not
investigate the highest approximately 9 mm of tbesfclose to the free surface. This means that it
was possible to study just 71 mm of the total dghptBO mm.
This did not happen for the other 5 flow condiipwhere the velocity snapshots cover the entire
area of interest.
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4.2. Data quality

Before using the data set in order to study theired turbulent characteristics, it was necessary t
prove qualitatively that these data are valid. Thisans that they are supposed to be without any
systematic error, due for example to the applicatibthe PIV technique.

In order to do this, a few singular columns of rmdsnapshots have been plotted. The next figures
show 5 streamwise velocity profiles, represented lajfferent colours, for each chosen hydraulic
conditions.
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Figure 4-7: Streamwise velocity profiles over the depth, for &the chosen flow conditions
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From these images, it is possible to observe thiedy velocity profile of two-dimensional uniform
flows. These results are actually equivalent todhes observed thanks to the colourmap in the
previous figure.

As an assessment of accuracy, all the instantanebuwelocity fields, for each flow condition,
were used to calculate the time averaged profileglocity (U) and turbulence fluctuations'].

In particular, U was calculated by first averagaigthe velocity snapshots (8070 in total) and then
the values along the streamwise direction, for dkeir condition. By using the standard deviation
instead of the streamwise velocity, the same calicnrl was performed to obtain the turbulence
fluctuations.

In accordance with Nezu and Nakagawa (1993), tme taverage velocity with depth, for 2D
turbulent boundary layer, should follow the nexhfthmensional relationship:

1
Ut =—n (kl) + A, for 2<02 (a1

where: Ut = U/U,

U, = /g R, Sy = Shear velocity

K = 0.41 is the universal Von Karman constdty,is the Strickler roughness coefficient,. is a

constant of integration, g is the acceleration ugravity, R}, is the hydraulic radiusy, is the bed
slope.

k is here taken equal to 4.4 mm, because this valespond to the gravel mean grain size and
to the maximum height above the spheres bed meaat&n ; A, is adjusted to provide a good
adaptation between the measured and the expeditie pr

Figure 4-8 show the normalised depthwise locatgit, plotted against the normalised mean
velocity U*, and also the expected profiles estimated fronatoi (4.1).

The following values ofd,. have been calculated: 7.5, 8.0 and 8.5 for thescat gravel bed and
flow depth equal respectively to 60, 70 and 80 rér; 5.5 and 5.5 for the cases of spheres bed and
flow depth equal respectively to 60, 70 and 80 niinis means that, according to van Driest
(1956), only the gravel bed can be considered agpliely rough.
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Figure 4-8: Normalised streamwise velocity profilescalculated from PIV measurements (blue colour) athexpected from

Nezu and Nakagawa formula (red colour), for all theflow conditions.

The velocity profiles take an expected form forta# analysed flow conditions, in particular foe th
highest depths and for the cases of spheres bed.

Nezu and Nakagawa (1993) proposed also an impoftamula concerning the turbulence
fluctuations. They should follow the next non-diregmal relationship:

Upmse = U /U, = 2.30eY/D) 0.2

28



where D is the uniform flow deptl,.,,c, is the normalised streamwise turbulence intensitys
the instantaneous local streamwise velocity flunbns.

Figure 4-9 reports, as with figure 4-8, the compami between the measured and expected results.

The quantity y/D is plotted againgt,,.. -
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Figure 4-9: Normalised streamwise velocity fluctuabns profiles, calculated from PIV measurements (lbie) and expected
from Nezu and Nakagawa formula (red), for all the fow conditions.

The profiles seem to do not take an expected féwmall the analysed flow conditions. This could
be due to the analysis for high spatial resolutmaysing more error and “noise” in the velocity
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vectors. In order to overcome this inconvenientyaiuld be useful to adjust the moving average
step of the analysis, or to apply a median filkeremove erroneous data.
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5. Method of stitching vector fields

5.1. Introduction

The idea of stitching instantaneous velocity snafsstiogether is to produce in the streamwise
direction series of data with a spatial length l@mpugh to identify at least three or four macro-
turbulent structures, in order to study afterwathsir turbulent properties. According to the
literature, each coherent structure should beStimes the flow depth. This indication will be dse
later in order to choose a proper number of theapshots to stitch together.
For each flow condition analysed, the relative datia(from PIV technique) contains measurements
of:

— streamwise (u),vertical (v) and lateral (w) velggit

— horizontal (x) and vertical (y) position of the @¢yof points where the velocity components

are measured.

The width (W) of theframe, along the streamwise direction, has beetulzded as the number of
measured points times the distance between eanh fidias resulted in a streamwise length of 244
mm.
The sampling frequency (f) of the snapshots, usethe PIV technique, was 26.9 Hz. The total
number of collected images, afterwards added imfiirices, was 8061, as the duration of the data
set was 300 seconds. The spatial length of eadpeimesulted equal to 242.7 mm.
The next figures show a series of these velocigpshots. Each image follows the previous one by
dt = 1/ f, and all of them have been added to far8D matrix.

| dt
4 I
| 3 1\
2
| 1
L |
i
\I[\ W \ll\

Figure 5-1: PIV velocity snapshots, added to form 8D matrix

Starting from the first image of each time seribg mean flow velocities and the time intervals
between this snapshot and the following (20) orsas been calculated. By multiplying these mean
velocities by the time intervals dt, 2*dt, 3*dt, 20*dt, respectively, the distances travelled leemv
the first instantaneous and the following snapshate been found.
By using equations notation:

U(i) = mean velocity between image 1 and i-th

t(i) =time interval between image 1 and i-th =it

ds(i) = distance travelled = U(i) - T(i) (5.1)
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This procedure is obviously not rigorous, becatsesés the total mean velocity of the snapshots
without considering its real distribution. But, lbese the sampling frequency is quite high, the
errors will be small enough to make it sensible.

Thefirst methodthat has been used, in order to stitch togethestiapshots, considers as the next
image to stitch the one closest to the position W/R//4. As a result, the overlapping area between
theimages results equal to half or one quarter ofrdmme width.

The second methodnstead carries out a linear interpolation betwdka images that lie
immediately before and after the position corresiiog to half or one quarter of the frame width.
Therefore, it is supposed to be more accuratetti@previous one.

The following formula has been considered to find thhe correlation value (C) in the overlapping
area between initial and following instantaneousaigy:

Cov(A,B)

= asta® (52)

where: A = velocities in the overlapping area of the fssapshot
B = velocities in the overlapping area of the secemapshot
Cov = covariance
std= standard deviation of the overlapping area apshot i and i+1

The covariance between two jointly distributed reglued random variables x and y with finite
second moments is defined as the expected valilne giroduct of their distances from the mean:

Cov(X,Y) = E[(X — E[X])(Y — E[Y])] (5.3)

The standard deviation here used consist actuallgalculating the standard deviation for each
column of the matrix corresponding to the overlagparea, and then the standard deviation of the
resulting row. In this way, a single number is aed each time.

This correlation value (C) represents a measurbeowf much the velocity changes between the
overlapping area of the snapshots. If it is higl¥y (0 0.9), the mean velocity at locations in the
overlapping area is supposed to well representate velocities, because it means that the two
images are quite similar in the overlapping area.tii® contrary, whether the correlation value is
low therefore the resulting stitched image mightlm®very rigorous in the area of overlapping.

In order to stitch the images together and createontinuous visualization over time of the
streamwise velocity, a weighting of the overlappangas has been used. In this way, the transition
from one to other image has been mad®other. The weightings used are sinusoidal fansfi
whose equations are:

Wa = Y2 asin(zZx) + 1
Wg = 1-— VWA (54)

where x = f(y) = (1/overlapping area), a = flyh and wg are the weightings used respectively in
the first and in the second snapshots.
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Figure 5-2: Weightings used in the overlapping areas betweenlfowing images

The weighting 1 is referred to the n-th image (o@ ight), the weighting 2 to the (n+1)-th one (on
the left).
By using, for instance, an overlapping area equ&l0&o of the snapshots, the resulting new image
will be composed by three parts:

— the rightmost portion of the first image on thehtig

- the leftmost portion of the second image on the lef

— the weighting part from both images in the middlensisting in the following sum:

m = (Wa- ) + (Ws - @) 5.%)

where m = middle part;s0 os = overlapping areas of the first and second imeggpectively.

Figure 5-3 show this mechanism for two instantase@here the image to stitch to the first one
results, in this case, the number 6 of this tinteeseThe resulting vector field will be composed b
images 1 and 6.

(8)]

S

1+6

flow

Figure 5-3: Method of stitching vector fields applied to two sapshots; 50% of overlapping area
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This procedure has been repeated several timehjnwihe same data set, obtaining a two-
dimensional image that contains the streamwise Wlelocity of a long time series.

The Figure 5-4 is an extension of the previous @mather instantaneous, the number 11 of the
time series, is added to the number 1 and 6.

— . [1+6

! 1+6+11

Figure 5-4: Method of stitching vector fields appled to more snapshots

These particular sinusoidal functions (equatiody Bas been chosen because it allows a smooth
stitching between snapshots, where for the prevameshas more weight the portion close to the
bed, for the next one the portion close to the Bedace. This idea come from the streamwise
velocity profile, where definitely it increases iinothe bottom (very low velocities) to the free
surface (almost the maximum velocities).

Figure 5-5 show this scheme of stitching snapshgpislied to a real data set, composed by 3
images.
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Figure 5-5: Three snapshots stitched together by using the mettigreviously described
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5.2. Choice of the overlapping area between snapshots

In order to find out an overlapping area betweea itfistantaneous that might lead to good
correlation values, it was decided to prove thanegpe with 50% overlap at first and afterwards to
use 25% of the frame width. This comparison has loeme by considering the stitching of just two

instantaneous images, where the first one varygaddinthe time series. This means that more than
8000 correlation values has been calculated, fah moethods, concerning couples of stitched
images.

The next image report for simplicity just the drface,AC, of the values obtained by using these

two different overlapping areas between the instaus images. More specifically:

AC = Ca59, = Cs09 (5.6)

All the flow conditions have been considered.

Gravel bed, uniform flow depth = 60 mm, slope = 0.002 Gravel bed, uniform flow depth = 70 mm, slope = 0.002
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Spheres bed, uniform flow depth = 70 mm, slope = 0.003 Spheres bed, uniform flow depth = 80 mm, slope = 0.003
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Figure 5-6: Difference in correlation value AC) related to the overlapping area between couples sfitched snapshots; these
overlapping area are 50% and 25% of the frame widthAll the hydraulic conditions are here reported.

The correlation value between following snapshaissdnot appear significantly higher when an
overlapping area of 25% is used instead of 50%aumex the differences in the correlation value are
on average very close to zero. As a consequencerdier to reduce the number of necessary
snhapshots, this last value (50%) will have usedliathe following calculations.

5.3. Stitching of following snapshots with and without interpolation

In order to have a model that could better represepossible, what really happened in the flows
here analysed, it was proposed to operate a lineapolation of the snapshots close to the pasitio
corresponded to 50% of the frame width.

The previous method, instead, used as the imaggitc¢h the one closest to 50% of the frame width,
thus it was a simpler procedure.

The next figure show this concepts with an examipleyhich the results obtained by both methods
are pointed out. For this example, the instantasemages to stitch with the first one results the
number 10 whether no interpolation is applied. @tiwe, with the second procedure, a linear
interpolation between the velocity snapshots 10Zni$ required.
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Figure 5-7: Distance of following snapshots to the 50% of thizame width against the number of these

snapshots; both the results obtained, with and withut interpolation of the instantaneous, are pointed
out.

Again, the comparison between these two methoddéas done by using the correlation value in
the overlapping area between the velocity snapshoparticular, this time:

AC" = Cinterp — Cpo interp 5.9

Instead of the entire data sets, for brevity orfl§ touples of stitched images are reported foryever
flow condition.
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Gravel bed, uniform flow depth = 80 mm, slope = 0.002 Spheres bed, uniform flow depth = 60 mm, slope = 0.003
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Figure 5-5-8:Difference in correlation value AC") related to the overlapping area between couples sfitched snapshots, with

and without interpolation of the images.

These difference of correlation value in the oygrlag area between couples of snapshots does not
appear significant when a liner interpolation bedswehem is applied. Actually, it is sometimes
negative. As a consequence, it was decided toasshe next image to stitch, just the nearest@ne t
a distance of 50% of the frame width.

5.4. Choice of the time intervals

As a brief summary, the final decision concernihg method of stitching instantaneous velocity
snapshots consisted of:
» Using an overlapping area between the snapshaquad as possible to 50 % of the frame
width, by choosing as the follow image to stitcle thne closest to this particular position
(half of the frame width), without any interpolatiof the images;
* Using the weightings functions described by equati(b.4) and (5.5) in the overlapping
area between the velocity instantaneous, in omlstitich them together.

Six time intervals have been chosen from the data ®hey were selected looking at the flow
condition having on average the lowest values ofetation in the overlapping area between
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couples of following images (8070 — 1 couples, atal). This case correspond to the first flow
condition: gravel bed, uniform depth of 60 mm, &@p002.

At this point, the six time intervals have beenniifeed looking at the times having on average the
highest correlation values for ranges of at |1&86tconsecutive velocity snapshots.

The next figure shows, by using dashed lines, dkatlon of these intervals along the entire time
series. They have been found in the beginning e end of this time series.
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Figure 5-5-9: Correlation value related to the oveapping area between couples of stitched snapshotsase of gravel bed,
uniform flow depth = 60 mm and slope = 0.002

As it is possible to observe, these correlationuesl are approximately 0.68, actually not
particularly high.

The next three figures represent the velocity fafldhese chosen time intervals, six for each flow
condition, for the cases of gravel bed. The scalesepresentation are distorted: along the
horizontal axis, the distances are approximate®p il§an along the vertical axis.
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Figure 5-10: Gravel bed, uniform flow depth = 60 mm, slope = 0@R; time intervals
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Figure 5-11: Gravel bed, uniform flow depth = 70 mm, slope = 0@R; time intervals
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Figure 5-12:Gravel bed, uniform flow depth = 80 mm, slope = 0@R; time intervals

The next table describe more in details the sieaet time intervals for the first analysed flow

condition (see Table 4-1).

Table 5-1: Start, end and duration of each time inteval; gravel bed, uniform flow depth = 60 mm, sloped.002

Interval N. First velocity snapshot N.

Last velociy snapshot N. Duration (s)

1 320
550
940
6940

7730
7900

o UL WN

425 3.90
660 4.09

1050 4.09
7042 3.79

7838 4.01
8006 3.94
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Concerning the remaining flow conditions (Table &+id 4-2), it was decided to keep the start of
each time interval and the same total spatial leiigpproximately 1585 mm) as the ones reported
in the Table 5-1. This means that the end of thee tintervals will be different from each other,
according to the mean flow velocity.

It is now reported a flow chart concerning this ptgol method of stitching velocity snapshots.

Take PIV instantaneous

\ 4
Chop-off bed + air

Choice of the weightings functions for the imageslsing

\ 4
[ Find the correlation value in the overlapping atletween]

instantaneous, by using the covariance

A\ 4

Decision to use overlapping areas equaljto
50% of the frame wide, instead of 25%

\ 4

Decision to use, as the following image to stithhte first one,

just the one closest to the position correspondiritalf of frame,
without interpolation between instantaneous

Choice to use 6 time intervals long enough to dant
at least 3 — 4 large-scale turbulent events

VY

Positions of these time intervals: where the catieh values,
for the worst flow conditions, result on averagghtr

Figure 5-13: Method of stitching velocity instantaeous; scheme
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5.4.1. Comparisons between the chosen time intervals and flow conditions

In order to check whether all these time intenzals representative of their own flow condition, it
was decided to plot their mean velocity over deptie next figure shows this kind of comparison,

where each graph consists in one particular hydraohdition.
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Figure 5-14:Mean velocities over depth of the chosen time inteals, for each flow condition; comparisons

For each flow condition, the mean velocity of tlve tame intervals follow a similar pattern. As a

consequence, they can be taken to be represenfatitree entire time series.

43




It is evident, in particular for the lower flow dig, that the maximum of the velocity lie a few
millimetres under the free surface. This resulinisaccordance with the theory of turbulent free
surface flows.

By considering the velocity mean profile over thepth of all the time intervals, for each flow
condition, the Reynolds number have been calculaiée figure below shows the Reynolds
Number profiles over the depth, by considering etply the cases of gravel and spheres bed.
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Figure 5-15: Reynolds humber mean profiles over deb; the cases of gravel bed are reported on the tethe cases of spheres
bed on the right.

According to Figure 5-15, by varying the flow deptiere is almost the same relationship for the
gravel and spheres beds. The Reynolds Number agpluglaty higher for the cases of gravel bed,
thanks to a stronger increase within the firstimidtres near the bottom.

5.5. Correlation value over depth

In order to prove that the method of stitching wectield previously explained would be
sufficiently accurate, it was decided to report b correlation value (concerning the overlapping
area between the snapshots) over depth changesliaccto the number of rows considered in the
calculation of the covariance.

The equation (5.2) provided a single number for ¢héire section, by considering all the rows
together to calculate the covariance and the stdrdlaviation. Now, starting by calculating these
guantities in every single row, more and more reswkbe considered together, in order to identify
how many of them would be necessary to have goorklations values over the depth. As a
consequence, these values will be obtained forteshdepth as a higher number of rows will be
considered.

The next equation explains this mechanism:

_ Cov(Amn;Bn)
C(n) - std(An)*std(B,n)

(5.8)
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A,B = velocities in the overlapping area respectiva@iythe first and second snapshot, by
consideringh rows over the total depth;

Cov = mean value of covariance of the overlapping dresnapshot i and i+1, by
consideringy rows over the total depth;

std = mean value of standard deviation of the overlggp@rea in snapshot i and i+1, by

consideringh rows over the total depth;
n = number of rows considered, that vary from tmehe total number of rows in the

velocity fields.

The next figure show the results concerning a fetwhed snapshots. It is representative for all the
hydraulic conditions here studied.

100 o : : : . .

w13 rowes
— 15 rows
— 17 rows |
— 19 rows
21 rowes H
23 rowrs

depth[%)]

0 0z 0.4 0.6 ns 1 1.2
correlation

Figure 5-16: Correlation values along the depth in the overlappig area between velocity snapshots :
starting by calculating the correlation value for ech row, more and more rows are progressively
considered, up to the entire flow depth

It is clearly visible that the correlation valueiaases as a higher number of rows in the covarianc
calculation is considered. The general patternaisva shape with the highest values in the middle,
and by considering 15 rows these values resultsalese to the one concerns the entire flow depth
and obtained by applying equation (5.2).

This means that the mean flow velocity betweernofaihg instantaneous is able to represent the
local velocities in a quite efficient way.
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6. A few decomposition methods for use on the data set

6.1. Proper Orthogonal Decomposition (POD)

6.1.1. Introduction
The proper orthogonal decomposition (POD) is a oetflor data analysis aimed at obtaining low-
dimensional approximate descriptions of high-dinn@mel processes. POD provides a basis for the
modal decomposition of an ensemble of functiongghsas data obtained in the course of
experiments or numerical simulations. The basictions it yields are commonly called empirical
eigenfunctions, empirical basis functions, empirarghogonal functions, proper orthogonal modes,
or basis vectors. The most striking feature ofR@D is itsoptimality. it provides the most efficient
way of capturing the dominant components of amitdtdimensional process with only a finite
number of “modes”, and often surprisingly few “rastl

There are three POD methodsarhunen-Loeve decompositiofikKLD), principal component
analysis(PCA), andsingular value decompositiqisVD).

Regarding turbulent flow structures, POD is alsevant for studying inhomogeneous turbulent
flow fields in which the dominant modes are belve representoherent structures

6.1.2. Methodology
The main idea of POD is to find a set of orderettharormal basis vectors in a subspaRé )
where a random vector takes its values, such tigasamples in the sample space can be expressed
optimally using the selected firkthasis vectors. The mean square error can be gsadreasure
for the optimal problem:

E{IIx - x(1) I?} < E{lIx - 2(1) 113} (6.1)

where x() is the approximate expression of a random vectasing the first | basis vectors of the
undetermined set of orthonormal basis vectors, hdis the approximate expressionofising
arbitraryl basis vectors iiR™.

By assuming [1 R™ as a random vector afd;}~, as a set of arbitrary orthonormal basis vectors,
thanx can be expressed as:

X=XYiZ1Yipi = D (6.2)

where:
Vi = d)l-Tx (=1,2,...,m),

y = (YII Y2, '"lym)Tl

D = [p1, P2, v )]

The objective of the POD is to find a set of bagistors that satisfied the following extreme value
problem:
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mind,iez(l) = E{lIx - x(l) 1%
suchthat ¢/ p;=6;; 1j=12,.,m, (6.3)

wheres? (1) is the mean square error,|)xé !, v;¢;(I < m).

6.1.3. The use of POD in turbulent flows

POD provides a mathematical definition of energgwaht structures and a method for their
extraction from stochastic statistically steadytuent velocity fields. The structures do not need t
correspond to coherent structures, but to evemtsdbntribute most, in a statistical sense, to the
energy of the turbulent. POD attempts to minimike square of the quantity being analysed.
Therefore, in the particular case of the velocigldfi the quantity to be minimized is thanetic
energy Following Sirovich (1987), the POD procedure witlthe context of experimental fluid
mechanics can be summarized as follows. Assume dhatensemble of N random, non-
homogeneous velocity or vorticity fields is reprdsdrby

V=V t), z=1.2,...,.N, (6.4)
where t is the time index anxlis the vector position, herein for a 2D field. Alsgssume that
{p.(x0)}, n=12,..,N, (6.5)

is a collection of N vector functions used to ddszthe random field. These functions are taken to
be orthonormal:

(P Pm)x = Jo Pn(X) P (X) dx = Sy (6.6)

where 6,,, is the Kronecker delta and is the spatial domain. The POD technique finds the
collection of eigenfunction§p,, (x)} combined with time functions, (t) that best fits the ensemble
V(x,t) in a least square sense. Thus, the problem isdoféir any fixed integer N, the minimum of

(WV(x,t) = Xn=1 an(O@n(112)e (.7

where the summation term is the POD of V dng represents time-averaging. To solve the
problem, therefore to determine the best collectib{p,,(x)} and a,(t), the POD method solves
theEigenvalue problem

Jo Rpndx =2n0, (6.8)
whereA,, are the associated Eigenvalues Bns the two-point spatial correlation tensor, dedias
R, X) =(V(x,t)V(x',t)) 6.9)

It can be shown that the best collectian,{x)}, than the POD modes, can be determined from the
Eigenfunctions of R, x’) after ordering the Eigenvalues as

Ay >y >2n > .. (6.10)
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The POD coefficientsy, (t) are determined by projecting the velocity ensknonto the calculated
POD modesp,, (x),

an(ty) = [, eu(V(x,t,)dx, (6.11)
and are proportional to a set of orthonormal fioriin time and spag,
ap = Apan (6.12)

It can be further shown that the energy contributed thenth POD-mode is provided by, and
that the relative contribution,i6f each mode follows from

An

E, =
YN A

(6.13)

If a low Reynolds number flow is analysed or if th@w is highly coherent, it is possible to
represent it using only a few modes. For large REgnumbers, however, the energy can be
distributed into a large number of modes. As disedsby Kostas et al. (2005), POD has gained
large use for constructing low-dimensional modeég tlescribe the main flow characteristics using,
if possible, a low number of modes.

The interpretation of the POD results is a comlamabf the information obtained by the POD
modes and that provided by the POD coefficientsofiraon situation arises if a strong connection
between two or more POD modes exists. A usual t8ituaoccurs if a coherent structure is
convected at roughly at a constant speed. In thae,cthe POD modes corresponding to the
structure are paired with roughly equal Eigenvaltiaias recently observed that such a connection
between POD modes can indicate that part of thetsire described by one mode contains part of
the structure described by the other mode, whichdegayed in energy and scale.

In addition to the POD of the velocity field, it walso observed that an unambiguous description of
coherent structures using the POD technique isradstavhen the vorticity field is analysed. Similar
to the velocity field analysis, the POD modes oftiedy correspond to vortical structures that
contribute most to the flow entropy.

The snapshot method of Sirovich (1987) is usedettuce the number of calculations required
during the POD procedure. This is useful if the antimf spatial information is much higher than
the available number of snapshots. In that caseEtgenvalue problem is written in terms of the
temporal correlation tens@ = <V(x,t) V(x,t') > as

Co, = 1,0, (6.14)

where@, is thenth Eigenvector corresponding to th#h Eigenvaluei,, . The Eigenfunctiong,,
are determined by

(Pn(X) = Zgzl D, (t)V(x,t,) (6)15

Once the Eigenfunctions are obtained, the POD oiexitis are determined using Eq. (6.11).

49



6.2. Dynamic Mode Decomposition (DMD)

6.2.1. Introduction
DMD is a decomposition method based on snapshdtedfow only but that yields fluid structures
that accurately describe the motion of the flow.isltequally applicable to experimental and
numerical flow field data. It is also able to dedth sample flow visualization and with time-
resolved PIV measurements.
It is important to realize that Dynamic Mode Decasiion does not contain any averaging
process, neither in time nor in space. As a corespl the temporal and spatial information is
fully preserved.
DMD algorithm relies on the reconstruction of a i{diunensional inter-snapshot map from the
available flow field data. The spectral decompositiof this map results in a eigenvalue and
eigenvector representation of the underlying fliletidwiour contained in the processed flow fields.
This dynamic mode decomposition allows the breakdm# a fluid process into dynamically
relevant and coherent structures and thus aidseircharacterization and quantification of physical
mechanisms in fluid flow.

6.2.2. Methodology
Preprocessing of the experimental data may be sacesin order to eliminate inherent
measurement noise. The data shall be representibe iiorm of a snapshot sequence, given by a
matrix VY,

V11V:{V1, Vo, V3,...,VN} (616)

where v, stands for thath flow field. In the above definition, the subscriptdenotes the first
member of the sequence, while the superscript Mtdsrthe last entry in the sequence, i.e. the first
and last columns of the matri&’, respectively. It is further assumed an orderepieece of data
separated by a constant sampling tithe

In the first step, it is assumed that a linear magpi connects the flow fielgi to the subsequent
flow field vi+1, that is,

Visr= AV, (6.17)

and that this mapping is approximately the same theefull sampling interval [0,(N — 1At]. If the
flow fields stem from a nonlinear process, this agdiom amounts to a linear tangent
approximation. For slowly varying systems, a midtigscale argument can provide a foundation for
the above assumption. In the special case of dyplimear process, no approximation is invoked by
assuming a constant mapping. In any case, the assunof a constant mapping between the
snapshots; will allow to formulate the sequence of flow fiels aKrylov sequence

Vllv :{ V1, AV]_, AZV]_,...,AN_lV]_ } (618)

The purpose then is the extraction of the dynanharacteristics (eigenvalues, eigenvectors,
pseudoeigenvalues, energy amplification, resonamt@viour, etc.) of the dynamical process
described byA based on the sequeril .
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As the number of snapshots increases and the dateisce given byY captures the dominant
features of the underlying physical process, ie@sonable to assume that, beyond a critical number
of snapshots, the vectors given by (6.17) beconeatly dependent. In other words, adding further
flow fieldsv, to the data sequence will not improve the vegbace spanned B§). When this limit

is reached, it is possible to express the vegfoas a linear combination of the previous, and
linearly independent, vectovs, i=1,...,N—1 according to

V=avi taVve +...tana Vg H I (6)19
or in matrix form:
w=V¥1la+r (6.20)
with a" = {ay, @, ... , ax.1} andr as a residual vector. According to Ruhe (1984):
AV, Vo Vo oo Ut} = {Vo, Va Vs ... , W} ={Vo, V3 Vs, ... , V¥ ta} +ref_; (6.21)
or in matrix form:
AVY-1=vY =vV-1S + re)_, (6)22

with ey_; [0 RN~ as the (N - 1)th unit vector.
A simple calculation shows that the mat8ixs of companion type with:

e
\ -‘ i 0 a&—z

1 an-1

whose subdiagonal entries reflect the fact thatddsign, the vector in thigh column of VY is
identical to the vector in the (i + 1)th columnigf~?! for i =1,...,N-2. The only unknowns Bare

the coéficients fay, ay, ... , an-1} which constitute the above-mentioned ( N —1)-coment linear
representation of the last samplgin terms of the previous samples{vs vs ... , W}

The eigenvalues o then approximate some of the eigenvalues of A. wk#-known Arnoldi
methodis closely related to the decomposition above hatassively orthogonalizes the vectors of
VY resulting in a decomposition of the forAQ ~ QH with V¥~'= QR andH = RSR" as a
Hessenberg matrixAgain, the eigenvalues of H approximate somehef ¢igenvalues oA. In
practice, the reduction & to Hessenbergorm by theArnoldi methodis not accomplished by a
simple QR-decomposition &Y 1, but rather by a sequence of projections ontoessige Krylov
subspaces. This yields a more stable algorithm fdouthese projections the matri has to be
available which makes the classical Arnoldi metlhattractive. Rather, the idea is to have less
favourable stability (and convergence) propertiegshe algorithm in order to gain a numerical
technique that is exclusively based on flow fields iarthus equally applicable to experimental data
and large-scale numerical simulations.
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The computation of then proceeds as follows: the last element ofvargdata sequencs; is
expressed as a linear combination of the prevideshents of the sequence as stated in (6.20)
whose least-squares solution, for a full-rank madtfi— , is given by

a=R"1Q"vy (6.24)

with QR =V¥~1 as the economy-size QR-decomposition of the deqaenced/Y 1. The (N - 1)-
component vectaa then forms the last column of the companion magrix

Even though the above decomposition based on aamomp matrixS is mathematically correct
and is often used to prove convergence propertiesh® full Arnoldi method a practical
implementation yields an ill-conditioned algoritiihat is often not capable of extracting more than
the first or first two dominant dynamic modes. TRiparticularly true when the data stem from an
experiment and are contaminated with noise andr atheertainties. For this reason, it is a good
idea to choose a more robust implementation thatliein a ‘full’ matrix§ — related toS via a
similarity transformation. Robustness is achievgdabpreprocessing step using a singular value
decomposition of the data sequeid&! = UZW". Substituting the singular value decomposition
UXW" into (6.22) and rearranging the resulting expressihe result i"AU = U'vYwz™=§.

By recognizing that the matrid contains the@roper orthogonamodes of the data sequeric¥?,

the above operation amounts to a projection oflittesar operatoA onto aPOD basis. A further
advantage of this operation, besides a more raalstlation of the low-dimensional representation
of A, is the opportunity to account for a rank-deficieircthe data sequend®' ! via a restriction

to a limited projection basig given by the non-zero singular valuesbfor by singular values
above a prescribed threshold).

The modal structuresare extracted from the matr& in a manner analogous to recovering the
global modes from the eigenvectors of thessenberg matrikl of the standard\rnoldi method
The dynamic mode®; present the following expression:

®; = Uy, (6.25)

with yi as the ith eigenvector f, i.e. Sy; = w;y;, andU as the right singular vectors of the
snapshot sequen®d’ 1.

The above decomposition method, whether in its erattical form based on a companion matrix
or in its implementation based on a full matrixaide to extract coherent structure from a sequence
of data fields only.

6.3. Singular Value Decomposition (SVD)

6.3.1. Introduction
Singular value decomposition (SVD) is a method for:
» transforming correlated variables into a set ofaurelated ones that better expose the various
relationships among the original data items;
» data reduction, because identifying and orderirgy dimensions along which data points
exhibit the most variation;
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» data reduction, because once it has identified wiherenost variation is, it is possible to find
the best approximation of the original data pourgig fewer dimensions.
The basic ideas behind SVD is to reduce a high dsmo@al and variable set of data points to a
lower dimensional space that exposes the substeuofithe original data more clearly and orders
it from most variation to the least. It is possilsienply to ignore variation below a particular
threshold to massively reduce the data and be etdbat the main relationships of interest have
been preserved.

6.3.2. Methodology
SVD is based on a theorem from linear algebra wisigys that a rectangular matix can be
broken down into the product of three matrices:
« anorthogonal matrixJ (U'U =)
» adiagonal matrixS
« thetranspose of an orthogonal math&(V'V = 1),

obtaining the following expression:
Amn = UnmSmnbn (6.26)

The columns of U are orthonormal eigenvectors of' Athe columns of V are orthonormal
eigenvectors of A, and S is a diagonal matrix containing the squeaats of eigenvalues from U
or V in descending order (they are calledghgyular valuesof A).

6.4. Singular Spectrum Analysis (SSA)

6.4.1. Introduction
Singular spectrum analysis (SSA) is a techniquinod series analysis and forecasting. It combines
elements of classical time series analysis, mulat& statistics, multivariate geometry, dynamical
systems and signal processing.
The aim of SSA is to make a decomposition of thgimal series into the sum of a small number of
independent and interpretable components suchsésmy varying trend, oscillatory components
and a structureless noise.
It is based on thsingular-value decompositiast a specific matrix constructed upon time series.
The birth of SSA is usually associated in 1986 witd publication of papers by Broomhead and
King, while the ideas of SSA were independentlyedeped in Russia (St. Petersburg, Moscow)
and in several groups in the UK and USA.
SSA has proved to be very successful, and hasdglitfeacome a standard tool in the analysis of
climatic, meteorological and geophysical time seriBlore recent areas of application of SSA
include engineering, medicine, econometrics andynodmer fields.
The most important aspect of SSA are that itn®@aparametric techniquihat works with arbitrary
statistical processes, whether linear or nonlingttionary or non-stationary, Gaussian or non-
Gaussian. Moreover, contrary to the traditional hnds of time series forecasting (both
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autoregressive or structural models that assummailily and stationarity of the series), SSA
method is non-parametric and makes no prior assangpabout the data.

6.4.2. Methodology

Consider the real-valued nonzero time serigsY yi,...,yr) of length T. The main purpose of SSA
is to decompose the original series into a sunenés, so that each component in this sum can be
identified as either a trend, periodic or quasigqumio component (perhaps, amplitude-modulated),
or noise. This is followed by a reconstruction tnginal series. The SSA technique consist of two
complementary stagedecompositiomndreconstruction both of which include two separate steps.
At the first stage the series is decomposed arttbagdcond stage the original series is reconsttucte
and used (without noise) for forecasting new daiatp.

6.4.3. Stage 1: Decomposition

First step: Embeddind

Embedding can be regarded as a mapping that tranaf@ne-dimensional time series Y = (
y1,...,yr) into the multi-dimensional series; X.,Xx with vectors X = ( X;....%:-1)" € R", where K

= T - L +1. Vectors Xare calledL-lagged vectors(or, simply, lagged vectors The single
parameter of the embedding is tendow length [ an integer such that2L < T. The result of

this step is therajectory matrixX = [Xa,...,X] = (x;){<s-
Xy Xy X3 .. Xy
By using the extended fornx = x:z x:3 x:4 '-.',' xK:+1
XL Xp+1 Xp+2 0 XT

The trajectory matrixX is aHankel matrix which means that all the elements along the diago
i+ = const are equal. Embedding is a standard procedure ie 8eries analysis. With the
embedding performed, future analysis depends oaithef the investigation.

Second step: Singular Value Decomposition

The second step makes the singular value decongositthe trajectory matriX and represents it

as a sum of rank-one bi-orthogonal elementary oestriDenote bys,... A, the eigenvalues ofX '

in decreasing order of magnitude & ..\ >0) and by U,...,U_ the orthonormal system (that is,
(Ui,U j) = 0 for i # j (the orthogonality property) anfiU;||=1 (the unit norm property)) of the
eigenvectors of the matrixX " corresponding to these eigenvalues, Wy is the inner product of

the vectors Uand Y and ||U; || is the norm of the vector;Set:

d = max(i, such that; > 0) = rankX.
If it is denoted Vi =X"Ui/,/4;, then the SVD of the trajectory matrix can be teritas:

X=X+ .o+ X, (6.27)
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where X; = \/TiUiVi (i =1,...,d). The matriceX; have rank 1; therefore they are elementary
matrices, Y (in SSA literature they are calleéattor empirical orthogonal functioh®r simply
EOFs) and V(often called principal componenty stand for the left and right eigenvectors of the

trajectory matrix. The collection/@;, Ui, V) is called the-th eigentripleof the matrixX, \/2; (i =

1,...,d) are theingular valuesof the matrixX and the set@} is called thespectrumof the matrix
X. If all the eigenvalues have multiplicity one, thide expansion (6.27) is uniquely defined.
SVD (6.27) isoptimalin the sense that among all the matrix&5of rank r < d, the matrix;_, X;
provides the best approximation to the trajectortrin X, so that|| X - X(r)|| is minimum. Note
that || X [|? = X%, A; and || Xi||* =i for i =1,...,d. Thus, it is possible to considee tatioh/Y:-, A;
as the characteristic of the contribution of theriraX; to expansion (6.27).
ConsequentlyY!_, A;/¥% . A;, the sum of the first r ratios, is the characterisf the optimal
approximation of the trajectory matrix by the mes of rank r.

6.4.4. Stage 2: Reconstruction

First step: Grouping

The grouping step corresponds to splitting the elgary matricesX; into several groups and
summing the matrices within each group. Let | .{i,ip} be a group of indices,...,ip. Then the
matrix X, corresponding to the group | is definedXas= X;, +---+ X;_. The spilt of the set of
indices J =1,...,d into the disjoint subsats .|l corresponds to the representation

X=X11 + -+ le (628)

The procedure of choosing the sets.lI, is called theeigentriple grouping
For given group | the contribution of the compon¥npinto the expansion (6.28) is measured by the
share of the corresponding eigenvales; 1,/3% , A;.

Second step: Diagonal Averaging

Diagonal averaging transfers each matrix | intoreetseries, which is an additive component of the
initial series ¥. If z; stands for an element of a matdxthen the k-th term of the resulting series
is obtained by averaging; over all i,j such that i + j = k +2. This procedus calleddiagonal
averaging or Hankelizationof the matrixZ. The result of the Hankelization of a mat#xis the
Hankel matrixHZ, which is the trajectory matrix correspondinghie series obtained as a result of
the diagonal averaging. The Hankelization is amnugidtprocedure, in the sense that the matz

is the nearest t&Z (with respect to the matrix norm) among all Hankehtrices of the
corresponding size. In its turn, the Hankel makiz uniquely defines the series by relating the
value in the diagonals to the values in the seBgsapplying the Hankelization procedure to all
matrix components of (6.28), another expansiorbtained:

X=X, ++ X (6.29)

Where'XI1 = HZ. This is equivalent to the decomposition of th&ahseries % = ( y,...,yr) into a
sum ofm series:

~(k
ye = ym, g (6.30)
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where?ék) = (yik), ,y&k)) corresponds to the matrk, .

6.5. Comparisons and final decision

It was eventually decided to apply the Singularcipen Analysis decomposition, that makes use
of the Singular Value Decomposition as well, indteathe Proper Orthogonal Decomposition and

the Dynamic Mode Decomposition techniques.
The main reason is that SSA methodisdal freeand makes no prior assumptions about the data.

This does not happen, for instance, for the PODhatktlt requires a data pre-processing in order to

“prepare” the data set to be applied to the reabuagposition.
Moreover, SSA procedure appears a bit less contpticaven if it uses several linear algebra tools.
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7. Application of SSA method to laboratory data set

In order to identify the more and the less enecgetibulent structures, it was eventually decided t
apply the Singular Spectrum Analysis (SSA) techeitjuthe laboratory data.

For each flow condition previously described, theam flow velocity for each row was subtracted,
in order to study just the fluctuations of the ety data field. The signal was than decomposed
into 500 SSA modes (the eigenvectors of the orlgmatrix), and three groups of modes ware
chosen in order to identify, respectively, the maaherent structures, the small structures and
noise. The 500 resulting eigenvalues represerkittetic energy of the corresponding eigenvectors.
The velocity fields ware reconstructed by usindedént combinations of modes (Roussinova et al.
2010): the first modes corresponding to about 50%he turbulent kinetic energy to expose the
large (energetic) structures; a second group ofasocecovering about 33% of the energy, to
expose the small (less energetic) structures.

The following images show a few results, obtaingdpplying the SSA decomposition to the time
intervals for the chosen flow condition (Tables afld 4-2).

7.1. Gravel Bed Surface, Uniform Water Depth 60 millimetres

7.1.1. SSA modes (eigenvalues) over the depth

In order to visualize the distribution of the kilwetnergy over the depth, the figure below has been
reported. It shows, for each time interval, the megthe 500 SSA eigenvalues over the depth.
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Figure 7-1: Energy distribution with depth, for eadc analysed time interval; bed gravel, uniform flowdepth = 60 mm, slope =
0.002; the values on the horizontal axis are not peesentative, they just compare the time intervals
The kinetic energy of fluctuation data is almoststant in the central part of the flow depth, and
increases towards the bed and the surface in shenilimetres. The pattern of the energy is simila
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for all the six time intervals in this experimebtt within the first 10 — 15 mm near the bottom,
corresponding to the maximum of the energy.

7.1.2. Spectrum of the SSA modes

The next logarithmic graphs reports the depth-m838A eigenvalue of the velocity fluctuations
matrix, for each analysed time interval.
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Figure 7-2: fractional kinetic energy; gravel bedflow depth = 60 mm, slope = 0.002
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Figure 7-3: cumulative kinetic energy; gravel bedflow depth = 60 mm, slope = 0.002
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It is evident that the contribution of each modgetting smaller going from the first modes to the
last ones. All the intervals seem to have approtetyathe same behaviour, both concerning
fractional and cumulative kinetic energy. Howevéne energy contained in the very first
component vary from 5 to 8 %, and this is quitegadifference.

As it is clear from the Table 7-1, approximatelg first 50 % of the energy is contained within the
first 37 — 47 modes, for this flow condition. Theconstructed signal based on these modes
represent theoherent(large)structures

The following ~140 modes contain 33 % of the enengy expose theeirbulent small structures

The remaining modes are identified as a noise. ri¢mitribution is almost irrelevant and as a
consequence they are not considered in the recetedrsignal.

Table 7-1: SSA groupings,; gravel bed, uniform flow depth = 60 mm, slope = 0.002

Coherent (large) structures Small structures Noise
intervals modes energy[%] modes energy[%] modes energy[%]
1 141 49,96 42176 33,09 177_500 16,95
2 1 47 50,08 48 185 32,93 186_500 16,99
3 1 46 50,10 47_180 32,87 181_500 17,03
4 142 49,95 43 175 33,09 176_500 16,96
5 145 49,95 46_183 32,99 184_500 17,06
6 1 37 49,87 38 170 33,19 171_500 16,94

7.1.3. Reconstructed signals by summing the SSA eigenvectors

For each of the six chosen time intervals (pardyrépt), the next images show: velocity
fluctuations, the reconstructed signal using th& firoup of modes (large structures) and thengusin
the second group of modes (small structures).

Even if the second group of modes represent ali® g6 df the total kinetic energy, the velocities
appear very lower than for the first group of mqdelsich contains the most significant part of the
original signal.
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Figure 7-4: Velocity fluctuations, and reconstructed signals uiag the main energetic modes and the less energetimdes after
SSA decomposition; gravel bed, uniform flow depth 60 mm, first time interval: frame n° 320 to 425
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Figure 7-5: Velocity fluctuations, reconstructed signal usinghte main energetic modes and the less energetic meddter SSA
decomposition; gravel bed, uniform flow depth = 60nm, second time interval: : frame ¥ 550 to 660
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Figure 7-6: Velocity fluctuations, reconstructed signal usinglie main energetic modes and the less energetic meddter SSA
decomposition; gravel bed, uniform flow depth = 6Gnm, third time interval: : frame n ° 940 to 1050
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Figure 7-7: Velocity fluctuations, reconstructed signal usinghte main energetic modes and the less energetic meddter SSA
decomposition; gravel bed, uniform flow depth = 6Gnm, fourth time interval: : frame n° 6940 to 7042
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Figure 7-8: Velocity fluctuations, reconstructed signal usinglie main energetic modes and the less energetic meddter SSA
decomposition; gravel bed, uniform flow depth = 6Gnm, fifth time interval: : frame n° 7730 to 7838
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Figure 7-9: Velocity fluctuations, reconstructed signal usinghte main energetic modes and the less energetic meddter SSA
decomposition; gravel bed, uniform flow depth = 6anm, sixth time interval: : frame n° 7900 to 8006
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For each time interval, it is possible to identifhe existence of alternating high speed and low-
speed regions, even if they are not always vergrcl€he velocity fluctuations exposed by the
second group of energetic modes appear generabg ¢b zero, but in very small regions along the
entire flow field.

7.2. Comparison between all the different flow conditions

The purpose of this chapter is to find out how ftbey kinetic energy could changes by having a
different type of bed (gravel and spheres) butdhme Reynolds number and flow depth, and a
different flow depth but the same material for bieel and same Reynolds number.

The next images show a comparison between theetitfélow conditions, instead of between the
time intervals as previously proposed.

The eigenvectors are used to reconstruct the sidried eigenvalues represent, at each spatial
location over the depth, the energetic contributibthe corresponding eigenvector. The sum of all
the energetic contributions correspond to the unity

7.2.1. SSA modes (eigenvalues) over the depth
The next figure refers (as Figure 7-1) to the mealue of all the eigenvalues (modes) at each
depth, considering again the velocity fluctuatiofshe vector fields. The horizontal axis represent
the kinetic energy, but the values are not reptasigr: they just compare the patterns.
Only the first three time intervals are reportedcduse they are representative also for the other
ones.
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Figure 7-10: Energy distribution with depth, for all the flow conditions and for the first three time ntervals; the values on the

horizontal axis (energy) are not representative, thy just compare the different flow conditions.
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The interpretation of these results is not venagldecause they seem to quite depend on the
specific time interval. However, the energy slighticreases toward the depth, and the maximum
values lie near the free surface and especially tieabottom. For the cases of gravel bed, the
peach of energy close to the bottom appear moreriapt than for the cases of spheres bed. On
average, the energy appear to increases as theldipth increases.

The Figure 8-11 shows the depth-mean values oétpatterns, in order to have a clear comparison

between the different flow conditions.

flow conditions

2 gravel bed, d=60 mm

2r el & gravel bed, d=70 mm
¢ gravel bed, d=80 mm
1k oooo oo *  gpheres bed, d=60 mm (|

*  gpheres bed, d=70 mm
spheres bed, d=80 mm
1

D 1 1 1 1 I T
40 al B0 il gl 80 100

kinetic enargy [%]

Figure 7-11:Depth-mean values of the kinetic energyompared to the highest K.E. detected; along theettical axis are
reported the different flow conditions, along the lorizontal axes the K.E. mean values over the deptlof each time interval

The kinetic energy increases as the flow depthess®s, for both the cases of gravel and spheres
bed, according to the classic hydraulic theory (Betli). The energy results slightly higher
(approximately 10 %) when gravel is used as therbaterial (by considering that, as previously
reported, the flow in the third flow condition islg 71 mm depth, instead of 80 mm), compared to
the cases of spheres bed.
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7.2.2. Spectrum of the eigenvalues
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Figure 7-12: Spectrum of the SSA components, forlahe flow conditions and for the first three timeintervals.

The kinetic energy contained in the first comporent varies from 4 to more than 20 %, according
to the specific time interval and flow condition.progressively decreases in the following modes,
with a similar gradient. Between the modes 20 a@] the energy follows a power law having the
same exponent of — 0.8 £ 0.03, for all the flowditions.
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By considering now the cumulative kinetic enerdpge figure below report an average between the
time intervals for each flow condition.
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Figure 7-13:Cumulative kinetic energy of the SSA components, avage value for each flow condition

It is quite clear that the percentage of energytaiond in the first few modes is getting higher as
the flow depth increases, and it appears slighidjdr for the cases of spheres bed than for the
cases of gravel bed.

This fact affected the number of SSA componentd ts@econstruct the signals. As reported in the
Table 7-2: the mean number of modes used to exjpestarge structures is higher for the lower
depths, and slightly higher for the cases of sphbesl.

In general, the depth seems to effect the resultshrgreater than the type of bed.

Table 7-2: Mean value, for each flow condition, ofte number of SSA modes used to expose the large ahd small structures

Flow condition Coherent structures Small structures Noise
modes energy[%] modes energy[%] modes energy[%]
Gravel bed, D = 60 mm 43 49.99 178 33.03 279 16.99
Gravel bed, D = 70 mm 27 50.15 155 32.87 318 16.99
Gravel bed, D = 80 mm 22 50.03 148 32.99 330 16.98
Spheres bed, D = 60 mm 46 49.98 191 33.05 263 16.97
Spheres bed, D =70 mm 35 49.91 174 33.12 291 16.97
Spheres bed, D = 80 mm 17 49.92 143 33.08 340 17.00
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8. Identification of the turbulent flow structures via U-level

8.1. Introduction

The goal of this chapter is to examine the propertf the turbulent structures such as spatial
frequency, temporal frequency and mean charadtetesigth. For this reason, it was decided to
apply theU-level technique for objectively identifying these turdd structures within the time
series at each spatial location. This means thattlethod is objective in terms of defining what
constitutes the beginning and end of a turbuleahev
The U-level technique identifies turbulent events lkaving velocity temporal fluctuation
components greater in magnitude than a given thléskvhich is usually some fraction of the
standard deviation of the time series. Luchik e{E087) presented a modification whereby the end
of an event was defined by a different thresholdh start of an event. In the modified U-level
scheme, thetart of an evenis detected from the streamwise velocity fluctoasi u’, or vertical
velocity fluctuationsyp’, when:

|lu'| > ky Sy ,or|v'| > ky S, (8-1)

and theend of an everns defined by:
[u'l > pykySy ,or|v'| > pykyS, , (8-2)

ky 1s a threshold valuey,, andS, are the standard deviations of the streamwisevamical
velocity time series respectively, apg is a probability between 0 and 1. A probabilitymef =
0.25 is the most commonly used (Luchik & Tiederman, Z;98hah & Antonia, 1989; Krogstad, et
al., 1992), and¢,, = 1.3 has been shown to give sensible results for daltacted in laboratory
flumes (Bogard & Tiederman, 1986). It was decidedge these values proposed by the literature.
A U-level algorithm was written in MatLab to trapnsfn any continuous time series vector into a
discrete binary form, whereby a value of unity cades the presence of a turbulent event and a
value of zero indicates no event. This was apptedhe velocity fluctuations, at each spatial
location over the full time series, before andradgplying the SSA decomposition (Chapter 7).

An example is given in Figure 8.1, where the alisolalues in a time series are shown. The red
and green lines show the thresholds for detecespgeactively the start and end of a turbulent event,
and the black line shows the resulting binary serigne binary series of the fluctuating terons
andV' are defined as:

uy =U0wW'), andv, =UW"), (8-3)

respectively, wher# represents the U-level analysis function.
The number of turbulent eventsJmetected in the Figure 8-1 results equal to 10.
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Figure 8-1: U-level turbulent event detection. Evenstart (green line) is detected when the time se$ exceeds 1.3 standard
deviations, and event end (red line) is when the ke drops below 25% of the start threshold. Binarydetected event data
(black line) have been scaled down to improve clayi

In the next section, the results obtained fromaiyglication of the U-level technique to the matice
of velocity fluctuations, before and after applyititge SSA decomposition, are shown. From the
binary matrices that identify the coherent struesuthe following properties have been calculated:

— spatial frequency [1/m]
— temporal frequency  [1/s]
— mean length [mm]

Afterwards, a comparison between different timernwéls concerning the same flow condition, and
between different flow conditions for the same timirval has been conducted, concerning these
characteristics of the turbulent structures.

8.2. Gravel Bed Surface, Uniform Water Depth 60 millimetres

8.2.1. Visualization of the turbulent structures

By using a threshold value of 1.3, the U-level teghe was applied to all the time intervals, before

and after applying SSA decomposition as reportedhapter 7.

The next figures show the velocity fields and tindtilent structures detected for each time interval
(in black colour). The first two images of eachufig are referred to the velocity fluctuations; the
second two to the first group of SSA modes (Chapjethat is supposed to represent the large
turbulent structures; finally, the last two imagase referred to the second group of SSA
components that represent the small turbulent tstre.
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Figure 8-2: Identification of the flow structures by using U-level technique; gravel bed, uniform flondepth = 60 mm, slope
0.002, first time interval: frame n° 320 to 425.
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Figure 8-3: Identification of the flow structures by using U-level technique; gravel bed, uniform flow depth = 6Gnm, slope
0.002, second time interval: frame 11550 to 660.
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Figure 8-4: Identification of the flow structures by using U-level technique; gravel bed, uniform flondepth = 60 mm, slope
0.002, third time interval: frame n° 940 to 1050.
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Figure 8-5: Identification of the flow structures by using U-level technique; gravel bed, uniform flondepth = 60 mm, slope
0.002, fourth time interval: frame n° 6940 to 7042.
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Figure 8-6: Identification of the flow structures by using U-level technique; gravel bed, uniform flondepth = 60 mm, slope
0.002, fifth time interval: frame n° 7730 to 7838.
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Figure 8-7: Identification of the flow structures by using U-level technique; gravel bed, uniform flondepth = 60 mm, slope
0.002, sixth time interval: frame ¥ 7900 to 8006

The turbulent events identified by U-level techmqusually appear to be small and scattered. This
happens in particular for the velocity fluctuaticarsd the turbulent small structures, where a lot of
very small events appear on the flow visualization.
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However, this technique seems to provide quite gasdlts. The raw fluctuations show lots of
structures ranging from small to large, and the Si®@fomposition helps to separate them, even if
not just by size but by energy content.

In fact, the most energetic structures tend to iggds, but also several “small” structures are
detected because strongly energetic.

The second group of modes (that is supposed tosexipe@ small structures), on the contrary, shows
smaller and more frequent structures than thednstip of modes.

Concerning the large structures, they are morelglgssible as a smaller number of SSA modes is
used to reconstruct the signal (for instance, 3%ad of 47, as reported in Table 7-1). For the flo
condition of gravel bed and uniform flow depth egiwga60 mm, the number of the modes used is
on average quite high (43, from Table 7-2). As asegjuence, a lot of small turbulent event are
detected in the identification of the coherent dtiees. This fact might also be caused by the
stitching procedure (Chapter 5).

Looking at the Table 7-2, this situation might agpbetter for the other flow conditions, that will
be reported later in this chapter.

8.2.2. Structures spatial frequency

From the binary matrices obtained by applying théew¢l technique, a count of the turbulent
events (g), has been done for each row. The spatial frequéist was then obtained by dividing
the number of events nby the length () of the reconstructed field of view (approximatél8
metres, as reported in paragraph 4.3):

fs (row) = e (row) / L [1/m] (8.4)

The analysed time intervals seem to have a sinbiddraviour compared to each other, for the
fluctuations, large structures and small structures

77



B0 T B0
1st interval
2nd interval

S0 F 3rd interval a0
4th interval
Sth interval

0+ Bth interval A0

depth [mm]
depth [mim]
ol
o

20

I i i 0 x i

il L i 1 — 1 I L
20 25 30 35 40 45 50 85 60 =1 70 10 18 20 25 30 i 40
spatial frequency [number of structures/m]| spatial frequency [number of structures/m]
Small structures Depth-mean values
&0 ————— 4 T T T T ) T T J T
. : : @ Afluctuations
A AL SO L - - Lol © large structures |
a0 = : : : = small structures
T T I R : -
40 &
w 25F i
e £
= 5
£ o
; 3'] F - = 2 T -l e -
= g
3 E]
E 1 5 | PEPER Pk St B AR T P b e A T LU e Rt PR b e R e SRR -
aF &
B B S P R SRR I T e dr ) R I -
10 —
I e T S S I BRI S -
0 i 0 i I i i i i I i i
45 a0 55 6O b5 70 75 a0 20 25 a0 3 40 45 a0 a5 B0 Ba 70
spatial frequency [number of structures/m) spatial frequency [number of structures/m)

Figure 8-8: Structures spatial frequency, for flucuations, large sructures and small structures; grael bed, uniform flow
depth = 60 mm, slope 0.002; the depth-mean valuek these quantities are reported in the lower rightof the figure

The spatial frequency increases from the bottontht free surface, concerning the velocity
fluctuations. Starting from values of 30 — 40 stawes per metres, it arrives up to 55 — 60 strestur
per metre. The increase seems to occur in therbditb— 20 mm of the flow, and there appears to
be a reduction close to the water surface. The naelue over the depth is about 53 structures per
metre for the raw fluctuations.
It is possible to see 25 - 25 big structures pdreanbut without a specific pattern: the valuesesp
reasonably constant with depth.
Concerning the small structures, these values @peogimately of 60 — 70 per metre in the main
part of the flow and near the free surface, whikytare about 50 per metre near the bottom.

8.2.3. Structures temporal frequency

The temporal frequency;)(fwas obtained by multiplying the spatial frequefigyby the mean flow
velocity for each row of the relative time interak):

fi (row) = f (row) - U (row) [1/s] (8.5)
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Figure 8-9: Structures temporal frequency, for fluduations, large sructures and small structures; grael bed, uniform flow
depth = 60 mm, slope 0.002; the depth-mean valuek these quantities are reported in the lower righof the figure
The temporal frequency increases slightly towasl ftlee surface, for velocity fluctuations, large
and small structures, especially in the first 10 ofthe flow. The mean values over the depth are
respectively 18, 8 and 23 structures per secongroapnately. The difference between the time
intervals do not seem very important.

8.2.4. Structures mean length

Finally, the third detected property was the meargth of the turbulent structuress)Lcalculated
by dividing the sum of the length of all identifistructures by the number of eventg)(rior each
row. The spatial resolution (dx) of the measuremergsulted about 1.356 mm, along the
streamwise direction. The symbg{1) refers to the sum of the binary ‘ones’.

Ls (row) =>(1) - dx / g (row) [mm] 8.6)

The mean length of the turbulent events generatyehses away from the bed. The mean values
are approximately 5 millimetres for small structuesd fluctuations.
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Figure 8-10: Structures mean length, for fluctuatias, large sructures and small structures; gravel k& uniform flow depth =

60 mm, slope 0.002; the depth-mean values of thepgantities are reported in the lower right of thefigure
Concerning the large structures, these results3of115 mm as their mean length are not in
accordance with the literature (between 2 to 12tldgp4-5 depth on average, according to
Shvidchenko et al., 2001; between 3 to 5 depthprdatg to Roy et al., 2004), even if appear some
spikes of 25 — 28 mm. This happen, as previoustpduced, because a large number of very small
structures are identified, as shown in the fig@-&s/ 8-7.

8.3. Some other results

In this section a few results about the remainiogy fconditions are reported. The purpose is to
show potential difference concerning the visualntdeation of the turbulent structures when
different numbers of SSA modes (see Table 8-1)uaeal to reconstruct the signal, for large and
small structures.

The next figures show the turbulent structuresaletkin the first time interval for the remaining
five analysed flow conditions (see Tables 4-1 ai#}).4
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Figure 8-11: Identification of the flow structuresby using U-level technique; gravel bed, uniform flav depth = 70 mm, slope
0.002, first time interval, frame no. 320 to 409;
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Figure 8-12: Identification of the flow structuresby using U-level technique; gravel bed, uniform flav depth = 80 mm, slope
0.002, first time interval, frame no. 320 to 414
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Figure 8-13: Identification of the flow structuresby using U-level technique; spheres bed, uniformdlv depth = 60 mm, slope

0.003, first time interval, frame no. 320 to 419
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0.003, first time interval, frame no. 320 to 409

82




Fluctuations - U-level
q ‘L ‘ . -| '1 . w I T - Lo ‘l“ =

|

t.,\ ol ..{: A

._'-‘f 5 by ‘.".‘.'q iy i,#
.9. ‘

. ar .y ‘QJH r ;\ AL h‘ oty

-1600 -1 DDD

depthirmm

Streamwise position (rmm)

Large structures - U-level

o —£-; = -

1400 -1000 -500 ]
Streamwise position (mm)

Small structures - U-level

f 3.0 ;“,l.\“- r’];\i nl_;"?" ‘ii Q H' :' f.-.'lt pry
..

— EOAYY i 'n

E g I.‘ 2 :a-?f?'*ﬂj |"‘ o h' '}“ 4 Py " 'f
5, ; R e g 't:‘:'..‘*' ‘,. o r‘- fr.'!, i.;
t -: s {'"\ .-‘aﬁ‘s i q*-‘l 8 3 J}‘ =% 3

-1000
Streamwise position (rmm)

Figure 8-15: Identification of the flow structuresby using U-level technique; spheres bed, uniformdlv depth = 80 mm, slope
0.003, first time interval, frame no. 320 to 403

Table 8-1:SSA groupings; first time interval of all the chose hydraulic conditions

Coherent structures Small structures Noise
N. Flow condition modes energy[%] modes energy[%] modes energy[%]
1 Gravel bed, D = 60 mm 141 49,96 42 176 33,09 177_500 16,95
2 Gravel bed, D =70 mm 119 50,20 20_146 32,82 147_500 16,98
3 Gravel bed, D =80 mm 116 50,29 17_134 32,69 135_500 17,02
4 Spheres bed, D = 60 mm 1 57 49,83 58 202 33,18 203_500 16,99
5 Spheres bed, D =70 mm 141 50,10 42 184 32,94 185 500 16,96
6 Spheres bed, D = 80 mm 19 49,94 10_125 33,02 126_500 17,04

From these last five figures (8-11 / 8-15) and adity to the Table 8-1, it appears evident that, as
hypothesised in the paragraph 8.2dking at a smaller portion of the dominant enegiyes a
clearer picture of the bigger structures.

These large structures appear quite vary in sidgasition.

The small structures, on the contrary, seem to émest the same size and distribution along the
streamwise and vertical directions, for all theesalsere analysed.

8.4. Comparison between the different flow conditions

The next figures show depth-mean values of theutarth structures properties previously showed
(spatial frequency, temporal frequency and meagthgnby applying again the U-level technique.
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Raw fluctuations, the main energetic modes (latgectires) and the less energetic modes (small
structures) are considered separately. In this veaycomparison between the different flow
conditions has been possible, in order to idemdtentially different behaviours of these coherent
structures.

8.4.1. Spatial frequency of the turbulent structures

According to the Figure 8-16, the spatial frequentyhe turbulent events detected from velocity
fluctuations increases as the flow depth decreasesthis happen for the large and small structures
as well, looking at the Figures 8-17 and 8-18. Ebberes bed generally has a slightly higher
frequency than the gravel bed.

These considerations referred to depth-mean vdl@dang at all the six time intervals.

Velocity fluctuations
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Figure 8-16: Spatial frequency of the turbulent stuctures detected from velocity fluctuations, by aplying U-level technique;
depth-mean value for all the six flow conditions ad time intervals
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Figure 8-17: Spatial frequency of the large turbulat structures, detected by applying U-level technige; depth-mean value
for all the six flow conditions and time intervals
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Figure 8-18: Spatial frequency of the turbulent smh structures, detected by applying U-level technige; depth-mean value
for all the six flow conditions and time intervals
The number of large structures can vary from 5 40185 — 30 per metre, from 50 — 60 to about 70
per metre concerning the small structures and ahit lower values looking at the turbulent events
detected from the fluctuations, according to theigalar flow condition.
The variability between time intervals seems toease as the flow depth is increased.
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8.4.2. Temporal frequency of the turbulent structures

Velocity fluctuations
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Figure 8-19: Temporal frequency of the turbulent stuctures detected from velocity fluctuations, by aplying U-level
technique; depth-mean value for all the six flow caditions and time intervals
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Figure 8-20: Temporal frequency of the turbulent lage structures, detected by applying U-level technig; depth-mean value
for all the six flow conditions and time intervals
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Small structures
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Figure 8-21: Temporal frequency of the turbulent smé structures, detected by applying U-level technige; depth-mean
value for all the six flow conditions and time intevals

According to the Figure 8-20, the temporal frequeotthe large structures decreases as the flow
depth increases, and the values are slightly hifgixethe cases of spheres bed. These results are in
accordance with the results achieved by Nichol4 820
The number of large structures can vary from lte-&— 12 per second.
No pattern trends are evident looking at the figuel9 and 8-21, concerning fluctuations and
small turbulent structures, whereas their spatejuiency decreases as the flow depth increases, as
previously reported. This fact is a consequence, #s reported in the Figure 5-13, the mean
velocity increases as the flow depth increases.

8.4.3. Mean length of the turbulent structures

According to the next three figures, the mean lengt the raw fluctuations, large and small
structures increases as the flow depth increaskis. result is in accordance with the results
reported by Nichols (2013).

These values are slightly higher for the casesaifeaj bed.
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Velocity fluctuations
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Figure 8-22: Mean length of the turbulent structures detected from velocity fluctuations, by applyindJ-level technique;
depth-mean value for all the six flow conditions ad time intervals
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Figure 8-23: Mean length of the turbulent large stuctures, detected by applying U-level technique; gigh-mean value for all

the six flow conditions and time intervals
The more interesting results concern the flow $tmés mean length regards the coherent (large)
structures.
According to the literature, this quantity shoulel leetween 2 to 12 depths, 4-5 depth on average,
according to Shvidchenko et al. (2001); betweenm 3 depth, according to Roy et al. (2004).
From the Figure 8-23, it appears evident that #sellts are quite different compared to the specific
time interval, especially for the higher flow degpth
The mean length of the coherent structures, loo&inhe Figure 8-23, can vary from 10 — 15 to 30
— 100 millimetres, according to the particular fleandition. This means that they are around 0.50
— 1.5 flow depths, because the U-level method demeral small energetic structures.
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Small structures
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Figure 8-24: Mean length of the turbulent small stuctures, detected by applying U-level technique; gith-mean value for all
the six flow conditions and time intervals

The figure 8-25 show the depth-mean length of #rgd structures dimensionless with the flow
depths, for every considered hydraulic condition.
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Figure 8-25: Non-dimensional depth-mean length ohe large structures, detected by applying U-levekthnique
The non-dimensional mean length of the coherentsires, according to the results given by the
U-level method, increases as the flow depth in@gaslso the variability of the results seems to

follow this same trend, suggesting that deepetefdbbws may require longer time series (or wider
reconstructed field of view) in order to obtain@od representative average.
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8.5. Considerations

If a threshold higher than 1.3 had been used, demmaimber of turbulent events would have been
detected. This would mean to have a lower numbésmgll” structures, but at the same time a

reduced size for the “large” structures. The safffiecehad been produced by using less SSA
modes to describe the large structures.

The opposite situation would happen by using astiokel lower than 1.3., and more SSA modes to
expose the large structures than the ones thatiseakin this chapter.

As reported in the beginning of the present andthef previous chapters, all the decisions

concerning the SSA groupings and the U-level thokekalues came from previous study and

experiments. For this reason, it was decided toatovary these parameters, but just to check their
validity on the data set used in the present thesis

According to the findings reported in this chaptdtlevel technique seems to show quite reliable
results, even if it is not as rigorous a method.
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9. Identification of the turbulent flow structures via Phase-Space

9.1. Introduction

The goal of this chapter is again to examine tlop@rties of the turbulent structures such as dpatia
frequency, temporal frequency and mean charadtefestgth, by applying a different technique

than the one reported in the previous chapter.
Phase-Space Thresholdingethod, as with U-level, objectively identifiedetie turbulent structures

within the time series at each spatial location.
The concept springs up from the problem to deteatneous spikes from Acoustic Doppler

Velocimetry (ADV) data sets, caused for instancethmy noise floor and aliasing of the Doppler
signal. Hence the idea of seeing how velocity dsdierivatives appear in phase space had started

to emerge.
This method uses the concept of a phase spacénpidtich the variable and its first and second

derivatives are plotted against each other.
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0.0z

d2Wdx2 (! 51
=
=
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Figure 9-1: Phase Space showing cloud of data froRl1V measurements.

In this work the derivative is taken with respeztthe streamwise distance rather than over time,
since each vector field represents a wide snagahaste instant in time.

. . au . , o d?u
U represents the instantaneous velocity at pgm;ﬂns the first order derivative ar’rglx—2 the second

order derivative. In particular, U correspondstie streamwise velocity.
It is apparent, from Figure 9-1, that most of tlagadcluster in an ellipsoid cloud. The size of this
ellipsoid is defined by a certain threshold, arelpbints outside it are designated as spikes.
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9.1.1. Procedure

For the present thesis, it was decided to add aifivatibn compared to what reported was by
Nikora (2005): instead of considering a singlepslitiid, two ellipsoids will be used in order to
identify turbulent events from PIV instantaneous:

- the points outside the external one will be conmeideas spikes and removed (as Nikora

suggest)
- the points within the internal ellipsoid will be idered as “not extreme events” and

removed,
- finally, the points contained between the two allijls will be marked as “extreme events”,
and as a consequence they will represent the embalents.

Theorically this method should provide a more deresidetection of turbulent events, as it can

recognise extreme accelerations, jerks and shehese U-level only considers velocity.
2

, . . . d , :
The first step consist of reducing the values @nzlaxis; v , by the best fit of a plane through it,

dx?
such that the mean plane lies on the plane on-thaxes.
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Figure 9-2: Phase Space, plane fit removed from ¢hdata points. For this particular example, there e no evident difference
in the cloud shape compared to the previous stepes Figure 9-1).

au , .
As the next step, the values of acceleratfc?ﬁ, are reduced by the best fit of a line through the

data, such that the line of best fit now lies o@ xhaxis. This allows the two threshold ellipsaids
be constructed with the same mean position.
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Figure 9-3: Phase Space, semi-ellipsoid; plane &nd line fit removed

The length, width, and height of the ellipsoids based respectively on the standard deviation of U,
du

du? : L . . . .
™ andﬁ achieved in this last step. In particular, thesantjties are multiplied by certain values

of threshold:
a = length = threshold - std(U)

b = width = threshold - s{d~)

2
¢ = height = threshold - tg_’;) (9-1)
X

The threshold that has been used to define therattellipsoid was suggested by Nikora (2005),
with a value equal to 1,5.

Concerning the internal ellipsoid, the value ofesfrold was adjusted in order to obtain
approximately the same results of temporal frequesfcthe turbulent fluctuations achieved by
applying the U-level technique. This value has balatained to be 0.2 .

9.2. Gravel Bed Surface, Uniform Water Depth 60 millimetres

9.2.1. Visualization of the turbulent structures

By using a threshold value for the internal ellipsof 0.2 and for the external one equal to 1.8, th
modified Phase-Space scheme was applied to alirtfeeintervals, before and after applying the
SSA decomposition as reported in the Chapter 7.

The next figures show the velocity fields and tindtilent structures detected from the chosen time
intervals (Chapter 5). The first two pictures otledigure are referred to the raw fluctuations; the

93



second two to the first group of SSA modes (Chapjethat is supposed to represent the large
turbulent structures; finally, the last two pictsirare referred to the second group of SSA
components that represent the small turbulent tstress.
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Figure 9-4: Identification of the flow structures by using Phase Space technique; gravel bed, uniforffow depth = 60 mm,
slope 0.002, first time interval: frame no. 320 td25.
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* Second time interval
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Figure 9-5: Identification of the flow structures by using Phag Space technique; gravel bed, uniform flow depth 0 mm,

slope 0.002, second time interval: frame no. 556 660.

95




e Third time interval
Fluctuations =
50 '-L'i\' : /4 el thaik hall T %) i i il | e A 04 g
f 1T el R v ¥ i f 1 1l I RN SET 7
e bt b | ¥ A b bt ) v N =
E 40 [ . e i ; y 1 1 '. 0 § 02 g
g o * :\\.“" ‘ I”t-ll .I l '.'r ! / L l“ i R I“: ‘g.‘}‘: ‘. :t:. i i i i o %
g 20 "."M_ |: . ;?‘ : .. { e '..1]-. " g LAl ¥ | & ‘ i J | g
10 (A i f "',.'II. r-,. ! % M L T LA ?{ ...(I 4 II.I 0z %
-1400 -1000 500 0 &
Strearmwise position (mm)
Fluctuations Phase Space
T AR L ' o o |13 ]
a0 I. 'n Ikl u "' J J‘l. lf I"I’ l" \.‘ ¥ .?l I" ' " !h"“ ”li‘t | J |
£ 4 -*" Pt P A ..»-w
£30) R L SRR S ' ||' ( i
i f N il s (] 2 P
5o, 5 ','JJ v iﬂt“ '\' i ." ,,...u £ dc " vy dv p_ 1.. ‘.lh- . “'tr I‘V‘I'I
100, "'." .'1 vt 1a|| l 3 A" 4, ! ';‘ " * .I+\ j ey
N 1. [ 1 : ||Il'\ :l ﬁ Lobey,, h I Ji ta Ny i |'<\I'¢l b
-1000 500 0
Strearmwise position (mm)
Main energetic modes —
- 04 £
50 [ =
T 40 02 g
£ 30} & 2
g %
10 - 02 E
1500 1000 500 0 &
Strearmwise position (mm)
Large structures - Phase Space
Al .;. ; ; i Fyly s o) |I ot ‘f‘ lf\lv [ AR : “‘ ' ﬂ_l ,t!\ s L THAE ‘-“ ‘. _'_'||“
ﬁSD I . | ‘."J‘, Ll 't Jd't B ‘T m * f? l lu&h F.J-'ll| A “l
£ 40 1 % x |‘| L L! R llrl ll*‘ll “L 1, T‘ \ﬁ '.' " A K
= ‘ l"' f ‘ ¥ il 'I,i |*s“l,ﬁ ey,
=0 T ,1. llft h?; PRI 1ol ||‘p ﬁ r \- T |I "r ] % M I yol \’l i
S0 e g e, ut V '. ik ff '\I“‘ by ¥ q!n tf”‘ e Mﬁ 'lpﬂ T !I b Ll
h "o . ¥ ' 18 - i "
e M e,y J.mx..wm AN
-1500 1DUU -a00 D
Strearmwise position (mm)
Less energetic modes =
04 £
50 oy
T 40 023
% 300 . i
s %
10 02 E
1500 1000 500 0 &
Strearmwise position (mm)
Small structures - Phase Space
H o PR T f | ‘: e i o ] |-.l TT 4 -
I N Y P .r‘{l Qq.- ...}H"t ”Ih i‘ }:ﬂ;' a .""“' L i ;m .;:;T:‘ f;_ '1 3
Em . t'I ‘I“f. q e ff ”r 1.[ "a"ru"’-ﬁ ¢ 'l i \ “ o r'n';
Sl Mt Y ,_‘.,_, * 4, h'l"‘t' ‘ i “J
= G A F“ i ‘. L ™) . A ‘¢rh hﬂ
E’ 20 . ) lb': . " ‘ } J-q‘ h1 q]' ;- tl H!“ ‘" f' #‘ ’l'. lh uh t 5 If “‘ 1 I.' 1 “ 1 "
10 ih “;“.l '.I' : | j'l v'll' ;‘ t"h ip} i |. ' % ‘J‘ “In t. 5 i.. .' .l‘
-1500 - 1 0oo l - -SDD ) . 0

Strearmwise position (mm)

Figure 9-6: Identification of the flow structures by using Phase Space technique; gravel bed, uniforffow depth = 60 mm,
slope 0.002, third time interval: frame no. 940 td 050.

96




* Fourth time interval
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Figure 9-7: Identification of the flow structures by using Phase Space technique; gravel bed, uniforffow depth = 60 mm,
slope 0.002, fourth time interval: frame no. 694@ 7042.
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Figure 9-8: Identification of the flow structures by using Phase Space technique; gravel bed, uniforffow depth = 60 mm,
slope 0.002, fifth time interval: frame no. 7730a 7838.
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Sixth time interval

Fluctuations =
.\" -.';"i- { -1'.Jl :' ?II‘,: ) TN 04 E
l ',' ) .. \ ~'. ‘ 02 E
¢ I g 301 0 3
i ) i ity b Ul £
AT AU i BT e "-x'--‘ PR ) _‘!'u‘."- 0.2 g
-1000 -500 0 [}
Strearmwise position (mm)
Fluctuations - Phase Space
Ta T ¥ T LT
SD l I ,‘ ﬂ ' Hll w' \’.ﬂ\ L‘qu”“ A | l': 7] h,l‘ ih ‘l-f.'“: ‘ “ ..n
EAD *'.‘ 1{' IJ ”*"hll" l|l.\ I'f‘ "h,u i ‘
%30 ){' 'i Inf\l ﬁ ”'? l" : s ":' h J'L I“..
%ZD |' 'lgl 'ln, ||. 5 h\' t “ IL'M "' 'Jn'i e f H '|
T st i ‘ﬂ : i :
1D".| 'il " "Il" ,* lll' 1 "IIII ' \ ..I l .l { Pt‘ N
-1500 -1000 SDD 0
Strearmwise position (mm)
Main energetic modes —
04 £
50 R
T 40 02 g
£ af g =
g ? %
10 F p _ 02 E
1500 1000 500 = 0 &
Strearmwise position (mm)
Large structures - Phase Space
!" l|a " I"I 5 ' ‘e i Y LY
R R W C L o .-w,'.-ﬁ..,m- i’
=) gl 3 FI F'}'* mf L '{'I, “. '. ‘ IIl'll ", ;ll\rllf“ ¥y !. ‘l\- ]
5 L i) e L o .-ﬂ il i
= e B ) 5 G ! " g nl n =
10 N e Y. A '“ li' H || ‘rL‘ { l"" f u” '\U' rw !ff‘l i 'H ‘ I-IEJ II‘.. )
1500 1DUD 0
Strearmwise position (mm)
Less energetic modes =
i - 04 g
0 2
T 40 me 2
Ex , 3
sm %
101 02 E
1500 1000 500 0 &
Strearmwise position (mm)
Small structures - Phase Space
T 7 n "
" 0¥ .:\ 1 I‘ r il“ - ’Li lh‘q 7 :: ‘* ‘&‘ ‘1'?&¢ F “MT'l ";l"i;’ “‘rﬁ'f:‘ .."J. ‘ * .' X
E 40 n l , i i = i LA : Tler -
%’ 301, ._ ‘r t}nrn : y’ "' ' | ﬁr ujf, " ' ! 4.'. } v
= ‘ | ; i | \ X T
%fg 4 --.i". ".-H"t;J' ‘-‘ %1‘-1’\{-3 Un‘q v , H\#. .u‘,. ."-,;‘ sy
; ! caly . |J' i P “. i ¥, ; . : ; 4“'.-' # :
-1500 l -1000 -SDD 0
Strearmwise position (mm)

Figure 9-9: Identification of the flow structures by using Phase Space technique; gravel bed, uniforflow depth = 60 mm,

slope 0.002, sixth time interval: frame no. 790®t8006.

The turbulent events identified by Phase-Spacentqak usually appear very confused, concerning
velocity fluctuations, large and small structur@stually, just looking at the figures 9-4 / 9-9jgh
method does not seem to provide good results.
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The turbulent events appear very small even dfieiSISA decomposition. Moreover, a lot of them
are removed from the positions corresponding to higher and lower streamwise velocities

regions, where the coherent structures are moteptp supposed to be located.

The number of SSA modes used to reconstruct tlge latructures for the case reported in this
paragraph (gravel bed, uniform flow depth equad@mm) is on average quite high (43, from the
table 8-2). It will be interesting to examine sowtber time intervals, concerning different flow

conditions, where this number would be appreciddolyer, in order to observe if some difference
might occur. This work will be done in the paradr4p.3.).

9.2.2. Structures spatial frequency

By applying equation number (8.4) to the binarynmnat obtained from Phase Space technique, the
following results have been achieved.
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Figure 9-10: Structures spatial frequency, for flutuations, large sructures and small structures; grael bed, uniform flow
depth = 60 mm, slope 0.002; the depth-mean valuektbese quantities are reported in the lower rightof the figure

All the six time intervals seem to have a similahaviour compared to each other, for the
fluctuations, large structures and small structures
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The spatial frequency for fluctuations and smaludures is almost constant for mostly of the

depth. It present a local minimum point correspongdo about 10 % of the depth, and important
reductions occur close both to the bed and thengatéace.

The pattern concerning the large structures ishiyugonstant, with mean values between 34 — 38
structures per metre.

According to the Figure 9-10, there are approxitgadd — 47 turbulent fluctuations and 31 — 35

small structures per metre.

Unfortunately, these results do not appear to hawe obvious sense, and looking again at the
Figures 9-4 / 9-9, the modified Phase-Space tecdkenitpes not seem to work (or at least with the
present data set).

However, the following paragraph show other achiexesults, and the final decision concerning

the efficiency of this method is postponed to thé ef this chapter.

9.2.3. Structures temporal frequency

The temporal frequency was obtained multiplying #patial frequency {f by the mean flow
velocity for each row of the relative time interyalk), as reported in the equation (8.2).
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Figure 9-11: Structures temporal frequency, for flictuations, large sructures and small structures; gavel bed, uniform flow
depth = 60 mm, slope 0.002; the depth-mean valuektbese quantities are reported in the lower rightof the figure
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The temporal frequency increases toward the frefas) especially within the first 10 millimetres,

and quickly decreases in the last few millimetres.

From this last figure, there are per metre about-158 turbulent fluctuations, 12 — 14 large
structures and 12 — 13 small structures. The higagability between the time intervals seems to
concern the raw fluctuations.

9.2.4. Structures mean length

The mean length of the turbulent structures wasutatied by using equation (8.3).
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Figure 9-12: Structures mean length, for fluctuatims, large sructures and small structures; gravel & uniform flow depth =

60 mm, slope 0.002; the depth-mean values of thepgantities are reported in the lower right of the fgure
The mean length of the turbulent events appearsonedly constant with depth, but for few
isolated spikes as the one concerning the largetates detected 10 mm under the free surface in
the first time interval.
The mean values are approximately 4 — 4.5 milliesefor large and small structures, 3 millimetres
concerning the velocity fluctuations.
As previously reported, these results do not appear reliable, and neither in accordance with the
literature (Shvidchenko et al., 2001; Roy et &0042).
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9.3. Some other results

In the present paragraph are reported a few resbibait the remaining flow conditions. The
purpose is to show potential difference concerning visual identification of the turbulent
structures when different numbers of SSA modes sdxe are used to reconstruct the signal, for
large and big structures.

The next figures show the turbulent structuresaletkin the first time interval for the remaining
five analysed flow conditions (see Tables 4-1 ai#}.4
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Figure 9-13: Identification of the flow structuresby using Phase Space technique; gravel bed, uniforflow depth = 70 mm,
slope 0.002, first time interval, frame A 320 to 409
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Figure 9-14: Identification of the flow structuresby using Phase Space technique; gravel bed, uniforflow depth = 80 mm,

slope 0.002, first time interval, frame A 320 to 414
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Figure 9-15: Identification of the flow structuresby using Phase Space technique; spheres bed, unifoflow depth = 60 mm,

slope 0.003, first time interval, frame A 320 to 419
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Figure 9-16: Identification of the flow structuresby using Phase Space technique; spheres bed, unifoflow depth = 70 mm,

slope 0.003, first time interval, frame A 320 to 409
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Figure 9-17: Identification of the flow structuresby using Phase Space technique; spheres bed, unifoflow depth = 80 mm,

slope 0.003, first time interval, frame A 320 to 403
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From these last five figures (9-13 / 9-17) and aditwy to the Table 8-1, it is evident that, in spit
of different numbers of SSA modes are used to sxjbe turbulent structures in the several time
intervals, the results still appear do not make samnse.

9.4. Comparison between the different flow conditions

The next figures show depth-mean values of theutarth structures properties previously showed
(spatial frequency, temporal frequency and meagtkgn by applying the modified Phase-Space
technique. The raw fluctuations, the main energaticies (large structures) and the less energetic
modes (small structures) are considered separdellyis way, a comparison between the different
flow condition has been possible, in order to idgnpotentially different behaviours of these
coherent structures.

9.4.1. Spatial frequency of the turbulent structures
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Figure 9-18: Spatial frequency of the turbulent stuctures detected from velocity fluctuations, by aplying Phase Space
technique; depth-mean value for all the six flow caditions and time intervals

The spatial frequency concerning the velocity fhations results between 45 and 48 structures per
metre, for all the six chosen flow conditions.

106



Figure 9-19: Spatial frequency of the large turbulat structures, detected by applying Phase Space tatique; depth-mean

value for all the six flow conditions and time intevals

According to the Figure 9-19, the spatial frequen€yhe large structures decreases as the flow

depth increases, in a similar way for both gravel apheres bed. The mean values are about 35
structures per metre for the lower depths, up téo23he higher ones, with a higher variability of

the results.

Figure 9-20: Spatial frequency of the turbulent smb structures, detected by applying Phase Space tetique; depth-mean

Finally, the spatial frequency for the small stames seems to slightly increase as the flow depth
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increases. The values are a bit higher for thescafsgravel bed.

According to the Figure 9-20, the number of sm@alictures can vary from 33 — 35 per metre up to

37 — 40 per metre.
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9.4.2. Temporal frequency of the turbulent structures

Velocity fluctuations
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Figure 9-21: Temporal frequency of the turbulent stuctures detected from velocity fluctuations, by aplying Phase Space
technique; depth-mean value for all the six flow caditions and time intervals
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Figure 9-22: Temporal frequency of the turbulent laige structures, detected by applying Phase Space heique; depth-mean
value for all the six flow conditions and time intevals
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Small structures
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Figure 9-23: Temporal frequency of the turbulent smd structures, detected by applying Phase Space tatique; depth-mean

value for all the six flow conditions and time intevals

The temporal frequency concerning both velocitgtilations and small structures increases as the
flow depth increases. These mean values vary ffono 22 turbulent fluctuations per seconds, and

from 12 to 18 small structures per second.

Instead, there are on average 12 large structwresegeond for all the hydraulic conditions, but the
results present more variability for the higheswfldepth.

9.4.3. Mean length of the turbulent structures
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Figure 9-24: Mean length of the turbulent structures detected from velocity fluctuations, by applying®hase Space technique;

335

depth-mean value for all the six flow conditions ad time intervals
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The mean length of the raw fluctuations increasetha flow depth increases, with higher values
for the cases of gravel bed. However, from the f&di+24, these lengths are approximately 3 mm
for every flow condition.

Large structures
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Figure 9-25: Mean length of the turbulent large stuctures, detected by applying Phase Space techniqueean values over
the depth of all the six time intervals

As already introduced, according to the literat{8bvidchenko et al., 2001; Roy et al.; 2004), the
mean length of the coherent structures should peoapnately 3 to 5 times the flow depth.

Looking at the Figure 9-25, it appears evident thase calculated values are completely wrong,
because it results a mean length of about 10%eofithw depth, for each case. The only positive
thing, is that the mean length increase as the flepth increase, but all the other information are
probably unreliable.

Small structures

10 T T T T T T T
2 gravel bed, d=B0 mm
9F @ gravel bed, d=70mm [
o gravel bed, d=80 mm
Br +  spheres bed, d=60 mm ||
7L +  spheres bed, d=70 mm | |
spheres bed, d=80 mm
5 Er 7
=
s 5r + + + Pt .
z
= 4t + + ++ + 4
3 L -
2F O o0 o A4 i@ =
1r o oo DR < I
D 1 1 1 1 1 1 1
37 38 39 4 4.1 42 4.3 4.4 4.5

structures mean length [rarm]

Figure 9-26: Mean length of the turbulent small stuctures, detected by applying Phase Space techniqueean values over
the depth of all the six time intervals
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According to the Figure 9-26, the mean length efg¢mall structures results about 4 mm for all the
hydraulic conditions.
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10. Comparison of the results achieved from U-level and Phase -
Space techniques

A comparison between the results obtained by apgly-level and Phase Space techniques to the
same data set is now presented.

The aim of this chapter is to show how the idecdifion and the properties of the turbulent
structures might depend on the specific methodiegypbr if some similarities might be observed.
This comparison will be done by matching vectolderelative to the same time interval and flow
condition, that obviously represent the same playsguantity (velocity fluctuations, large
structures or small structures). Moreover, in ailsinway will be compared the turbulent properties
(characteristic mean length, spatial and tempoegjuency) of these structures, calculated by using
both the methods.

10.1. Visualization of the turbulent structures

Some of the vector fields (binary matrices) preslgwsed in the chapters 8 and 9 to show a
comparison between different flow conditions amdetiintervals, obtained respectively by applying
U-level and Phase Space techniques, are now usehipare these two methods.
In particular, the binary matrices correspondinght detected turbulent events, concerning the firs
time interval are now reported for the followingdngulic conditions:

- gravel bed, uniform flow depth equal to 60 mm

- gravel bed, uniform flow depth equal to 80 mm

- spheres bed, uniform flow depth equal to 80 mm
The reason is that respectively a high (41), a omd{16) and a low (9) number of SSA
components were used to reconstruct the signalecoimg the large structures. In this way, only
these three examples should be representativevaliicavisual comparison.
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Figure 10-1: First time interval: instantaneous no.320 to 425, gravel bed, uniform flow depth = 60 mmslope = 0.002;
turbulent fluctuations detected by applying U-leveland Phase-Space techniques

113



Large structures - U- Ievel

7. A AT
-;,"‘: a'!‘-t

&0 ;'|..n e .Jfﬂ" %,

30 51 '

10 kl“.;.ﬁ y I _t.'j

-1500 -1 DDD

depth(mm)

Strearmwise position (mm)

Large structures - Phase Space

'-'Ih

i
A ’

T::;* i" e Np 4 ‘:';r-“ ' h# r -,.d-u b b 'ﬁnhp-h 7 } .,; TUE T.-_”
£ bl Tl o i e T '*'f- Jhieaboiirt BT L
E’:‘ -ﬁﬂ:#ﬂ I'.l J‘i '\m I&i!“‘"f ] ‘J t ' &.‘% " 1:-I : e ‘ll u“‘ 'I‘x-d'
] Q‘ ,‘ W ) i

\?,‘h .'l"ir."' ’l.'ll.'ﬂ:'lul'.'{l \-i‘l” r "l ﬁ?’r
-1500 -1000

o

Strearmwise position (mm)

Figure 10-2: First time interval: instantaneous no.320 to 425, gravel bed, uniform flow depth = 60 mmslope = 0.002;
turbulent large structures detected by applying U-€vel and Phase-Space techniques
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Figure 10-3: First time interval: instantaneous no.320 to 425, gravel bed, uniform flow depth = 60 mmslope = 0.002;
turbulent small structures detected by applying U-¢vel and Phase-Space techniques
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Figure 10-4: First time interval: instantaneous no.320 to 414, gravel bed, uniform flow depth = 80 mmslope = 0.002;
turbulent fluctuations detected by applying U-leveland Phase-Space techniques
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Figure 10-5: First time interval: instantaneous no.320 to 414, gravel bed, uniform flow depth = 80 mmslope = 0.002;
turbulent large structures detected by applying U-€vel and Phase-Space techniques
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Figure 10-6: First time interval: instantaneous no.320 to 414, gravel bed, uniform flow depth = 80 mmslope = 0.002;
turbulent small structures detected by applying U-¢vel and Phase-Space techniques
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Figure 10-7: First time interval: instantaneous no. 320 to 403spheres bed, uniform flow depth = 80 mm, slope = @3;
turbulent fluctuations detected by applying U-leveland Phase-Space techniques
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Figure 10-8: First time interval: instantaneous no. 320 to 403spheres bed, uniform flow depth = 80 mm, slope = @3;
turbulent large structures detected by applying U-€vel and Phase-Space techniques
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Figure 10-9: First time interval: instantaneous no. 320 to 403spheres bed, uniform flow depth = 80 mm, slope = @3;
turbulent small structures detected by applying U-¢vel and Phase-Space techniques

From these last figures, it is quite evident thHa two methods do not lead to similar results,
concerning all the three types of detected turkitdgents. This fact seems to happen for every flow

condition.

Looking in particular at the figures 10-7 and 108 modified Phase-Space scheme seems to
provide opposite results than the U-level technidues might be a further prove than the Phase-

Space method here used is not actually able tetdetdulent events.
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10.2. Properties of the turbulent events

Looking at the Figures 8-8, 8-9 and 8-10 for U-lev@10, 9-11 and 9-12 for Phase-Space,
concerning the turbulent properties for fluctuaspmarge and small structures, the following
considerations can be proposed about their patédong the flow depth:

- The pattern of the spatial frequency, concerningtélations and small structures, is similar
except within the first few millimetres near thettom, because a local minimum point can
be observed by using the second method;

- A maximum point concerning the spatial frequencyhaf large structures seems to lie near
the middle of the depth by applying the Phase-Spacbit nearer the free surface by
applying the U-level;

- A similar situation can be observed for the tempfvemuency of the large structures;

- The temporal frequency for fluctuations and smalictures increases within the first few
millimetres quicker by applying U-level than Ph&gace method. The remaining part looks
like similar for both of them.

From the Figures 8.10 and 9.12, the charactensgian length of the turbulent events appears quite
constant along the depth. It slightly increasesatomthe bed when the first method is used and
present a spike close to the bed according togbensl method.

Now are reported a few images, already used inptst two chapters. The aim is to give an

objective comparison, again between the U-level liedPhase-Space techniques, concerning the
depth-mean values of these turbulent properties.
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Figure 10-10: Spatial frequency of the turbulent egnts detected by applying U-level (on the left) anBhase Space technique
(on the right); mean values over the depth of allite six time intervals

The Phase-Space technique tends to identify moge Eructures and less small structures than the
U-level method. Instead, the number of the rawtilations is approximately the same, even if there
are some difference between the several flow ciomadit
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Figure 10-11:Temporal frequency of the turbulent events detectetly applying U-level (on the left) and Phase Space

technique (on the right); mean values over the deptof all the six time intervals

As explained in the previous chapter, the thresbblithe internal ellipsoid adopted by Phase-Space
technique was adjusted in order to obtain, comptodd-level, approximately the same values of
temporal frequency concerning the turbulent fluttmes. Nevertheless, by using the Phase-Space
method, these values would be still on averagdtyjidower even if a smaller threshold would be
adopted.
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The Phase-Space technique detect per metre maye #ructures and less small structures.
Moreover, the trends concerning the different flomnditions appear different compared to the
specific method adopted.
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Figure 10-12:Characteristic mean length of the turbulent eventsletected by applying U-level (on the left) and PhasSpace
technique (on the right); depth-mean values of alhe six time intervals
The most relevant difference between the two adbptethods lie on the characteristic mean length
of the large structures. Actually, the Phase-Spacknique provides results much lower than the
ones given by the literature, as reported in thevipus paragraph. Instead, the U-level seems to
give quite good results, as noted in the Chapter 8.
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By using Phase-Space, even the mean length otifitiohs and small structures is lower than the
one found by applying U-level technique.

10.3. Considerations

Looking at the trends concerning the mean-depthegbf the turbulent structures properties, the
U-level technique seems to apply quite reliableltssalthough several small turbulent events are
detected in the identification of the coherentctites.

On the contrary, the Phase-Space technique, basidesild be more rigorous and more sensitive
to real flow than U-level, always shows confusagstgrs of points.

The reasons might be four:

- The introduction of the internal ellipsoid cannoiagantee a valid detection of the turbulent
events from velocity fields;

- Instead of discarding data outside the outer @lig®s erroneous, these points might be
replaced with an average of the points around theynapplying a moving average
validation procedure;

- The sides of the interrogation area of the two RBMmeras used to collect velocity
instantaneous was to 16 pixels instead of 32, asrgly adopted. This major resolution
might have led to a loss of accuracy of the vetimds, because of a too low number of
tracer particles detected within each pixel.

- The inevitable errors committed to measure the oiglofields, also because of what
reported in the previous point, might have beenttegensible most important errors in the
calculation of the first and especially second odkzivative, used in the algorithm.

More specifically, compared to the velocity measwats, the errors can be up to double
for the first order derivatives, up to four times the second order derivatives.
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11. Conclusions

PIV measurements have been conducted in a slogicgngular flume, having different flow
conditions. Some of these velocity instantaneowpsmots have been stitched together by using
particular weightings functions, with an overlapgpiarea between the images equal to 50% of the
frame width, obtaining six time intervals long egbuo contain at least 3 — 4 large scale turbulent
flow structures. The Singular Spectrum Analysihitegue has been applied to these time intervals,
and the signal was reconstructed to expose the Ilstryictures and then the small structures, by
using respectively 50 % and 33 % of the total klnehergy. Finally, the U-level and the Phase
Space techniques have been applied to identifyldhge and the small structures from the
reconstructed signals.

The aim of this work was the identification and #tady of the flow structures for turbulent free
surface flows, in order to compare their propertletween different hydraulic conditions.
Moreover, a purpose was to establish which of W methods better follows the results from the
literature, mainly concerning the large-scale tlghtistructures.

The conclusions may be summarised as follow:

* The method of stitching velocity instantaneous se@nbe quite rigorous for its purpose to
obtain time series longer than just a single snatpdiecause the correlation values in the
overlapping area between the snapshots are usughymore than 0.7).

* The Singular Spectrum Analysis decomposition tegqimiis able to decompose velocity
fields into energetic components that are usee@d¢onstruct the signal. It helps to separate
the raw fluctuations by energy content. The sizéhese structures, as a consequence, quite
depend on the specific time interval that is bestglied, and in particular to the number of
components used to reconstruct the signal.

» The kinetic energy increases as the flow deptheames, for both the cases of gravel and
spheres bed. The energy results are slightly highen gravel is used as the bed material.

* The percentage of kinetic energy contained in its fodes is getting higher as the flow
depth increases. Moreover, this quantity appeaermportant for the cases of spheres bed
than for the cases of gravel bed.

* The U-level technique seems to provide quite gasdilts. The raw fluctuations show lots
of structures ranging from small to large. But lmgkat the binary matrices, concerning the
signal reconstructed to expose the coherent stegitthe most energetic structures tend to
be bigger, although several “small” structuresdetected because strongly energetic. When
a low number of SSA modes is used to expose tlge latructures, the large structures
appear more clearly visible.

The spatial frequency of the turbulent structuresréases as the flow depth increases, the
opposite situation occur for the characteristic meéangth. Concerning the temporal
frequency, it is not evident a particular pattern.

The turbulent structures result 10 — 20 % largar tfte cases of gravel bed. As a
consequence, the spatial frequency results a libehi for the cases of spheres bed
(approximately by the same quantity).

* The Phase-Space technique, besides it would ber@mgorous and more sensitive method
to real flow than U-level, usually shows confuséasters of points instead of quite clear
structures. This fact might be due to the innovationsisting on adding a second (internal)
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ellipsoid to detect turbulent events from the vilo@ields. Another reasons might also be
the too high spatial resolution adopted to collet¥ velocity instantaneous, and/or the
errors committed to measure the velocity of thedraparticles.

Finally, instead of discard data outside the oetlpsoid as erroneous, it would be a good
idea to replace these points with an average ofpthiats around them, by applying a
moving average validation procedure.

It would be interesting, for a further work, to useth the streamwise and depthwise velocity data,
in order to prove if the techniques here used niiggnd to similar results by using both the velocity
components. Moreover, it would be better to useemwater depths and also more velocity
instantaneous to stitch together to get cleareepet of the properties of the turbulent structures
Instead of the SSA groupings proposed by Roussiedva. (2010), it would be useful to select
different ratios to distinguish the difference beem the large and the small turbulent structures.
Finally, in a further work a lot of the noise ddtstfrom the velocity data set could be removed by
using a median filter.
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