
1

Dipartimento di Matematica “Tullio Levi-Civita”
Corso di Laurea Magistrale in Matematica

T E S I D I L AU R E A M A G I S T R A L E

Witten Deformations, Geometry and Dynamics

RELATORI

Franco Cardin

Alberto Abbondandolo

CANDIDATO

Leonardo Masci

Matricola 1155486

ANNO ACCADEMICO 2017/2018 — SESSIONE DI LAUREA 14/12/2018





W I T T E N D E F O R M A T I O N S ,
G E O M E T R Y A N D D Y N A M I C S

Leonardo Masci





5

Contents

Introduction i

1. Witten deformations of the De Rham complex 1
1.1. Witten deformations in general . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1. Clifford actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2. Witten deformations . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3. Localizing close to invariant sets . . . . . . . . . . . . . . . . . . . . 5
1.1.4. On the square of dν . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2. Deforming with a gradient field . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1. Witten exterior differential revisited . . . . . . . . . . . . . . . . . 8
1.2.2. Localization close to critical points of a Morse function . . . . . 10

1.3. The spectrum of∆ν . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1. Dimensional reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2. Proof of the main theorem . . . . . . . . . . . . . . . . . . . . . . . 14

2. A homological approach to Morse theory 19
2.1. Preliminaries on Morse-Smale functions . . . . . . . . . . . . . . . . . . . . 20

2.1.1. The compactified instanton moduli space . . . . . . . . . . . . . . 21
2.2. Construction of the complex . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3. Morse theory from the oriented Morse complex . . . . . . . . . . . . . . 27

2.3.1. Basic facts on cellular homology . . . . . . . . . . . . . . . . . . . . 27
2.3.2. The Thom-Smale cellular filtration . . . . . . . . . . . . . . . . . . 27
2.3.3. An explicit isomorphism of homology theories . . . . . . . . . . 30

3. Harvey & Lawson’s Morse theory 33
3.1. Harvey-Lawson theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.1. Finite volume flows and the current equations. . . . . . . . . . . 34
3.1.2. Operator equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2. Currents in Morse theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1. Structure of the correlation current . . . . . . . . . . . . . . . . . . 37
3.2.2. Recovering Morse theory . . . . . . . . . . . . . . . . . . . . . . . . 41

4. From Witten deformations to the Oriented Morse Complex 43
4.1. The Witten Instanton complex . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1.1. Construction of the complex . . . . . . . . . . . . . . . . . . . . . . 44
4.2. From Witten to Morse via Harvey & Lawson . . . . . . . . . . . . . . . . 45

4.2.1. Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.2. Proof of Theorem 4.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 48



6

A. Appendix to Chapter 1 51
A.1. Review of Hodge theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

A.1.1. Hodge duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
A.1.2. Hodge theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

B. Appendix to Chapter 2 57
B.1. Dynamical properties of Morse-Smale functions . . . . . . . . . . . . . . . 57

B.1.1. Morse functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
B.2. Technical lemma for Theorem 2.29 . . . . . . . . . . . . . . . . . . . . . . . 59

C. Appendix to Chapter 3 61
C.1. On currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

C.1.1. Basic definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
C.1.2. Modes of convergence, Operations . . . . . . . . . . . . . . . . . . 63
C.1.3. Cohomology of currents . . . . . . . . . . . . . . . . . . . . . . . . . 65

D. Appendix to Chapter 4 67
D.1. More on operators defined by currents . . . . . . . . . . . . . . . . . . . . . 67



i

Introduction

At the intersection of topology and dynamics, there is the classical question of how to
tie the number of critical points of a function with the topology of the manifold on
which it is defined. The first successful result was obtained by Marston Morse in the
30’s, with his celebrated Morse inequalities [35]. These inequalities relate the number
of critical points of a special class of functions, called Morse functions, with the Betti
numbers of the manifold. Throughout the following decades, a great deal of work
was put into generalizing the Morse inequalities, often by finding new techniques to
derive them. This area of research led to some profound theorems in mathematics, like
the Bott periodicity theorem [13] and Smale’s proofs of the Poincaré conjecture in
dimension ≥ 5 and of the h-cobordism theorem [42, 44].

In 1982, Edward Witten found two peculiar ways to prove the Morse inequalities
[52]. Motivated by a simple model of supersymmetric quantum mechanics, he studied
a one-parameter family of Laplace-like operators acting on the algebra of differential
forms of a manifold. These operators are obtained by deforming the De Rham complex
of differential forms by a Morse function and extracting a deformed Hodge-Laplace
operator from it. He found that through the asymptotics of the spectrum of these
operators, one could analytically recover the Morse inequalities for the deforming
function. This analytical approach to a topological question was adapted to the realm
of index theory for elliptic operators [8–12] and is a powerful asset for the derivation
of explicit formulas in that theory. On the other hand, Witten introduced an algebraic
technique, based on works of Thom and Smale [45, 46], that later proved to be of great
versatility and power. He constructed a chain complex with the gradient flow lines of
the Morse function, with which he found one could extract the Morse inequalities alge-
braically. The construction of this complex ultimately led Andreas Floer to formulate
Floer homology [17, 18], one of the most successful tools in symplectic topology and
geometry. Finally, Witten conjectured that his complex would arise naturally from
the eigenforms of the family of deformed Laplacians. Such a conjecture was proved
rigorously by Helffer and Sjöstrand using techniques from semi-classical analysis [26].

The goal of this thesis is to give an alternative, dynamical-flavored proof of Witten’s
conjectural correspondence between his analytical and algebraic techniques. To do this,
we take a detour into Harvey and Lawson’s Morse theory [21–23, 34]. The original
motivation of Harvey-Lawson theory is to study the large-time limit of the pull-back
of a flow on bundles over the manifold, which in dynamical systems theory, is called
transfer operator. The transfer operator carries a lot of information on the dynamics of
the flow which cannot be extracted efficiently from the flow acting on points [6]. Thus
the study of the large-time limit of the transfer operator, when it exists, might shed
light on the convergence of the system to an equilibrium state for the system. Harvey
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and Lawson study the limit for a class of hyperbolic flows, which contains the gradient
flows of Morse functions. In the special case of the gradient flow of a Morse function,
they also show how this large time limit may be expressed in terms of the stable and
unstable manifolds of the gradient flow.

We will use this encoding of the large-time limit in the stable and unstable manifolds
to define a map between the eigenforms of the deformed Laplacians and the complex
constructed by Witten. By mimicking the semi-classical estimates of Helffer and
Sjöstrand, we will then show that this map is a cochain isomorphism, obtaining a
proof of the conjecture. The idea behind the use of Harvey-Lawson theory is that
the deformed Laplacian can also be interpreted as a stochastic perturbation of the Lie
derivative generating the flow, so that the asymptotics of its spectrum may also be
understood in connection to the framework of large deviations from the classical paths
of the system – the gradient flow lines.

Overview

1. In the first chapter we study the Witten Deformation of the De Rham complex of
differential forms. We start from the general case, where the deformation is done
with a vector field, and continue with the special case of the deformation with a
gradient of a Morse function. In this special case we prove the first important
theorem of the thesis, namely, we show that the spectrum of the Witten Laplacian
acting on k-forms is in a one-to-one correspondence with the critical points of
index k of the Morse function used in the deformation.

2. In the second chapter we define the “oriented Morse chain complex”. This is
a chain complex constructed with the orientations of the unstable manifolds
of the critical points of a Morse function, where the differential is defined by
appropriately counting gradient flow lines connecting two critical points whose
index differs by one. We introduce the “Thom-Smale cellular filtration”, which is
a cellular filtration of the manifold based on the foliation by unstable submanifolds
of the Morse function. Since this is a true cellular filtration, its cellular homology
is computing the singular homology of the manifold. Then we show the second
important theorem of the thesis: the oriented Morse complex is isomorphic to
the cellular complex of this filtration, so it is computing the singular homology
of the manifold. The Morse inequalities follow from this isomorphism.

3. In the third chapter we study Harvey-Lawson theory. We show that the large-
time limit of the pull-back of a flow of a differential form exists in the complex of
currents on the manifold – hence the limit exists in a distributional sense. This
limit defines a map from the exterior bundle to the complex of currents, and it
turns out to be a cochain map. Moreover, it can be expressed in terms of currents
of integration over the stable and unstable manifolds. As a side note, this is also
telling us that the equilibrium state of this very simple dynamical system will be
concentrated around the stable and unstable manifolds of the flow. Finally, using
the explicit form of this limit, we can construct a subcomplex of the complex of
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currents which is isomorphic to the oriented Morse complex. This will be our
“proxy complex” for the proof of Witten’s conjecture.

4. In the last chapter we combine all of the above to show that the subcomplex of
the deformed De Rham complex given by the eigenforms of the Witten Laplacian
is isomorphic to the “proxy complex” of Harvey-Lawson theory, so in turn, to
the oriented Morse complex. The idea of the proof is to adapt the heat kernel
method of Bismut and approximate the eigenforms with “bump k-forms” whose
traces on the stable spaces of critical points of index k are much easier to manage
than the traces of the eigenforms.
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1. Witten deformations of the De Rham complex

The Witten deformation of the De Rham complex, intro-
duced by Witten in 1982 [52], is a family of cochain complexes
dependent from a parameter, which are all quasi-isomorphic
to the original, undeformed De Rham complex. The advan-
tage introduced by this deformation is that for small values of
the parameter, the Hodge theory of the deformed complex is
simpler than the Hodge theory of the undeformed complex.
The contents of this chapter are loosely adapted from [53,
Chapter 4 and 5]

1.1. Witten deformations in general

Let (M , g ) be a Riemannian n-manifold. Consider the cochain complex (Ω•(M ), d )
of differential forms on M . This complex is quasi-isomorphic to the singular cochain
complex with real coefficients, so that its cohomology is computing the real singular
cohomology of the manifold M . We want to construct a family of complexes (Ω•(M ), dν)
where ν ∈R, which are quasi-isomorphic to the De Rham complex. See the Appendix,
section A.1 for a review of Hodge theory and all the necessary notation we use in this
chapter.

1.1.1. Clifford actions

Denote by Λ•(V ) the exterior algebra over a finite dimensional vector space V . For
a vector v ∈V and a k-form θ ∈Λk (V ∗), denote by ivθ ∈Λk−1 (V ∗) the (k − 1)-form
obtained by evaluating θ on v. We call iv the interior product operator. Now, if we
consider the exterior bundle Λ•(T ∗M ) and a e ∈ T M such that πT M (e) = x, we have a
well defined interior product operator on Λ• (T ∗x M ) by setting

Λ• (T ∗x M ) 3 θ 7→ ieθ= ivθ ∈Λ
•−1 (T ∗x M ) (1.1.1)

where v ∈ Tx M is such that in a trivializing chart e = (x, v). Hence we may extend the
definition of the interior product to an operation involving a vector field X : M → T M
and a differential k-form θ : M →Λk (T ∗M ) by setting (iXθ)x = iX (x)θx .

Since we have fixed a Riemannian structure on M , for any x ∈M , each v ∈ Tx M has
a corresponding v∗ ∈ T ∗x M such that for any w ∈ Tx M it holds that v∗(w) = gx(v, w).
Hence if we take a vector field X : M → T M , we may define a dual 1-form X ∗ : M →
T ∗M by setting for every x ∈M , X ∗x (v) = gx (X (x), v) for any v ∈ Tx M



2

Definition 1.1. Let X : M → T M be a vector field. Define the Clifford operators as
follows:

c (X ) : Ω• (M )→Ω• (M )
θ 7→ c (X ) (θ) =X ∗ ∧θ− iXθ

ĉ (X ) : Ω• (M )→Ω• (M )
θ 7→ ĉ (X ) (θ) =X ∗ ∧θ+ iXθ

(1.1.2)

Remark 1.2. The Clifford operators are vector space endomorphisms of Ω•(M ) of
mixed degree, and not graded algebra morphisms. They interchange the even and odd
spaces: if we define

ΩE (M ) =
⊕

j even

Ω j (M ) , ΩO (M ) =
⊕

j odd

Ω j (M ) (1.1.3)

then we have

c(X )
�

ΩE (M )
�

⊆ΩO (M ) , c(X )
�

ΩO (M )
�

⊆ΩE (M ) (1.1.4)

and the same for ĉ . In this sense we may say that the Clifford operators are Dirac-type
operators.

PROPOSITION 1.3. Let X ,Y : M → T M be vector fields. Then the following identities
hold:

[c (X ) ◦ c (Y )+ c (Y ) ◦ c (X )]θ=−2g (X ,Y )θ
[ĉ (X ) ◦ ĉ (Y )+ ĉ (Y ) ◦ ĉ (X )]θ= 2g (X ,Y )θ
c (X ) ◦ ĉ (Y )+ ĉ (Y ) ◦ c (X ) = 0

(1.1.5)

Proof. The proof is just a matter of computation.

c(X ) ◦ c(Y )θ=X ∗ ∧Y ∗ ∧θ−X ∗ ∧ (iYθ)− iY (X
∗ ∧θ)+ iY iXθ

c(Y ) ◦ c(X )θ= Y ∗ ∧X ∗ ∧θ−Y ∗ ∧ (iXθ)− iX (Y
∗ ∧θ)+ iX iYθ

(1.1.6)

Hence in the sum the only non-canceling terms are

[c (X ) ◦ c (Y )+ c (Y ) ◦ c (X )]θ=−Y ∗ ∧ iXθ− iY (X
∗ ∧θ)−X ∗ ∧ iYθ− iX (Y

∗ ∧θ)
(1.1.7)

A quick computation in charts shows that iY (X
∗ ∧θ) = iX (Y

∗ ∧θ) = g (X ,Y )θ while
the remaining terms cancel each other out. The rest of the proof is similar.

1.1.2. Witten deformations

Recall that the presence of a metric on M induces an isomorphism ∗ : Ωk(M ) →
Ωn−k(M ) for all 0≤ k ≤ n which is an involution up to sign (see in Appendix, subsec-
tion A.1.1.2). Through this involution we may define an inner product on k-forms as

(η,ξ ) =
∫

M
η∧∗ξ (1.1.8)
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This induces a formal adjoint to the exterior differential, which we call codifferential
d ∗ : Ω•(M )→ Ω•−1(M ), which is defined by imposing that (dη,ξ ) = (η, d ∗ξ ). The
Dirac operator (Appendix, subsection A.1.1.5) is the partial differential operator D =
d + d ∗, which, like the Clifford operators, is a linear endomorphism which switches
odd forms and even forms. For computations in charts, it is convenient to introduce
the C∞(M )-valued inner product 〈−,−〉 : Ωk(M )×Ωk(M )→C∞(M ), which is defined
in the Appendix, equation (A.1.4). It characterizes the previous inner product by the
fact that if µg is the Riemannian volume form of M ,

η∧∗ξ = 〈η,ξ 〉µg (1.1.9)

Definition 1.4. Let ν > 0 and X : M → T M be a vector field. To avoid degenerate
situations, let’s assume once and for all that X is a transverse section, that is, the image
X (M ) in T M is transversal to the zero section.

1. TheWitten deformation of the exterior differential operator is

dν = d + ν−1X ∗ ∧− : Ω• (M )→Ω•+1 (M ) (1.1.10)

The adjoint operator with respect to the inner product (−,−) is called the Witten
deformation of the codifferential and has the expression

d ∗ν = d ∗+ ν−1iX : Ω• (M )→Ω•−1 (M ) (1.1.11)

2. The Witten-Dirac operator is

Dν = dν + d ∗ν = d + d ∗+ ν−1 ĉ (X ) : Ω•(M )→Ω•(M ) (1.1.12)

3. The Witten Laplacian with respect to X is the operator

∆ν =D2
ν : Ω•(M )→Ω•(M ) (1.1.13)

THEOREM 1.5. Let e1, . . . , en be a local orthonormal frame for the tangent bundle. Let
∇ : Ω0 (M ;T M )→Ω1 (M ;T M ) be the Levi-Civita connection and∇ j =∇e j

the covari-
ant differentiation in direction e j . We have the following Bochner-type formula

∆ν =∆+
1
ν

∑

j

c
�

e j

�

◦ ĉ
�

∇ j X
�

+
2g (X ,X )

ν2
(1.1.14)

where ∆=D2 = (d + d ∗)2 is the usual Hodge-Laplacian.

Proof. We have Bochner-type expressions for the exterior differential and codifferential
(Proposition A.7):

d =
∑

j

�

e j ∧−
�

◦∇ j , d ∗ =−
∑

j

ie j
◦∇ j (1.1.15)
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which gives us the expression for the Dirac operator

D =
∑

j

c
�

e j

�

◦∇ j (1.1.16)

The claim now follows from an explicit calculation, using the properties of the Clifford
operators. To shorten notation, denote by [−,−] the commutator on linear operators
and {−,−} the anticommutator on linear operators.

∆ν = (D + ĉ(X ))2 =∆+
1
ν
{D , ĉ(X )}+

2g (X ,X )
ν2

=

=∆+
1
ν





∑

j

¦

c
�

e j

�

◦∇ j , ĉ (X )
©



+
2g (X ,X )

ν2
=

=∆+
1
ν





∑

j

c
�

e j

�

◦∇ j ◦ ĉ (X )−
∑

j

c
�

e j

�

◦ ĉ (X ) ◦∇ j



+
2g (X ,X )

ν2
=

=∆+
1
ν

∑

j

c
�

e j

�

◦
�

∇ j , ĉ (X )
�

+
2g (X ,X )

ν2

(1.1.17)

To compute
�

∇ j , ĉ (X )
�

, we first prove the following

LEMMA 1.6 (Covariant derivative of dual 1-form). Let X ,Z be vector fields.

∇Z (X
∗) = (∇ZX )∗ (1.1.18)

Proof. The question is local, so we may pick an orthonormal frame e1, . . . , en of T M
and suppose Z = e j . Now,∇Z (X

∗) is a 1-form uniquely determined by the following
equation: for any vector field Y

∇Z (X
∗) = Z (X ∗Y )−X ∗ (∇ZY ) = Z (X ∗Y )− g (X ,∇ZY ) (1.1.19)

But in charts

Z (X ∗Y ) =
∂

∂ x j

�

gk l X
kY l �=

∂ gk l

∂ x j
X kY l + gk l

∂ X k

∂ x j
Y l + gk l X

k ∂ Y l

∂ x j
=

=
�

gi lΓ
i
j k + gkiΓ

i
j l

�

X kY l + gk l
∂ X k

∂ x j
Y l + gk l X

k ∂ Y l

∂ x j
=

= gk l

�

∂ X k

∂ x j
+Γ k

j i X
i
�

Y l + gk l

�

∂ Y k

∂ x j
+Γ k

j i Y
i
�

X l =

= g (∇ZX ,Y )+ g (X ,∇ZY )

(1.1.20)

Hence ∇Z (X
∗)Y = Z (X ∗Y )− g (X ,∇ZY ) = g (∇ZX ,Y ) for any vector field Y . By

non-degeneracy of the Riemannian metric we conclude that∇Z (X
∗) = (∇ZX )∗.
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So now we may compute the commutator. Notice that from the definition of
connection on k-forms, it follows trivially that∇Z ◦ iX = iX ◦∇Z+ i∇Z X on any k-form.

�

∇ j , ĉ (X )
�

θ=∇ j (c (X )θ)− c (X )
�

∇ jθ
�

=

=∇ j (X
∗ ∧θ)+∇ j (iXθ)−X ∗ ∧∇ jθ− iX

�

∇ jθ
�

=

=∇ j (X
∗)∧θ+X ∗ ∧∇ jθ−X ∗ ∧∇ jθ+ i∇ j X

θ=

=
�

∇ j X
�∗
∧θ+ i∇ j X

θ= ĉ
�

∇ j X
�

θ

(1.1.21)

Finally

∆ν =∆+
1
ν

∑

j

c
�

e j

�

◦
�

∇ j , ĉ (X )
�

+
2g (X ,X )

ν2
=∆+

1
ν

∑

j

c
�

e j

�

◦ĉ
�

∇ j X
�

+
2g (X ,X )

ν2

(1.1.22)

Remark 1.7. Notice that this explicit expression shows that ∆ν does not respect the
grading of Ω•(M ) in general. It obviously does respect the parity of the k-forms. So
a weaker preservation is in act: the Z/2-grading of Ω•(M ). In physicist terms, we say
that∆ν is a supersymmetry operator.

1.1.3. Localizing close to invariant sets

The presence of a Riemannian metric on M induces a metric 〈−,−〉 on the whole tensor
bundle T •• (M ) and thus also on the exterior bundles, both of k-forms and of k-vectors.
In charts this metric has the very simple form

〈T , S〉= g j1 s1 . . . g jk sk gi1 r1
. . . gih rh

T i1...ih
j1... jk

S s1...sk
r1...rh

(1.1.23)

which is just the contraction of the indices of the tensors with each other. On the
exterior bundle it coincides with the one defined in the Appendix. Denote by ‖−‖ the
L2-type norm on the tensor bundle induced by integration of the metric.

Recall that we have assumed X to be a transverse section of the tangent bundle. This
way, the zero set Z(X ) of X is a discrete set in M . The advantage of the Witten-Dirac
operator over the classical Dirac operator itself is that for small ν , we have the following
Poincaré inequality away from the zero set of X :

THEOREM 1.8. Let Z(X ) ⊂ M be the zero locus of X on M . Let U be an open set
containing Z(M ). There exist constants C > 0 and ν0 > 0 such that for any k-form θ with
support disjoint from U and for any ν < ν0 we have the following Poincaré inequality:

‖θ‖ ≤C
p
ν ‖Dνθ‖ (1.1.24)
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Proof. Since we are interested in θ supported inside M \U , there exists a small enough
C1 > 0 such that ‖X ‖2 ≥ C1/2 for all x ∈ M \U . Now, we can estimate the second
term in formula (1.1.14) with a sup norm, so there exists a C2 > 0 such that

‖Dνθ‖
2 = (Dνθ, Dνθ) = (∆νθ,θ)≥

�C1

ν2
−

C2

ν

�

‖θ‖2 =
C1− νC2

ν2
‖θ‖2 (1.1.25)

so for small enough ν,

‖θ‖ ≤ ν
p

C1− νC2

‖Dνθ‖ ≤C
p
ν‖Dνθ‖ (1.1.26)

Remark 1.9. This theorem is telling us that away from the zero set of the vector field,
the operator∆ν is injective. Hence the kernel of∆ν is comprised necessarily of forms
with support concentrated around the zero set of the vector field.

Let p ∈ Z(X ) and let Up ⊂M be a domain for a chart (y1, . . . , yn) centered in p for
which the metric g is the flat metric

g |Up
=

n
∑

j=1

d y j ⊗ d y j (1.1.27)

For simplicity, assume that in this chart X (y) =Ay for a linear operator A: Rn→Rn

with nonzero determinant. Since we have chosen a flat chart, the Bochner-type formula
(1.1.14) reads

∆ν =−
n
∑

j=1

�

∂

∂ y j

�2

+
1
ν

n
∑

j=1

c
�

e j

�

◦ ĉ
�

Ae j

�

+
1
ν2

Ay ·Ay (1.1.28)

Drawing from elementary quantum mechanics, this operator is close to the Hamiltonian
of an n-dimensional quantum harmonic oscillator, where the action on a k-form θ is
the action on a state comprising of k fermions. Namely,

∆ν =Hν +Kν

Hν =−
n
∑

j=1

�

∂

∂ y j

�2

− 1
ν

tr
�p

AT A
�

+
1
ν2

Ay ·Ay

Kν =
1
ν

tr
�p

AT A
�

+
1
ν

n
∑

j=1

c
�

e j

�

◦ ĉ
�

Ae j

�

(1.1.29)

Now, Hν is the legitimate Hamiltonian of a quantum harmonic oscillator (sheared by
A), whose spectral theory is very well known [20, Section 1.5]. The spectral theory for
Kν is studied in [41]. The Clifford operators in this interpretation act as creation and
destruction operators. Particularly interesting for us is the following local expression
of the kernel of∆ν :
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PROPOSITION 1.10 ([53, Proposition 4.9]). For any ν > 0, ∆ν |Up
is a positive operator

with one dimensional kernel, of the following form

ker∆ν = span
�

exp
�

−
|Ay|2

2ν

�

ρ

�

(1.1.30)

where ρ is a norm-1 form in the kernel of Kν . Moreover all nonzero eigenvalues of this
operator are greater than C/ν for some positive constant C .

1.1.4. On the square of dν
In this section we show under which conditions on the deformation vector field X the
graded vector space Ω•(M ) is a cochain complex when endowed with dν . First we must
extend the operator iX : Ω•(M )→Ω•−1(M ) to a more general operator iX : Ω•(M )→
Ω•−h(M ) where X is an h-vector field, and then we borrow some terminology from
fluid dynamics.

Definition 1.11. Let ξ be a k-form and X an h-vector field with k ≥ h. The inner
product of ξ with X, iXξ , is the (k − h)-form obtained by evaluating ξ on X.

Definition 1.12. Consider a vector field X on a Riemannian manifold (M , g ).
1. The curl of the vector field, curlX , is the 2-form curlX = dX ∗.
2. The vorticity of the vector field, VX , is the 2-vector field dual to its curl, that is,

the unique 2-vector field such that curlX = 〈VX ,−〉.
Borrowing terminology from classical 3D Riemannian geometry, we say that a vector
field is conservative if its curl is zero.

Remark 1.13. By definition, 〈curlX ∧−,−〉= 〈−, iVX−〉. Moreover notice that when
curlX = 0, the dual 1-form to X defines a cohomology class [X ∗] ∈H 1 (M ;R).

LEMMA 1.14. Consider dν = d +X ∗ ∧− and d ∗ν = d ∗ + iX . We have the following
identities.

d 2
ν = curlX ∧− : Ω•(M )→Ω•+2(M )

(d ∗ν )
2 = iVX : Ω•(M )→Ω•−2(M )

(1.1.31)

Proof. Indeed

d 2
ν θ= d 2θ+X ∗ ∧ dθ+ d (X ∗ ∧θ)+X ∗ ∧X ∗ ∧θ=
=X ∗ ∧ dθ+ dX ∗ ∧θ−X ∗ ∧ dθ= curlX ∧θ

(1.1.32)

while by adjunction



θ, (d ∗ν )
2 ξ
�

=



d 2
ν θ,ξ

�

= 〈curlX ∧θ,ξ 〉= 〈θ, iVXξ 〉 (1.1.33)
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COROLLARY 1.15. If X is conservative, then (Ω•(M ), dν) is a cochain complex for all
ν > 0.

Remark 1.16. Notice that the above results show us that one may loosely think of dν as
a connection, more than an exterior differentiation, where the curl form plays the rôle
of the curvature 2-form. In the case of conservative forces, this “connection” is flat, and
hence may be used to compute some sort of cohomology theory for M .

PROPOSITION 1.17. Let X be conservative. Then we have an explicit formula for ∆ν :

∆ν =∆+
1
ν
[LX + L∗X ]+

2g (X ,X )
ν2

(1.1.34)

where LX denotes the Lie derivative in direction X and L∗X its formal adjoint with respect
to the metric.

Proof. This is an explicit calculation involving all the adjunctions we have encountered
so far. We shall use the Cartan formula LX = iX ◦ d + d ◦ iX and its adjoint version,
L∗X = (X

∗ ∧−) ◦ d ∗+ d ∗ ◦ (X ∗ ∧−). Explicitly

∆ν = d 2
ν +(d

∗
ν )

2+ dνd
∗
ν + d ∗ν dν =

= d d ∗+ ν−1d iX + ν
−1 (X ∗ ∧−)d ∗+ ν−2X ∗ ∧ iX+

+ d ∗d + ν−1d ∗ (X ∗ ∧−)+ ν−1iX d + ν−2iX (X
∗ ∧−) =

= d d ∗+ d ∗d + ν−1 (d iX + iX d + d ∗ (X ∗ ∧−)+ (X ∗ ∧−)d ∗)+
+ ν−2 (X ∗ ∧ iX + iX (X

∗ ∧−)) =
=∆+ ν−1 [LX + L∗X ]+ 2ν−2 g (X ,X )

(1.1.35)

1.2. Deforming with a gradient field

We have seen that if we deform the De Rham complex with a conservative vector field,
the result is again a cochain complex. In this section we study deformations with a
restricted subclass of conservative vector fields, the gradient vector fields, which admit
a globally defined potential, hence whose dual 1-form is exact. In this case it is very
easy to show that the deformed complexes are all isomorphic.

1.2.1. Witten exterior differential revisited

Recall that for a differentiable function f : M →R, the gradient vector field is the unique
vector field ∇g f such that d f = g (∇g f ,−). Denote again by dν , d ∗ν , Dν and ∆ν the
deformed operators, where the deformation is by X =∇g f . Notice that trivially X is
a conservative field, since dX ∗ = d (d f ) = 0.
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PROPOSITION 1.18. dν = e− f /νd e f /ν and d ∗ν = e f /νd ∗e− f /ν .

Proof.
�

e− f /νd e f /ν�θ= e− f /νd
�

e f /νθ
�

= e− f /ν �e f /νν−1d f ∧θ+ e f /νdθ
�

=

=
1
ν

d f ∧θ+ dθ= dνθ
(1.2.1)

The other statement follows immediately by adjunction.

Definition 1.19. The Witten deformation of the De Rham complex is the family of cochain
complexes {(Ω• (M ) , dν)}ν>0.

PROPOSITION 1.20. The complexes (Ω•(M ), d ) and {(Ω• (M ) , dν)}ν>0 are all isomorphic.

Proof. Indeed the map is given by θ 7→ e f /νθ. Clearly this is an isomorphism for all
ν > 0 at each degree, since it’s just the multiplication with an invertible element in the
ring C∞(M ), and Ωk(M ) is a C∞(M )-module. Since e f /νdν = e f /ν e− f /νd e f /ν = d e f /ν it
is also a cochain complex morphism.

Remark 1.21. In the more general case of a conservative vector field, this proposition
suggests how we might show that the deformed cochain complexes are quasi-isomorphic
to the undeformed complex on M . Indeed, the dual 1-form θ to a conservative vector
field X is closed, so we may pick the cover π : E → M of M for which its lift π∗θ is
exact and has a potential f – e.g. the universal cover. Now, in E we may deform the De
Rham complex (Ω•(E),d) and obtain the isomorphic family of complexes (Ω•(E),dν).
To recover the cohomology of the space M we have that H k(M ; R) is isomorphic to
the equivariant cohomology H k(E ; R)G of E , where the group G is given by the deck
transformations of the cover. So the problem of finding a quasi-isomorphism between
(Ω•(M ), dν) and the undeformed complex is reduced to checking that the equivariant
differential forms (Ω•(E)G,d) are preserved by the conjugation by e f /ν . This sort of
reasoning fits in the scope of Novikov theory [37].
PROPOSITION 1.22. We have the identity

e f /ν∆ν e
− f /ν =∆+

2
ν

L∇g f (1.2.2)

Proof. Indeed

e f /ν∆ν

�

e− f /νθ
�

= d
�

d ∗2 f ,νθ
�

+ d ∗
�

d2 f ,νθ
�

=

= d d ∗θ+ 2ν−1d
�

i∇g f θ
�

+ 2ν−2i∇g f (dθ)+ d ∗dθ=

=∆θ+ 2ν−1L∇g f θ

(1.2.3)

where we have indicated by d2 f ,ν the Witten deformation of d with respect to 2∇g f .

Remark 1.23. Looking at ∆̂ν = (ν/2)∆ν , we see that e f /ν∆̂ν e
− f /ν = L∇g f + (ν/2)∆,

which for ν small is a sort of stochastic perturbation of the Lie derivative, if thought of as
the infinitesimal generator of a semigroup inΩ•(M ). Moreover, the local expression for
the kernel of∆ν found below shows that it is generated by “heat kernel forms”, which
we may think of as restrictions of the heat kernel to k-dimensional submanifolds in Up .
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1.2.2. Localization close to critical points of a Morse function

We want to study the kernel of the Witten laplacian in the gradient case.

Remark 1.24. What we are missing is a Hodge-type theorem that ties ker∆ν |Ωk with
H k (Ω•(M ), dν). But we don’t really need it, we already have plenty of information.
� Proposition 1.17 shows explicitly that ∆ν respects the degree whenever X is

conservative, so that in our case∆ν : Ω
k(M )→Ωk(M ).

� Proposition 1.20 shows that dim H k (Ω•(M ), dν) = dim H k (Ω•(M ), d ), and that
additionally they are isomorphic.
� Proposition 1.10 gives us an explicit expression for the kernel of the Witten

Laplacian close to the critical points of f .
If we put stronger conditions on our gradient field, we can obtain considerable strength
by combining the Propositions as we have done above.

From now on, assume that f : M →R is a Morse function, that is, a function whose
critical points are all non-degenerate. Elementary properties of Morse functions are
spelled out in the Appendix, Section B.1. Namely, combining the Morse Lemma B.5
with the local expression of Proposition 1.10, we obtain the following

PROPOSITION 1.25 ([53, Proposition 5.4]). Let p ∈Crit f . There exists a small enough
chart

�

Up ,
�

y1, . . . , yn
�

�

centered at p such that

∆ν =−
n
∑

j=1

�

∂

∂ y j

�2

+
2
ν

 

ind p
∑

j=1

i ∂

∂ y j

�

d y j ∧−
�

+
n
∑

j=ind p

d y j ∧ i ∂

∂ y j
−

!

− n
ν
+

2|y|2

ν2
(1.2.4)

In this chart, ∆ν acting on Γ (Λ• (Rn)) is a non-negative operator with kernel

ker∆ν = span
�

exp
�

−
|y|2

2ν

�

d y1 ∧ · · · ∧ d y ind p
�

(1.2.5)

for all sufficiently small ν > 0.

What we are saying is that the Witten Laplacian admits an approximation by quantum
harmonic oscillators in a small enough chart. With this line of thought, we can show
more – in charts, we can find the whole spectrum of the Witten Laplacian, following
the original article [52]. First of all we may rewrite equation (1.1.28) in a Morse chart
for f (see Theorem B.5 and use the identities in Proposition 1.3)

n
∑

j=1

(

−
�

∂

∂ y j

�2

+
2
�

y j
�2

ν2

)

+
1
ν

(

−
ind p
∑

j=1

�

i ∂

∂ y j
, d y j ∧−

�

+
n
∑

j=ind p+1

�

i ∂

∂ y j
, d y j ∧−

�

)

=

=
n
∑

j=1

H j
ν −

ind p
∑

j=1

K j
ν +

n
∑

j=ind p+1

K j
ν

(1.2.6)
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This time, the Hν part is an isotropic quantum harmonic oscillator. Moreover, the
harmonic oscillator part and the Kν part commute: H j

ν acts on the C∞ coefficients of
a form while K h

ν on the basis chosen. So they may be simultaneously diagonalized and
their eigenforms are thus the same. Precisely, the eigenfunctions of H j

ν are proportional
to YN j

(y j )exp
�

−(y j )2/2ν
�

, where the YN j
are the Hermite polynomials, and N j ∈N is

the first quantum number. The eigenvalues are (1/ν)(1+ 2N j ). For K j
ν , it is easy to see

that the eigenforms are the basis forms, while the eigenvalues are just ±1. Indeed if I is
a multi-index of length k,

�

i ∂

∂ y j
, d y j ∧−

�

d y I =
¨

d y I , j ∈ I
−d y I , j /∈ I

= ε j I d y I (1.2.7)

where the symbol ε j I is defined by that formula. This means that the eigenvalues of
the Witten Laplacian acting on k-forms in this chart are

αI ,N =
1
ν

n
∑

j=1

�

1+ 2N j

�

−
ind p
∑

j=1

ε j I +
n
∑

j=ind p+1

ε j I (1.2.8)

where I is a multi-index of length k. Hence for a form to be in the kernel, that is, have
eigenvalue 0, it must be that I = (1, . . . , ind p) and all the N j must be zero. From this it
follows that the kernel has the form of equation (1.2.5).

Remark 1.26. The expression (1.2.5) for the kernel shows that the harmonic forms for
the Witten Laplacian are a sort of Thom forms [30, 31].

1.3. The spectrum of ∆ν

The special local form of the Witten Laplacian and its kernel will enter in the computa-
tion of the spectrum of∆ν . In this section we seek the proof of the following

THEOREM 1.27. For any ε > 0 there exists a ν0 > 0 such that whenever ν < ν0, the number
of eigenvalues of ∆ν |Ωk in the interval [0,ε] equals the number of critical points of f with
index k.

The proof will use the heat kernel method introduced by Bismut in [11].

1.3.1. Dimensional reduction

Definition 1.28. Let p ∈Critk f and (Up , (y1, . . . , yn)) a chart centered in p. Denote by
W the codomain of the chart. Consider an a > 0 such that we may fit a ball of radius
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4a in W . Let γ : R→ [0,1] be a bump function supported on [−2a, 2a], i.e. a smooth
function such that γ (z) = 1 if |z |< a and 0 for |z |> 2a. Define

αp,ν =
∫

W
γ (|y|)2 exp

�

−
|y|2

ν

�

d y1 ∧ · · · ∧ d yn

ρp,ν =
γ (|y|)
p

αp,ν

exp
�

−
|y|2

2ν

�

d y1 ∧ · · · ∧ d yk
(1.3.1)

We can see ρp,ν as a k-form on M with (compact) support contained in Up .

Let L2Ω• = L2 (M ;Λ• (T ∗M )) be the completion of Ω•(M ) under the Riemannian
norm we’ve used up until now, and denote by W 1,2Ω• the subspace of forms of finite
first Sobolev norm. Define

Eν =
⊕

p∈Crit f

span
�

ρp,ν

�

(1.3.2)

Remark 1.29. By Proposition 1.25, ρp,ν ∈ ker∆ν when restricted to the sections sup-
ported in the small ball Ba(p). By construction, for any ν,

dim Eν =
∑

k∈N
]
�

Critk f
�

(1.3.3)

because for each critical point of index k there is a line in Eν generated by the relative
ρp,ν . Hence Eν is graded by the Morse index of the critical points.

Let E⊥ν be the orthogonal complement in L2Ω• of Eν , so that L2Ω• = Eν ⊕ E⊥ν .
Relative to this splitting we can decompose the Witten-Dirac operator as follows

Dν =
�

Dν ,11 Dν ,12
Dν ,21 Dν ,22

�

: Eν ⊕ E⊥ν → Eν ⊕ E⊥ν (1.3.4)

where, if p1 : L2Ω•→ Eν and p2 : L2Ω•→ E⊥ν are the orthogonal projections, Dν ,i j =
p j ◦Dν ◦ pi .

Remark 1.30. We have an explicit formula for p1. Indeed if θ ∈ L2Ω•, since we know
explicitly the generators of Eν , it is clear that

p1θ=
∑

p∈Crit f

ρp,ν

�

ρp,ν ,θ
�

(1.3.5)

The following norm estimates are the core of the proof. They show that some sort
of dimensional reduction is going on, as ν→ 0.

PROPOSITION 1.31. We have the following estimates on Dν ,i j :
1. For any ν > 0, Dν ,11 = 0.
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2. There exists a ν1 > 0 such that for any θ ∈ E⊥ν ∩W 1,2Ω• and any θ′ ∈ Eν ,

‖Dν ,12θ‖ ≤ ν‖θ‖
‖Dν ,21θ

′‖ ≤ ν‖θ′‖
(1.3.6)

for all ν < ν1.
3. There exists a ν2 > 0 and C > 0 such that for any θ ∈ E⊥ν ∩W 1,2Ω•

‖Dνθ‖ ≥
C
p
ν
‖θ‖ (1.3.7)

for all ν < ν2.

Proof. 1. We have Dν ,11θ = p1Dν p1θ. But p1θ =
∑

p∈Crit f ρp,ν

�

ρp,ν ,θ
�

, and since
the inner product term is comprised of real numbers, all we have to consider
is Dνρp,ν . Now, Dνρν , p ∈ Ω ind p−1(M ) ⊕ Ω ind p+1 and it has compact support
completely contained in Up . But then p1Dν p1θ= 0.

2. We have that Dν ,21 is the adjoint of Dν ,12 so all we have to do is prove the first
inequality. Now, since ρp,ν is compactly supported in Up , by combining the
explicit expression of ρp,ν and D2

ν =∆ν given by Proposition 1.25, for any θ ∈
E⊥ν ∩W 1,2Ω•,

Dν ,12θ=
∑

p∈Crit f

ρp,ν

∫

W

¬

ρp,ν , Dνθ
¶

d y1 ∧ · · · ∧ d yn =

=
∑

p∈Crit f

ρp,ν

∫

W

¬

Dνρp,ν ,θ
¶

d y1 ∧ · · · ∧ d yn =

=
∑

p∈Crit f

ρp,ν

∫

W

*

Dν

 

γ (|y|)
p

αp,ν

exp
�

−
|y|2

2ν

�

d y1 ∧ · · · ∧ d y ind p

!

,θ

+

dvol

=
∑

p∈Crit f

ρp,ν

∫

W

*

c (dγ (|y|))
p

αp,ν

exp
�

−
|y|2

2ν

�

d y1 ∧ · · · ∧ d y ind p ,θ

+

dvol

(1.3.8)

By construction, since γ (|y|) is a bump function, dγ vanishes in a small ball
around p. Hence there exist ν0 > 0,C1 > 0 and C2 > 0 such that whenever ν < ν0,

‖Dν ,12θ‖ ≤
C1

νn/2
e−

C2
ν ‖θ‖ (1.3.9)

from which the inequality follows.
3. See [53, Proposition 4.12].

COROLLARY 1.32. The operator Dν ,22 : E⊥ν ∩W 1,2Ω•→ E⊥ν is invertible.
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Proof. It suffices to show that there exists a ν3 > 0 and a C > 0 such that for every
θ ∈ E⊥ν ∩W 1,2Ω• and any ν < ν3,

‖Dν ,22θ‖ ≥C‖θ‖ (1.3.10)

But notice that on E⊥ν ∩W 1,2Ω•, we have Dν =Dν ,12+Dν ,22 and by inequalities (1.3.6,
1.3.7) this lets us conclude.

COROLLARY 1.33. The operator Dν(u) = Dν ,11+Dν ,22+ u
�

Dν ,12+Dν ,21

�

: W 1,2Ω•→
L2Ω• is Fredholm for all 0≤ u ≤ 1.

Proof. The inequalities (1.3.6) show that Dν ,12 and Dν ,21 are compact operators. Hence
combining this with inequality (1.3.7), we conclude.

Remark 1.34. This last result is interesting in itself, because by the standard index theory
of elliptic operators, the index ind Dν of Dν is the Euler-Poincaré characteristic χ (M ) of
M – see Remark A.14 – so by homotopy invariance of the index of Fredholm operators,
we see that it is also the index of Dν(0) =Dν ,11. But Dν ,11 is the zero operator which has
full kernel Eν , and we also know that Eν ∩Ωk(M ) has dimension the number of critical
points of index k (Remark 1.29), so we obtain

ind Dν = ind Dν ,11 =
∑

j even

dimker Dν ,11|Ω j −
∑

j odd

dimker Dν ,11|Ω j =
n
∑

k=1

(−1)k]
�

Critk f
�

(1.3.11)
We found out that the index of the Witten Dirac operator ind Dν ties a “length formula”
for the total number of critical points of f to the “length formula” of the real coho-
mology of the manifold, which just gives χ (M ). This is a result that hints towards the
homological Morse theory of the next chapter.

1.3.2. Proof of the main theorem

Now, let Eν ,λ denote the eigenspace of Dν in L2Ω• with eigenvalue λ, and for ε > 0,
define

Eν(ε) =
⊕

λ∈[−ε,ε]

Eν ,λ (1.3.12)

with the relative orthogonal projector pν(ε) : L2Ω•→ Eν(ε). This is a finite dimensional
subspace, since there can only be finitely many eigenvalues in [−ε,ε].

The following result is telling us that the heat forms can be thought as approximate
eigenforms for the Witten Dirac operator, and gives a crude estimate on how good such
approximation is.

LEMMA 1.35. There exists a ν3 > 0 and a C1 > 0 such that for any σ ∈ Eν

‖pν(ε)σ −σ‖ ≤C1ν‖σ‖ (1.3.13)

for all ν < ν3.
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Proof. We want to use the spectral decomposition theorem for self-adjoint operators
on Hilbert spaces on Dν , but first we must show that its resolvent is well defined.

Let S1
ε = {λ ∈C : |λ|= ε} be the counter-clockwise oriented circle in C of radius ε.

Let λ ∈ S1
ε and 0< ν < ν1+ ν2, where ν1 and ν2 are the constants entering in Proposition

1.31. Then by the inequalities of Proposition 1.31, for any θ ∈W 1,2Ω•,

‖(λ−Dν)θ‖ ≥
1
2








λp1θ−Dν ,12θ







+
1
2








λp2θ−Dν ,21θ−Dν ,22θ







≥

≥ 1
2

�

(ε− ν)‖p1θ‖+
�

C
p
ν
− ε− ν

�

‖p2θ‖
� (1.3.14)

Hence there exists a ν4 < ν1+ ν2 and a C2 > 0 such that for any θ ∈W 1,2Ω•,

‖(λ−Dν)θ‖ ≥C2‖θ‖ (1.3.15)

for all ν < ν4. Hence the operator λ−Dν is invertible for small ν and for all λ ∈ S1
ε , so

that the resolvent (λ−Dν)
−1 is well defined. So by the standard spectral theorem for

bounded self-adjoint operators on Hilbert spaces,

pν(ε)σ −σ =
1

2πi

∫

S1
ε

�

(λ−Dν)
−1−λ−1�σdλ (1.3.16)

Using the splitting (1.3.4) and the fact that Dν ,11 = 0, we have

�

(λ−Dν)
−1−λ−1�σ = λ−1 [λ−Dν]

−1 Dν ,21σ (1.3.17)

Finally using the estimate (1.3.6) for Dν ,21 and the estimate (1.3.15), we have the estimate








λ−1 [λ−Dν]
−1 Dν ,21σ








≤C−1
2








Dν ,21σ







≤C−1
2 ν‖σ‖ (1.3.18)

Combining (1.3.16) with (1.3.18) we conclude.

We are ready for the proof of Theorem 1.27

Proof of Theorem 1.27. First of all, apply Lemma 1.35 to σ = ρp,ν . When ν is small
enough, it implies that the forms pν(ε)ρp,ν for p ∈ Crit f are linearly independent.
Hence there exists a ν5 > 0 such that for all ν < ν5, dim Eν(ε) ≥ dim Eν . Now, if the
inequality were strict, there would exist at least a non-zero σ ∈ Eν(ε) such that (σ ,θ) = 0
for all θ ∈ pν(ε) (Eν). Equivalently there would be at least a non-zero σ ∈ Eν(ε) such
that

�

σ , pν(ε)ρp,ν

�

= 0 ∀p ∈Crit f (1.3.19)

Now we argue by contradiction. Let σ be such a section. Then by combining equation
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(1.3.5) and (1.3.19),

p1σ =
∑

p∈Crit f

�

σ ,ρp,ν

�

ρp,ν =

=
∑

p∈Crit f

�

σ ,ρp,ν

�

ρp,ν −
∑

p∈Crit f

�

σ , pν(ε)ρp,ν

�

pν(ε)ρp,ν =

=
∑

p∈Crit f

�

σ ,ρp,ν

��

ρp,ν − pν(ε)ρp,ν

�

+
∑

p∈Crit f

�

σ ,ρp,ν − pν(ε)ρp,ν

�

pν(ε)ρp,ν

(1.3.20)

Applying Lemma 1.35 to the previous equation, we have that for all ν <min{ν3, ν5}

‖pν(ε)σ‖ ≤C1ν‖σ‖ =⇒ ‖p2σ‖ ≥ ‖σ‖−‖p1σ‖ ≥C4‖σ‖ (1.3.21)

for some constant C4 > 0. Now, using Proposition 1.31,

C C4p
ν
‖σ‖ ≤ ‖Dν p2σ‖= ‖Dνσ −Dν p1σ‖= ‖Dνσ −Dν ,21σ‖ ≤

≤ ‖Dνσ‖+ ‖Dν ,21σ‖ ≤ ‖Dνσ‖+ ν‖σ‖
(1.3.22)

Rearranging

‖Dνσ‖ ≥
C C4− ν

p
ν

p
ν

‖σ‖ =⇒ ‖σ‖ ≤
p
ν

C C4− ν
p
ν
‖Dνσ‖→ 0 as ν→ 0 (1.3.23)

contradicting that σ is a nonzero element of Eν(ε) for all ν.
We have shown that

dim Eν(ε) = dim Eν =
∑

k∈N
]
�

Critk f
�

(1.3.24)

Denote by qk : L2Ω•→ L2Ωk the projection from L2Ω• to the Hilbert subspace L2Ωk

of L2 k-forms. Since∆ν respects the degree of the forms, if θ ∈ Eν ,λ, then

∆νqkθ= qk D2
ν θ= λ

2qkθ (1.3.25)

so that if θ ∈ Eν ,λ, then qkθ is a k-eigenform of∆ν of eigenvalue λ2. In order to finish
the proof, we must show that dim qk Eν(ε) = ]

�

Critk f
�

.

By Lemma 1.35, if p ∈Critk f ,







qk pν(ε)ρp,ν −ρp,ν








≤C1ν







ρp,ν








 (1.3.26)

Since ρp,ν and ρq ,ν are linearly independent when q 6= p, by the previous inequality we
conclude that also qk pν(ε)ρp,ν and qh pν(ε)ρq ,ν are independent forms, for small enough
ν. But this implies that dim qk Eν(ε) ≥ ](Critk f ) for 0 ≤ k ≤ n. Combined with the
fact that dim Eν(ε) is the sum of such numbers (Remark 1.29), and Eν(ε) =

⊕

qk Eν(ε),
we conclude that dim Eν(ε) = ](Critk f ). Finally since the eigenvalues of ∆ν are the
squares of the eigenvalues of Dν with the same eigenforms, we conclude.
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Remark 1.36. This theorem shows that the eigenvalues of∆ν are encoding dynamical
information on f . In the next chapter, we will show how this dynamical information
can be used to recover the topology of the underlying manifold. Hence the spectrum
of the Witten Laplacian, just like any Laplacian, encodes topological information on
the manifold. The difference with the usual Laplacian is that through the inequalities
we showed in this section, we have gained control over the eigenvalues.
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2. A homological approach to Morse theory

Morse theory is the study of the interplay between critical
points of a real-valued function on a manifold and the topol-
ogy of the manifold. It was fist formulated by Marston Morse
in the early ’30, but went under many stages of development,
some of which are still being studied now. In this chapter we
study a homological approach to Morse theory, the oriented
Morse complex approach. The oriented Morse complex is
a variant of the Morse complex which takes in account the
orientations of the invariant submanifolds.

Introduction

The main goal of Morse theory is to find bounds on the number of critical points with
fixed index of a Morse function on a compact manifold in terms of its Betti numbers.
This bound is given in terms of the following

Morse inequalities. Let M be a closed Riemannian n-manifold and f : M →R a Morse
function. Denote by βk = dim H k(M ;R) and mk = ](Critk f ). There exists a polyno-
mial Q(t ) with non-negative integer coefficients such that

n
∑

i=0

βk t k −
n
∑

k=0

mk t k = (1+ t )Q(t ) (2.0.1)

This equation is called the strong Morse inequality. For t =−1 the weak Morse inequalities
follow:

χ (M ) =
n
∑

k=0

(−1)k mk =⇒ mk ≥βk ∀k (2.0.2)

The original topological approach to the Morse inequalities, devised by Morse himself
[36] and called the half-space approach, uses handle-body decompositions of the manifold
associated to the Morse function. Subsequent observations made by Thom [46], Milnor
[33] and Smale [45] led to the acknowledgement that this kind of inequalities could
be recovered by constructing a chain complex, quasi-isomorphic to the singular chain
complex, whose building blocks are the critical points of fixed index. This observation
gave rise to the many different homological approaches to Morse theory. In this section
we develop one of these approaches.
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2.1. Preliminaries on Morse-Smale functions

Definition 2.1. We say that a Morse function f : M →R generates a Morse-Smale negative
gradient flow, in short is a Morse-Smale function, if for every p, q ∈ Crit f , the stable
and unstable manifolds of its negative gradient flow, whenever they intersect, intersect
transversally:

Tx M = TxW s (p)+TxW u(q) ∀x ∈W s (p)∩W u(q) (2.1.1)

LEMMA 2.2. Let p ∈Critk f and q ∈Crith f . Then W u(p)∩W s (q), if nonempty, is an
invariant set which is the disjoint union of sumbanifolds of dimension k− h. Consequently
if h > k, the intersection is empty.

Proof. Both the stable and unstable manifolds are invariant, hence so is their intersec-
tion. Since the submanifolds are transverse, it is a standard application of the implicit
function theorem that their intersection is a disjoint union of submanifolds of dimen-
sion dimW u(p)+ dimW s (q)− n = k + n− h − n = k − h.

COROLLARY 2.3. If ind p = ind q + 1 then W u(p)∩W s (q) is comprised of a disjoint
union of integral curves of∇g f .

Remark 2.4. By the stable manifold theorem [3, Theorem 7.2.9], since every critical
point of f is a hyperbolic rest point for −∇g f , the stable and unstable manifolds are
images of an injective immersion of some Rk . Hence they are orientable manifolds.
Moreover, since their intersection is transverse, we have that W u(p) is the image of
Rind p and W s (p) is the image of Rn−ind p .

Definition 2.5. Let p ∈Critk f and q ∈Crith f . Define the instanton set

Î(p, q) =W u(p)∩W s (q) (2.1.2)

Being the transverse intersection of two orientable submanifolds, it is an orientable
submanifold.

Remark 2.6. If p ∈Critk f and q ∈Crith f with k < h, then we have seen that W u(p)∩
W s (q) =∅. If k = h+1 then Î(p, q) =

�

γ integral curves : γ−∞ = p, γ∞ = q
	

, a finite
union of integral curves that mingle around p for infinite time, then whip towards
q and mingle around it for another infinite amount of time. This is where the name
“instanton” comes from.

The properties of Morse-Smale functions make them the main ingredient for our
definition of the Morse complex. We already know that Morse functions are generic,
so a natural question is whether we may generically choose a Riemannian metric which
makes the gradient field of a differentiable function Morse-Smale. The answer has been
settled in [43]

THEOREM 2.7 (Abundance of Morse-Smale functions). Every real-valued differentiable
function on M admits a sequence of Morse-Smale functions converging to it in the C 1

topology.

So from now on, we fix a Morse-Smale function f ∈C∞(M ).
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2.1.1. The compactified instanton moduli space

In the construction of the Morse complex, the instanton set plays a key rôle in the
definition of the boundary operator. To efficiently use it in the definition though, we
need to “count” the gradient flow lines. Hence we can quotient out the action given by
the gradient flow. This way the quotient set is comprised of unparametrized flow lines,
which we can count.

Definition 2.8. Let p ∈ Critk f and q ∈ Crith f with h < k. Then Î(p, q) carries a
free action of R given by the reparametrization of the integral curves which foliate it.
Define I(p, q) as the quotient of Î(p, q) by this action. We call I(p, q) the moduli space
of instantons between p and q .

PROPOSITION 2.9. The instanton moduli space I(p, q) is a smooth manifold with border,
whose dimension is ind p − ind q − 1.

Proof. This is obvious since the instanton set is a smooth manifold of dimension ind p−
ind q and the R-action is free.

Remark 2.10. In general, the instanton set Î(p, q)might not be a closed set. Its closure
might contain points which belong to an unstable manifold of a critical point of index
intermediate between that of p and q , the so-called broken flow lines [4, Section 3.2].
Hence the moduli space I(p, q) is not compact in general.

Definition 2.11. Let p ∈ Critk f and q ∈ Crith f with h < k. The compact instanton
moduli space I(p, q) is the closure of I(p, q):

I(p, q) = I(p, q)∪
⋃

p ′,q ′∈Crit f :
ind q≤ind q ′<ind p ′≤ind p

I(p ′, q ′) (2.1.3)

Only the critical points q ′, p ′ whose respective stable and unstable manifolds intersect
contribute to the union. Moreover notice that this union is disjoint.

THEOREM 2.12 ([4, Theorem 3.2.2]). The manifold I(p, q) is a compact manifold with
corners

Remark 2.13. A manifold with corners is a manifold whose boundary is itself a mani-
fold with boundary of strictly lower dimension, whose boundary is a manifold with
boundary of strictly lower dimension. . .until we exhaust the dimensions reaching 0.

COROLLARY 2.14. The instantons connecting critical points of indices which differ by 1
come in a finite number.

Proof. Indeed if p, q ∈Crit f are such that ind p = ind q + 1, then the compact moduli
space of instantons is a compact zero-dimensional space whose topology is induced
by M . Such a space must be a finite set of points, otherwise the finite open subcover
condition would not be satisfied.
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Table 2.1. – The topological structure of compactified instanton moduli spaces rules out the
broken flow lines colored in red. The “large” points are points in the boundary,
while the “smaller” points are examples of smooth instantons.

I(p, q) I(p, q)

γγ ′

ζ

ζ ′

p

γ

r

γ ′

ζ
ζ ′

q

γγ ′
ζ

ξ ξ ′
ζ ′

δδ ′
r

γ ′

γ

ζ

q

p

ξ

r ′

ξ ′ ζ ′

δ

δ ′

r ′′

COROLLARY 2.15. If ind p = ind q + 2, then I(p, q) is diffeomorphic to a finite disjoint
union of circles and intervals.

Proof. Indeed all one-dimensional manifolds with border are diffeomorphic to [0,1].
Moreover since the manifold must be compact, its connected components must be in a
finite number.

Remark 2.16. The proof of the theorem actually shows something more strict [4,
Proposition 3.2.8]. Precisely it says that every broken instanton admits an unique
one-parameter family of legitimate flow lines converging to it. This rules out the a
priori possible arrangements in Table 2.1, while it does not rule out the arrangements
in Table 2.2.
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Table 2.2. – Allowed arrangements of instantons. Even though in the compactified moduli
space certain broken instantons are distinct, some of their branches might coincide,
as for example in the last picture.

I(p, q) I(p, q)

ζ η
ξ

p

ζ

η ξ

q

γγ ′
ζ

η
ξ

δδ ′

r

γ

γ ′
ζ

η

ξ

δ

δ ′

p

r ′

q

p

ζ

γ = δ

ξ

r = r ′

γ ′ δ ′

q
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2.2. Construction of the complex

We are now ready to construct the oriented Morse complex. We will use the orientations
of the unstable manifolds as a generating set for the degrees, following [2, Section A.3].
In this way, the degrees already carry the information on the orientations, which will be
needed to define the boundary operator. Such choice will simplify the definition of the
boundary operator. Compare with [4, Chapter 3]. As far as we know, this particular
treatment is not present in the literature.

Definition 2.17. Let p ∈ Critk f . Then W u(p) is an orientable submanifold of di-
mension k. Denote by op and ôp the two opposite orientations of W u(p). Define

Ck = spanZ
¦

op : p ∈Critk f
©

/
¬

op + ôp : p ∈Critk f
¶

(2.2.1)

that is, the free abelian group generated on the orientations of the unstable submanifolds
of dimension k, with the relation in which the two opposite orientations of the same
unstable manifold are not seen as independent generators; one is the opposite of the
other.

LEMMA 2.18. Ck is a free abelian group of rank rkCk = ](Critk f ).

Proof. The free abelian group generated by all orientations of critical points of index k
has rank 2 · ](Critk f ), since it is generated by two orientations for each point. Then
〈op+ ôp〉 is free of rank ](Critk f ), meaning that we just kill half of the generators. The
result is a free group of rank ](Critk f ).

Construction. Consider a p ∈Critk f and a q ∈Critk−1 f . Then Î(p, q) is a finite set
of integral curves. If we fix an orientation op on W u(p) and we consider a γ ∈ Î(p, q),
then we may induce an orientation γ∗op on W u(q) in the following way.

� First of all, notice that γ is itself an oriented submanifold, since we may orient
it with the direction of the flow; namely, we say that the “positive” orientation
of γ is the one in the direction −∇g f (γt ). This works because the top exterior
power of the tangent bundle to γ is the tangent bundle itself.
� Since TqW u(q)⊕TqW s (q) = Tq M , a co-orientation of W s (q), i.e. an orientation

of its normal bundle, is the same as an orientation of W u(q). Moreover, having
supposed f to be Morse-Smale, Tγt

W u(p) intersects transversly Tγt
W s (q) for all

t . It follows that we have the exact sequence

0→ Tγt
W u(p)∩Tγt

W s (q)→ Tγt
W u(p)→ Tγt

M/Tγt
W s (q)→ 0 (2.2.2)

where the first (non-trivial) map is the inclusion and the following one the canon-
ical projection.
� We have thus a “2 out of 3” principle: if two of the terms in the sequence above

have a fixed orientation, then there is an unique orientation on the third which
agrees with the exactness of the sequence.
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� Consequently we may define γ∗op as the orientation on W u(q)which is precisely
the co-orientation induced by op and the one on γ by this 2 out of 3 principle.

Definition 2.19. Define ∂ C
k : Ck →Ck−1 on generators as

∂k op =
∑

q∈Critk−1 f

∑

γ∈I(p,q)

γ∗op (2.2.3)

THEOREM 2.20.
�

C•,∂
C
�

is a chain complex.

Ideas of the Proof. We have to show that ∂ C
k+1 ◦ ∂

C
k = 0. Consider p ∈Critk+1 f . Being

Ck free, we may write

∂ C
k+1op =

∑

q∈Critk f

∑

γ∈I(p,q)

nγ
�

op , oq

�

oq (2.2.4)

for some nγ
�

op , oq

�

∈Z. Now, since we imposed ôq =−oq ,

nγ
�

op , oq

�

=
¨

1, γ∗op = oq

−1, γ∗op = ôq

(2.2.5)

This way

∂ C
k+1 ◦ ∂

C
k op =

∑

q∈Critk f

∑

γ∈I(p,q)

∑

r∈Critk−1 f

∑

ζ ∈I(q ,r )

nγ
�

op , oq

�

nζ
�

oq , or

�

or (2.2.6)

The key of the proof is understanding what the number nγ
�

op , oq

�

nζ
�

oq , or

�

represents

as r ∈ Critk−1 f . So fix r ∈ Critk−1 f and consider two instantons, γ ∈ I(p, q) and
ζ ∈ I(q , r ). First of all, notice that γ followed by ζ is a broken flow line connecting p
to r . Hence it is a point in the boundary of I(p, r ). But since ind p− ind r = 2, I(p, r )
is the union of intervals and circles. Ergo the only contributions to the boundary are
the boundaries of the intervals, which present themselves in pairs. So to conclude it
suffices to show that the two broken flow lines in one connected component of I(p, r )
induce opposite orientations at their endpoint r – because this way the contributions
as the sums range over the instantons all cancel out.

The proof of this fact is not trivial. The strategy is to dynamically conjugate the
local picture to a generic “toy model” for which this property is easily verified. The
analytical details of such a construction is carried out completely in [1, 51]. Here we
just state the main results involved in the proof.

First of all, consider a neighborhood Uq of q . Around q we have the local stable
and unstable manifolds respectively of r and p. Embed in W u(p) a small disc D u of
dimension k+1= ind p, and in W s (r ) a small disc D s of dimension k−1= ind r . We
can evolve these two discs, D u forwards and D s backwards in time, until they intersect
the chart Uq and each other. Denote by D u

t and D s
−t the connected components of such
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p

D u

Uq

q

D s
−v

xt ,v

D u
t

D s

r

Figure 2.1. – Local picture around the mid-index critical point

evolved discs which intersect Uq and each other. It can be shown [51, Theorem 3.9] that
for large enough t , v ∈ (0,∞), the intersection D u

t ∩D s
−v consists of a single point xt ,v

(Figure 2.1). The assignment (t , v) 7→ xt ,v = h(t , v) is thus defined for (t , v) close to the
“bottom-right corner” of the “square” R∪ {±∞}×R∪ {±∞}. One may prolong this
rule into an actual map h : R∪{±∞}×R∪{±∞}→W , which conjugates the negative
gradient flow of f on the connected component W of W u(p)∩W s (r ) in study to the
translation flow (τ, (t , v)) 7→ (t + τ, v + τ) on R∪ {±∞}×R∪ {±∞} [1, Theorem
9.1(i)]. Moreover, this map sends the broken instantons we are studying to the “corners”
of the square [1, Theorem 9.1(ii)]. So the statement on orientations is reduced to the
study of the degree of h, because the orientations induced by the translation flow on
the “sides” are the obvious ones, and the sides are conjugated to the broken instantons
in study. Our answer is in [1, Theorem 9.1(iv)]: the degree of h along the bottom-left
corner is inverse to the degree along the upper-right corner.

Remark 2.21. By using the positive gradient flow of f , we have that the instantons
raise the index of the critical points – indeed, since for the positive gradient flow the
stable/unstable spaces are the unstable/stable spaces of the negative gradient flow, we
have that the dimension of the instanton moduli space is

dimI(p, q) = (dimW u(p)+ dimW s (q)− n)− 1=
= n− ind p + ind q − n+ 1= ind q − ind p − 1

(2.2.7)

hence we have nonempty intersections only for critical points q such that ind q > ind p.
We may repeat the same construction and obtain this time a cochain complex (C •, dC )
where the groups are the same as above and the differential acts on generators as so

d k
C op =

∑

q∈Critk+1 f

∑

γ∈I(p,q)

γ∗op (2.2.8)
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2.3. Morse theory from the oriented Morse complex

In this subsection we define a cellular filtration of M , associated to our Morse-Smale
function, and study its cellular complex. We then show that the oriented Morse
complex is isomorphic to this cellular chain complex. This way, since cellular homology
computes singular homology, we have gained a homological approach to proving the
Morse inequalities.

2.3.1. Basic facts on cellular homology

A cellular filtration of a topological space X is a sequence {Wk}k∈Z of subspaces of X
such that

1. For every k ∈Z, Wk ⊂Wk+1 and
⋃

k∈ZWk =X . In short, {Wk}k∈Z is a filtration
of X .

2. Any singular simplex σ :∆n→X is contained in some Wk .
3. If p 6= k then Hp

�

Wk ,Wk−1;Z
�

= 0.

Let X be a topological space with a cellular filtration {Wk}k∈Z. By writing out the long
relative exact sequences in homology associated to the pairs (Wk ,Wk−1) and (Wk−1,Wk),
we find

· · · Hk

�

Wk ,Wk−1

�

Hk−1

�

Wk−1

�

· · ·

· · · Hk−1

�

Wk−1

�

Hk−1

�

Wk−1,Wk−2

�

· · ·

δk

i∗

(2.3.1)

where i∗ is the morphism induced by the inclusion and δ is the connecting morphism
making homology into a homologicalδ-functor. Composing these we have a morphism

∂ E
k = i∗ ◦δk : Hk

�

Wk ,Wk−1

�

→Hk−1

�

Wk−1,Wk−2

�

(2.3.2)

Moreover by exactness of the sequences above, ∂ E
k+1 ◦ ∂

E
k = 0. Hence setting Ek =

Hk

�

Wk ,Wk−1

�

, we have that
�

E•,∂
E
�

is a chain complex. The homology of this com-
plex can be shown to be [25, Section 2.2]

Hl

�

E•,∂
E�∼=Hl

�

X ,W−1

�

(2.3.3)

In the case that interests us the cellular filtration is indexed by N and we set W−1 =∅,
so that the cellular homology computes precisely the singular homology of X with
integer coefficients.

2.3.2. The Thom-Smale cellular filtration

Recall that f : M →R is a Morse-Smale function andϕ : R×M →M denotes its negative
gradient flow.
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Definition 2.22. Consider p ∈ Crit f . Denote by Up(ε) an embedded open ball of
dimension n and of radius ε, centered at p. For small enough ε we may always find
such an embedded ball. Define

Wk =
⋃

p∈Crit k
ind p≤k

ϕ
�

[0,∞)×Up(εp)
�

(2.3.4)

for some small positive numbers {εp : p ∈Crit f } to be determined, and W−1 =∅. We
call {Wk} the Thom-Smale filtration of M relative to f and {εp}.

Remark 2.23. Notice that since the rest points are all hyperbolic, Wk is an “infinitesimal
thickening” of the unstable manifold. Indeed the ball will be squashed by ϕ t in the
stable direction and stretched in the unstable direction as t →∞. This way, by taking
a small enough ε > 0 and εp < ε for all p, the thickened unstable spaces relative to
critical points of index k will not intersect any thickened unstable space relative to
points of index greater than k:

LEMMA 2.24. There exists an ε > 0 for which the following property is satisfied:
If εp < ε for all p ∈Crit f , then

ϕ
�

[0,∞)×Up

�

εp

��

∩Uq

�

εq

�

=∅ ∀q ∈Crit f : ind q ≥ ind p (2.3.5)

Proof. Assume by contradiction that for all n ∈ N there exist pn, qn ∈ Crit f with
ind qn ≥ ind pn for which

ϕ
�

[0,∞)×Upn

�

1
n

��

∩Uqn

�

1
n

�

6=∅ (2.3.6)

Since M is compact, the critical points of f are finite, so we may assume pn = p and
qn = q for all n ∈ N, where ind q ≥ ind p. But any point in Up(1/n), when evolved
by ϕ t , must approach some critical point of f . So what we are saying is that there is
at least a flow line that is converging to some instanton, maybe broken, connecting p
to q . But since ind p ≤ ind q , by the Morse-Smale property there cannot be any such
instanton. Hence the intersection must be empty.

This property guarantees we may use the additivity axiom of singular homology to
show that the Thom-Smale filtration is a cellular filtration.

THEOREM 2.25. The Thom-Smale filtration is a cellular filtration of M .

Proof. We must verify the three conditions in the definition of a cellular filtration.
1. Consider the cell Wk+1. Since the union in its definition is done over the critical

points with indices less or equal to k + 1, clearly it must contain Wk . Moreover,
since any point in M is either a rest point of the gradient flow, or evolves towards
a rest point by the gradient flow, the union of all cells is M . So W• is a filtration.
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2. Since M is foliated by the unstable manifolds, this filtration is actually an open
cover. So any singular simplex must be contained in one of the cells.

3. We must compute Hl

�

Wk ,Wk−1

�

. Now, Wk is the union of Wk−1 and the thick-
ening

Vk =
⋃

p∈Critk f

ϕ
�

[0,∞)×Up

�

εp

��

=
⋃

p∈Critk f

V p
k (2.3.7)

so by excision we have

Hl

�

Wk ,Wk−1

�∼=Hl

�

Vk ,Wk−1 ∩Vk

�

(2.3.8)

But by Lemma 2.24, if we pick all the radii εp of the balls smaller than a certain
small ε > 0, we have that the union in equation (2.3.7) is actually a disjoint union,
so

Hl

�

Wk ,Wk−1

�∼=Hl

�

Vk ,Wk−1 ∩Vk

�∼=
⊕

p∈Critk f

Hl

�

V p
k ,Wk−1 ∩V p

k

�

(2.3.9)

We are finished if we prove that the couple (V p
k ,Wk−1∩V p

k ) is homotopy equiva-
lent to the couple (B k

0 (1), Sk−1), where B k
x (r ) is the k-dimensional ball centered

at x of radius r , because then

Hl

�

Wk ,Wk−1

�∼=
¨

0, l 6= k

Z](Critk f ), l = k
(2.3.10)

This follows from the topological properties of the stable and unstable manifolds
of a hyperbolic rest point. Namely, we have the chain of homotopy equivalences
�

V p
k ,V p

k ∩Wk−1

�

∼ (W u(p)×W s (p),∂W u(p)×W s (p))∼
�

B k
0 (1),∂ B k

0 (1)
�

(2.3.11)
where we have retracted the stable manifold – it’s homeomorphic to a ball of
dimension n− k, which is contractible.

Remark 2.26. Notice that with equation (2.3.10) we have shown that the cellular ho-
mology in degree k, Ek , is isomorphic to the free abelian group over the critical points
of index k. To regain a geometrical realization of this complex, we may think of it as
equivalently generated by embedded discs Dk

p of dimension k, centered at p ∈Critk f –
these can be taken as the unstable manifolds W u(p). The problem with this geometrical
realization is that it is not in general a CW complex.

COROLLARY 2.27. Hl

�

E•,∂
E
�∼=Hl (M ;Z)

Remark 2.28. The Thom-Smale cellular filtration gives an explicit way to find handle-
body decompositions of our manifolds, but where the attaching maps are in the smooth
category, being defined dynamically. This allows an explicit inductive procedure to
determine the diffeomorphism type of the manifold. For this reason, it has been of
central importance in the works of Bott on the periodicity theorem [13] and Milnor
on the h-cobordism theorem [33].
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2.3.3. An explicit isomorphism of homology theories

Finally we are ready to prove the

THEOREM 2.29.
�

C•,∂
C
�∼=

�

E•,∂
E
�

in the category of chain complexes.

Proof. A bijection between generating sets is just sending each orientation op of the
unstable manifold W u(p) to its critical point p, or equivalently to the disc Dk

p . Since
we are working with free groups this suffices to define an isomorphism between all
the degrees. So what we have to prove is that this isomorphism commutes with the
boundary operators. We do this by showing that both boundary operators can be
expressed in terms of intersection numbers [27, Section 5.2].
� In the case of the oriented Morse complex, the boundary operator can be ex-

pressed in terms of the numbers nγ
�

op , oq

�

, for p ∈Critk f and q ∈Critk−1 f – de-
fined in Theorem 2.20. These can not be directly interpreted as intersection num-
bers. But if we pick a number α ∈ ( f (q), f (p)) and we define f α = f −1(−∞,α],
we may show that

∑

γ∈I(p,q)

nγ
�

op , oq

�

= ν (W u(p),W s (p), f α) (2.3.12)

where ν is the intersection number of a family of transverse submanifolds (maybe
with boundary) of M . Indeed, first of all notice that the intersection W u(p)∩
W s (q)∩ f α is transverse – indeed the invariant submanifolds are parallel to∇g f
while f α is orthogonal to it – so that it is comprised of a finite number of points.
Each of this points is the intersection of an instanton with f α. We have found a
bijection I(p, q)↔W u(p)∩W s (q)∩ f α. Now, the intersection number just
counts the points of the intersection with a sign, where the sign is decided by
assessing whether the orientation is respected or inverted at the intersection point.
But the induced orientation by a γ ∈ I(p, q) is precisely this number.
� This is the difficult part of the theorem, and we’ll need a technical lemma proved

in Appendix B.2.
First of all, let ωn+1 be the standard orientation of Rn+1 and σn the induced
orientation on Sn. Having chosen these two orientations, we have that the
boundary morphism δ ′n+1 : Hn+1(D

n+1,∂ Dn+1)→ Hn(S
n) of the long relative

exact sequence is an isomorphism mapping ωn+1 to σn. Let p ∈ Critk f . By
naturality we have the commuting square

Hk

�

Dk ,∂ Dk
�

Hk

�

Wk ,Wk−1

�

Hk−1

�

∂ Dk
�

Hk−1

�

Wk−1

�

θ p
∗

δ ′k δk

α p
∗

(2.3.13)

where θ p :
�

Dk ,∂ Dk
�

→
�

Wk ,Wk−1

�

is an orientation preserving continuous
map sending the disc into a small k-disc centered at p and embedded in W u(p),
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and α p is its restriction to the boundary. Since δ ′k maps ωk to σk−1 and θ p is
orientation preserving, the parallel morphism δk must send the generator θ p

∗ωk
to the generator α p

∗ σk of Hk−1(Wk−1), meaning that ∂ E
k = i∗◦δk must send θ p

∗ωk

to i∗α
p
∗ σk−1.

Now, since the flow is Morse-Smale, a k-disc embedded in W u(p) intersects
finitely many stable manifolds of critical points of strictly lower index, in finitely
many one-dimensional submanifolds, so the boundary of a k-disc intersects them
in finitely many points, meaning that

(α p)−1





⋃

q∈Critk−1 f

W s (q)



= {ξ1, . . . ,ξh} (2.3.14)

is a set of finite points in ∂ Dk . This way we may embed small disjoint (k−1)-discs
A1, . . . ,Ah in ∂ Dk = Sk−1 with centers in the points ξ1, . . . ,ξh .
Notice that α p : ∂ Dk →Wk−1 is attaching the boundary of the k-disc W u(p) to
Wk−1. In particular we do not know how it is attaching it to the lower cells, but
we may modify it so that we do know. To do this, consider the entrance time
in the cell Wk−2, tWk−2

: M → R, and the characteristic function of ∂ Dk \
⋃�Aj ,

χ : ∂ Dk → {0,1}. If b p : ∂ Dk → R is a continuous function such that b p >

χ
�

tWk−2
◦α p

�

, then α p is homotopic to

βp : ∂ Dk →Wk−1

ξ 7→ ϕb (ξ ) (α (ξ ))
(2.3.15)

Pictorially we’re pushing inside Wk−2 the part of the boundary of W u(p) which
will eventually enter in Wk−2. This is legitimate because of the definition of the
cells Wl in terms of the flow, and because the unstable manifolds are homotopic
to discs. Moreover, since the two maps are homotopic, α p

∗ =β
p
∗ on homology,

so that θ p
∗ωk = i∗β

p
∗σk−1 as found above.

Using βp we are in the hypotheses of Proposition B.11: defining

a l :
�

Dk−1,∂ Dk−1�→

 

∂ Dk ,∂ Dk \
h
⋃

j=1

�Aj

!

(2.3.16)

an orientation preserving homeomorphism sending the (k − 1)-disc into Al and
ı̂ : ∂ Dk →

�

∂ Dk ,∂ Dk \
⋃h

j=1
�Aj

�

is the inclusion, it holds that

ı̂∗σk−1 =
h
∑

l=1

a l
∗ωk−1 (2.3.17)

from which it follows that

∂ E
k θ

p
∗ωk = i∗β

p
∗σk−1 = ı̂∗σk−1 =

h
∑

l=1

a l
∗ωk−1 =

h
∑

l=1

a l
∗ i∗β∗σk−1 (2.3.18)
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Finally, recall how we defined the Al : they are (k − 1)-discs embedded in the
sphere ∂ Dk at the points which represent the intersection of α p

�

∂ Dk
�

with the
stable manifolds of critical points of index (k − 1). As such,

a l
∗ωk−1 = ν

�

W u(p),W s (ql ),α
p �∂ Dk��θql

∗ ωk−1 (2.3.19)

where ql ∈Critk−1 f is the point for which (α p)−1 �W u(p)∩W s (q)∩α p
�

∂ Dk
��

=
ξl . Combining equation (2.3.18) with equation (2.3.19) gives an expression of
the boundary morphism in cellular homology in terms of explicit generators of
Hk−1

�

Wk−1,Wk−2

�

and intersection numbers.
We are ready to conclude, because the intersection numbers appearing in equation
(2.3.19) are exactly the same as the intersection numbers appearing in equation (2.3.12).

COROLLARY 2.30 (Morse inequalities). Hl

�

C•,∂
C
�∼=Hl (M ;Z)

Remark 2.31. We could’ve skipped the proof of Theorem 2.20 since it is implied by
Theorem 2.29.
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3. Harvey & Lawson’s Morse theory

In this chapter we study the existence of a certain type of
limit associated with a suitable dynamical system. Apparently
unrelated, in the case of a Morse-Smale gradient flow this limit
is shown to encode the Morse theory of the manifold in the
complex of deRham currents, and can be computed in terms
of the integration-currents associated to stable and unstable
manifolds. This theory is known as Harvey-Lawson theory.
It shows in detail how the dynamics of Morse-Smale gradient
flows are tied to the topology of the manifold.

Introduction and Motivation

When the orbits of a dynamical system have a complicated structure, and exponential
separation of orbits occurs, it is hard to extract the large-time behaviour of the system
simply by studying the flow acting on points. This problem is of high relevance in
the mathematically sound approaches to thermodynamics and statistical mechanics,
where one would like to show that the system is converging to some sort of thermal
equilibrium. To extract information from the system, instead of working with points
and their orbits, one may wish to study the pull-back – called transfer operator in this
theory – of the dynamical system on geometric objects like functions or forms, the
latter interpreted as correlation measures of multi-particle motions under the influence
of the flow. In this case, the convergence of the limit is easier to show.

In the ’80s and ’90s, Bowen, Pollicott, Ruelle and others have devised an analytical
technique to study such large-time limits [5, 14, 38, 40], based on the zeroes of a zeta
function encoding the eigenvalues of the transfer operator associated to the dynamical
system. Recently Baladi, Liverani, Tsujii and others have extended these techniques
in the field of hyperbolic dynamics [7, 29, 47–50]. They refined the results of their
predecessors – which were usually formulated, with great loss of information, using
symbolic dynamics – by constructing appropriate anisotropic Sobolev spaces and
consequently avoiding the symbolic dynamics.

In this chapter we study this sort of large-time limit for our Morse-Smale flows, from
the geometric point of view of Harvey, Lawson and Minervini [21–23, 34]. It will turn
out that the large-time limit exists in the space of currents, so in a distributional space,
in accordance to the Sobolev spaces of the analytical counterpart. Then we will show
how it relates to its Morse theory. In particular, it can be expressed as a chain in the
oriented Morse complex.
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3.1. Harvey-Lawson theory.

Let M be a manifold and ϕ : R×M →M a flow of diffeomorphisms.

Central question. For any k-form θ on M , consider the formal limit

P (θ) = lim
t→∞
(ϕ t )∗θ (3.1.1)

When, and in which sense, does this limit exist?

We shall rely heavily on Appendix C.1. In particular, we will need the notion of
current, its boundary and mass, and the homology theory associated with the complex
of currents. For simplicity, we study the orientable case. The non-oriented case can be
recovered by twisting the differential forms over the orientation bundle.

3.1.1. Finite volume flows and the current equations.

Let M be a closed, oriented Riemannian manifold of dimension n, and ϕ : R×M →M a
flow generated by a vector field X . Let∆⊂M×M be the diagonal and Pt = {(ϕ t (x), x) :
x ∈M} the “reversed graph” of ϕ t . Consider the “graph cylinder”

Gt = {(s ,ϕ s (x), x) : 0≤ s ≤ t , x ∈M} ⊂R×M ×M (3.1.2)

Gt is a smooth compact submanifold with boundary ofR×M×M , where the boundary
is {0} ×∆ ∪ {t} × Pt . This way Gt defines a current in R×M ×M by integration,
with boundary ∂ ¹Gtº = ¹{0}×∆º− ¹{t}× Ptº. Let pr: R×M ×M → M ×M be
the projection and define Gt = pr∗ ¹Gtº to be the push-forward current. Then since
push-forward and boundary commute, we have the equation of currents

∂ Gt = ¹∆º− ¹Ptº (3.1.3)

LEMMA 3.1. Let Φ : R× M → M × M be the smooth map (s , x) 7→ (ϕ s (x), x). Then
Gt = Φ∗ ¹[0, t ]×Mº.

Proof. IndeedGt = [0, t ]×Φ ([0, t ]×M ). Then pr (Gt ) = Φ ([0, t ]×M ). So as currents
Gt = pr∗ ¹Gtº= Φ∗ ¹[0, t ]×Mº.

Remark 3.2. The map Φ is an immersion away from the rest points of ϕ t , which are
the zeroes Z(X )⊂M of X . So Φ is an immersion on R× (M \Z(X )).

Definition 3.3. The flow ϕ is said to be a finite volume flow if [0,∞)× (M \Z(X )) has
finite volume with respect to the Riemannian metric Φ∗ (g × g ).

LEMMA 3.4. If ϕ is the negative gradient flow of a Morse function, then it is of finite
volume.
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Proof. Z(−∇g f ) = Crit f is a finite set of points so since M is compact and ϕ is
complete, Φ ([0,∞)× (M \Z(X ))) is a compact subset of M×M , hence of finite volume.

THEOREM 3.5. Let ϕ be a finite volume flow and Gt be as above. Then the limits
P = limt→∞ ¹Ptº and G = limt→∞Gt exist in mass and satisfy the equation

∂ G = ¹∆º− P (3.1.4)

Proof. Define G = Φ∗ ¹[0,∞)×Mº. The mass of Gt and G are respectively the volume
of Φ ([0, t ]×M ) and the volume of Φ ([0,∞)×M ]) which are both finite by hypoth-
esis. Hence ‖Gt‖M is bounded as t →∞, which means that there is an increasing
sequence of times tk such that Gtk

*∗ G. Moreover clearly ‖Gt‖M → ‖G‖M . So we
have that Gtk

−→M G as k → ∞. Now, if we take any increasing sequence of times,
we can repeat the argument and find a subsequence converging in mass to G, so ev-
ery sequence admits a subsequence with a further subsequence converging in mass
to the same limit. This means Gt converges in mass to G as t → ∞. Combining
this with equation (3.1.3) and the continuity of ∂ , we conclude that Pt−→

M P where
P = ¹{(ϕ s (x), x) : s ∈ [0,∞), x ∈M}º. The equation (3.1.4) is now clear.

3.1.2. Operator equations.

In this section we transform currents on products to operators from forms to currents.
This is because our limit (3.1.1) is given in form of an operator P on the space of forms,
and we will show that it lands generally in the space of currents.

Let M ,N be closed manifolds of dimension n and n′ respectively. Denote by πM and
πN the projections from the product N ×M to each of the factors.

Definition 3.6. Consider an l -current K ∈Dl (N ×M ). Then for any k ≤ l , K defines a
linear operator K : Ωn′−k(N )→Dl−k(M ) by the formula

K(θ) = (πM )∗ (Køπ
∗
Nθ) ∀θ ∈Ω

n′−k(N ) (3.1.5)

Explicitly, on an (n− (l − k))-form ξ ∈Ωk
c (M ), we have

K(θ)ξ =K (π∗Nθ∧π
∗
Mξ ) (3.1.6)

When we have a linear continuous operator G : Ωn′−k(N )→Dl−k(M ) which comes
from a current G ∈Dl (N ×M ), we call G the kernel (in the sense of integrals) of G.

LEMMA 3.7. For any l -current K on the product, the operator K is linear and continuous
when we endow the forms with the C∞ topology and currents with the weak topology.

Proof. Indeed K , (πM )∗ ,π
∗
N ,ø are all linear. Weak continuity follows immediately from

continuity of K as a linear operator.
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Example. Let ϕ : M → N be a differentiable map. Consider the reversed graph P =
{(ϕ(x), x) : x ∈ M} ⊂ N ×M , as we did above. Then ¹Pº is a current on N ×M , in
general of mixed degrees, and defines an operator P : Ω•(N )→D•(M ), again in general
of mixed degrees. Computing:

P(θ)ξ =
∫

P
π∗Nθ∧π

∗
Mξ =

∫

M
ϕ∗θ∧ ξ = Ik (ϕ∗θ)ξ (3.1.7)

Hence P= Ik ◦ϕ∗. In particular if ϕ = idM , then P =∆ is the diagonal and P= Ik is
the injection of forms into currents (see Proposition C.9).

PROPOSITION 3.8. Let K be a current on N ×M of degree l . Consider, for every k ≤ l ,
the operator K : Ωn′−k(N )→Dl−k(M ). Then we have the identity

dD ◦K+K ◦ d = ∂ K (3.1.8)

that is, ∂ K is its kernel in the sense of integrals.

Proof. It’s a matter of computation. Let θ ∈Ωn′−k(N ) and ξ ∈Ωn−(l−k)(M ).
�

∂ ◦K+(−1)k+1K ◦ d
�

(θ)ξ = (∂ ◦K) (θ)ξ +(−1)k+1 (K ◦ d ) (θ)ξ =

= ∂ (K (π∗Nθ∧π
∗
Mξ ))+ (−1)k+1K (π∗N dθ∧π∗Mξ ) =

=K
�

d (π∗Nθ∧π
∗
Mξ )+ (−1)k+1dπ∗Nθ∧π

∗
Mξ
�

=
=K (π∗Nθ∧π

∗
M dξ ) =K (θ) (dξ ) = (∂ K)(θ)ξ

(3.1.9)

THEOREM 3.9. Let ϕ : R×M →M be a finite volume flow. As in Theorem 3.5, consider
the currents Gt , ¹Ptº on M ×M , and the respective operators Gt ,Pt : Ω•(M )→D•(M ).
For all t we have

dD ◦Gt +Gt ◦ d = I−Pt (3.1.10)

Moreover the limits limt→∞Gt =G and limt→∞Pt = P exist and satisfy the equation

dD ◦G+G ◦ d = I−P (3.1.11)

Proof. First of all notice that Pt (θ) = I◦(ϕ t )∗θ. So the existence of the limit for t →∞
is the answer to our original question. The existence of these limits is just a restatement
of Theorem 3.5, while the operator equations are just the combination of Proposition
3.8 and equations (3.1.3, 3.1.4).

Remark 3.10. By Theorem C.19, I is a quasi-isomorphism. Since P is chain-homotopic
to it, also P is a quasi-isomorphism. Hence we found out that our correlation operator
is cohomological in nature, and by it we may actually compute the cohomology of the
manifold.
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3.2. Currents in Morse theory.

Now let M be compact and ϕ be the positive Morse-Smale gradient flow of a Morse
function f . We choose the positive gradient flow because later on we’ll want to relate
the cohomology theories. The flow is finite-volume, and Theorem 3.9 holds. This
means that the correlation integral

Ωk(M )×Ωn−k(M ) 3 (θ,ξ ) 7→
∫

M
(ϕ t )∗θ∧ψ= (ϕ t )∗θ^ ξ = θ^t ξ (3.2.1)

for t →∞ induces a perfect pairing between the cohomologies. Notice that^t can
also be thought as a deformation of the cup product structure on the cohomology ring
of the manifold. We found out that the large-time limit actually is described completely
geometrically. We can actually find a more explicit form for P in the case of a Morse-
Smale gradient flow, which will show us how the long-time behaviour of the flow is
encoded in the oriented Morse cochain complex.

3.2.1. Structure of the correlation current

Recall the basic properties of dynamics of Morse functions, this time applied to the
positive gradient flow, or equivalently to the negative gradient flow of − f . Namely, if
p ∈ Crit f then dimW u(p) = n− ind p and dimW s (p) = ind p. Hence every point
on M belongs to some instanton connecting a critical point of index k to a critical point
of index l > k; finally in a Morse chart centered at a critical point p of index k, the
expression for f is

Rn−k ×Rk 3 (u, v) 7→ f (u, v) = f (0,0)+ |u|2− |v |2 (3.2.2)

because for the positive gradient flow, it is the positive definite part which is unstable.

Definition 3.11. Define the relation on M

x ≺ y ⇐⇒ there is a (not necessarily) broken instanton connecting x to y (3.2.3)

Then, by the dynamical properties of Morse-Smale flows and the topology of the
instanton moduli spaces, ≺ is a partial order on M .

By the properties of Morse-Smale flows, if x = p ∈Critk f and y = q ∈Critl f , then
p ≺ q only if k < l . Hence the points {q ∈Critl f : p ≺ q} are precisely those critical
points whose stable manifold intersects W u(p).

In this subsection we seek the proof of the following

THEOREM 3.12. Consider the current P of the preceding theorems, satisfying the equations
∂ G = ¹∆º− P. Then

P =
∑

p∈Crit f

¹W u(p)º⊗ ¹W s (p)º (3.2.4)
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Proof. This is [22, Theorem 3.3]. We shall prove it in Lemmata. But first recall the
definitions of the currents P,G:

G = lim
t→∞

Gt , Gt = pr∗ ¹Gtº , Gt = {(s ,ϕ s (x), x) : 0≤ s ≤ t , x ∈M} ⊂R×M ×M

P = lim
t→∞

¹Ptº , Pt = {(ϕ
t (x), x) : x ∈M} ⊂M ×M

(3.2.5)

and the fundamental equation

∂ G = ¹∆º− P (3.2.6)

where∆⊂M ×M is the diagonal.

LEMMA 3.13. Let p ∈Critk f . Define

âW s (p) =
⋃

q∈Critl f ,
p≺q

W s (q) (3.2.7)

which is just the union of the stable manifolds of the critical points q with the property that
W s (q)∩W u(p) 6=∅. Then

supp P ⊂
⋃

p∈Crit f

W u(p)×âW s (p) (3.2.8)

Proof. Since P = limt→∞ ¹Ptº, we have that (y, x) ∈ supp P if and only if there exist
sequences x j → x in M and s j →∞ in R such that, setting y j = ϕ

s j (x j ), it holds that
(y j , x j )→ (y, x), because (y j , x j ) ∈ Ps j

for all j ∈ N. So assume (y, x) ∈ supp P , and
consider the sequence {(y j , x j )} ⊂ M ×M . Since M is compact, every point evolves
towards some critical point under the flow ϕ. Moreover, if γ j denotes the trajectory
connecting x j to y j , we know that γ j must necessarily converge towards a (possibly)
broken instanton γ ⊂W u(p)∩W s (q) for some critical points p, q ∈Crit f satisfying
ind p < ind q . Finally by construction, both of the limits x and y must be in γ . Hence

we have the claim if we set p = lim j→∞ϕ
s j (x), because this way W s (q)⊂âW s (p).

LEMMA 3.14. Let

Σ = {(p, p) : p ∈Crit f } ∪
⋃

(p,q)∈(Crit f )2
p≺q

W s (p)×W u(q) (3.2.9)

Then Σ is a finite disjoint union of submanifolds of dimension at most n− 1.

Proof. We know that dimW u(p) ×W s (q) = ind p + n − ind q . Since we’re only
considering the couples such that p ≺ q , it must be that ind q − ind p ≤−1. That the
union is disjoint is clear, and finiteness is simply because the critical points are in a finite
number.
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LEMMA 3.15. Consider the set

T = {(y, x) : x ∈M \Crit f , ∃t ∈ (0,∞) s.t. y = ϕ t (x)} ⊂M 2 \Σ (3.2.10)

Then T is an embedded submanifold, its closure T in M 2 \Σ is a smooth embedded
submanifold and as a current

∂
�

T
�

= ¹∆º−
∑

p∈Crit f

¹W u(p)º⊗ ¹W s (q)º (3.2.11)

Proof. First of all notice that

T =
⋃

t∈(0,∞)

Gt \Σ =⇒ ¹T º=G− ¹Σº (3.2.12)

Suppose (ȳ, x̄) ∈ T \T . Then either ȳ = x̄ =⇒ (ȳ, x̄) ∈∆ or (ȳ, x̄) ∈W u(p)×W s (p)
for a p ∈Crit f , because the (ȳ, x̄) /∈∆ are the points for which ȳ = limt→∞ϕ

t (x̄), so
the reasoning of Lemma 3.13 applies without much change.
� If (ȳ, x̄) ∈∆ then clearly in a small open set around (ȳ, x̄) the set T̄ is a smooth

manifold with boundary∆. This is because we’re away from critical points.
� If (ȳ, x̄) ∈W u(p)×W s (p) for a p ∈Crit f , then definingψs (y, x) = (ϕ−s (y),ϕ s (x))

it is clear that for any neighborhood U of (p, p), there exists an s̄ ∈ (0,∞) such
that ψs (ȳ, x̄) ∈U for all s ≥ s̄ . Moreover ψs is a diffeomorphisms which leaves
W u(p)×W s (p) invariant, and ψ−1

s maps T into T .
So if we assume that the claim holds in a neighborhood of (p, p) ∈ (Crit f )2, by means
of ψs we can show that in a neighborhood of (ȳ, x̄) ∈W u(p)×W s (p) the boundary

∂
�

T
�

=−¹W u(p)º⊗ ¹W s (p)º (3.2.13)

meaning it suffices to prove the claim in a neighborhood of a (p, p) ∈ (Crit f )2. But in
a neighborhood of p we can always find a chart for which f is a quadratic form and its
flow is simply exponential dilation/contraction – a Morse chart in which the metric is
flat. We call this sort of chart a flat Morse chart. Explicitly this is a chart U centered at
p with coordinates (u, v) ∈Rn−ind p ×Rind p in which

f (u, v) = f (0,0)+ |u|2− |v |2, ϕ s (u, v) =
�

e s u, e−s v
�

(3.2.14)

The fact that the “unstable coordinates” are the first n− ind p is because, again, we are
looking at the positive gradient flow of f . Around (p, p) ∈ (Crit f )2, there is a chart
U such that

T ∩U = {(ū, v̄, u, v) : ū = e t u, v̄ = e−t v ∃t ∈ (0,∞)} (3.2.15)

so that the closure is comprised of the points such that ū = s u and v̄ = s v for some 0≤
s ≤ 1. This is clearly a smooth submanifold away from (p, p) = (0,0), and its boundary
is comprised of the points {ū = 0, v = 0} which is the setU ∩ (W u(p)×W s (p)∪∆).
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We need one final technical lemma.

LEMMA 3.16 ([16, p. 4.1.15]). Let N be an oriented k-submanifold of Rn of locally finite
Hausdorff measure. Suppose that supp∂ ¹Nº⊂Rl for some l < k − 1. Then ∂ ¹Nº= 0.

We are now ready for the proof. By combining Lemmata 3.13 and 3.15, we have

supp

 

P −
∑

p∈Crit f

¹W u(p)º⊗ ¹W s (p)º

!

⊂Σ (3.2.16)

But then by Lemma 3.16 applied to Lemma 3.14, ∂ ¹Σº = 0. By the fundamental
current equation ∂ G = ¹∆º− P , on the one hand

∂
�

T
�

= ∂ G− ∂ ¹Σº= ¹∆º− P (3.2.17)

while on the other, by Lemma 3.15

∂
�

T
�

= ¹∆º−
∑

p∈Crit f

¹W u(p)º⊗ ¹W s (p)º (3.2.18)

from which we conclude

P =
∑

p∈Crit f

¹W u(p)º⊗ ¹W s (p)º (3.2.19)

COROLLARY 3.17. The correlation operator P is of the form

P(θ) =
∑

p∈Critdegθ f

�

∫

W s (p)
θ

�

¹W u(p)º (3.2.20)

Proof. Indeed by Theorem 3.12 for any ξ ∈Ωn−degθ(M )

P(θ)ξ = P (π∗Mθ∧π
∗
Mξ ) =

∑

p∈Critdegθ f

(¹W s (p)ºθ) (¹W u(p)ºξ ) (3.2.21)

Remark 3.18. Dynamically, this equation is telling us something very transparent.
Thinking of θ as a continuous distribution function of initial states which are concen-
trated around some degθ-dimensional submanifold, we’re saying that the long-time
evolution of this distribution of states will have support concentrated around the unsta-
ble manifolds, with “residues” the total quantity of states on the stable manifolds of the
appropriate index. We can think of this new distribution of states as the equilibrium
state which is reached by the system. The possibility to render explicit the correlation
functional is thus a consequence of the simplicity of the dynamics of Morse-Smale
gradient flows. Similar statements can be made for different types of flows, as done in
the articles cited in the introduction.
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3.2.2. Recovering Morse theory

Theorem 3.12 shows that the correlation operator P has image contained in Ŝ =
spanR (¹W u(p)º : p ∈Crit f ). Moreover, Ŝ = Ŝ • has an obvious grading given by the
index of the critical points: Ŝ k = spanR

�

¹W u(p)º : p ∈Critk f
�

. So the natural
question is whether we can use this complex to compute the cohomology of the
manifold.

PROPOSITION 3.19.
�

Ŝ •, dD
�

is a subcomplex of (D•(M ), dD).

Proof. Since dimW u(p) = n − ind p, ¹W u(p)º defines a (ind p)-current, so clearly
Ŝ k ⊂ Dk(M ) is a subspace. So it suffices to show that ∂

�

Ŝ k
�

⊂ Ŝ k+1. But the
boundary of W u(p) is the (stratified) union of unstable manifolds of points of strictly
larger index ([28, Proposition 2] or for a more refined result [34]), so as a current
∂ ¹W u(p)º is a chain in S k+1.

Now, recall the definition of the oriented Morse cochain complex (C •, dC ) given in
Remark 2.21, and notice that there is an obvious morphism of vector spaces, defined
on generators as

ι̂k : Ŝ k →C k ⊗R
¹W u(p)º 7→ op

(3.2.22)

This is an isomorphism. We would like for it to extend into a full cochain isomorphism
– more so, we would like for it to extend to a morphism of cochain complexes of abelian
groups, so that we may recover the full integral cohomology of M .

Definition 3.20. Define the abelian groups

S k = spanZ
¦

¹W u(p)º : p ∈Critk f
©

(3.2.23)

Then S • is a sublattice of Ŝ .

THEOREM 3.21.
�

S k , dD
�

is a cochain complex of abelian groups, isomorphic to (C •, dC ).

Proof. We must show that dDS • ⊂S •. Let p ∈Critk f . Clearly, since Ŝ is a cochain
complex of vector spaces,

dD ¹W u(p)º=
∑

q∈Critk+1 f

np,q ¹W u(q)º (3.2.24)

where np,q ∈R. We are done if we show that np,q is the intersection number of W u(p)
with W s (q) as defined in Theorem 2.29, because then it is automatically an integer, and
moreover ι̂ restricts to a cochain isomorphism on S . To do this, consider a flat Morse
chart around p and define the local (un)stable manifold

W u
ε (p) = {(u, 0) : |u|< ε} , W s

ε (p) = {(0, v) : |v |< ε} (3.2.25)
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It is a basic result in the theory of hyperbolic dynamical systems that for any ε > 0

W s (p) =
⋃

0<t<∞
ϕ−t (W s

ε (p)) , W u(p) =
⋃

0<t<∞
ϕ t (W u

ε (p)) (3.2.26)

Now, from this fact it follows that for any form of the appropriate degree,

(−1)ind p d ¹W u(p)ºθ=
∫

W u (p)
dθ= lim

t→∞

∫

∂ ϕ t (W u (ε))
θ (3.2.27)

To prove our claim it suffices to take θ with support concentrated around a fixed
q ∈Critk+1 f . Close to q and for large t > 0, ϕ t (W u(ε)) is a disjoint finite union of sub-
manifolds with boundary, all transversal to W s (q), one for each instanton γ ∈ Î(p, q).
Pictorially we’re flowing an (n− ind p)-disc until its “tendrils” intersect W s (q). By the
properties of Morse-Smale flows we know that there is a time for which they do, and
when they do they do it transversally. Finally the intersection is one-dimensional. So
the boundary-component containing some γ ∈ Î(p, q) of ϕ−t (W u(ε))must converge
to ±W u(q) where the sign is determined by whether γ flips or respects orientations.
This is what we wanted to prove.

To understand the rôle of the correlation operator in all this, equation (3.1.11)
combined with Proposition C.18 tells us that

∂ ◦P− (−1)k+1P ◦ d = (−1)k+1∂ ◦G ◦ d − ∂ ◦ I− (−1)k+1∂ ◦G ◦ d +(−1)k+1I ◦ d =

= ∂ ◦ I− (−1)k+1I ◦ d = 0
(3.2.28)

which shows that dD ◦ P = P ◦ d . This means that there is a well-defined induced
morphism at the level of cohomology

Pl
∗ : H l (Ω•(M ), d )→H l (D•, dD) (3.2.29)

which is also an isomorphism, since P is chain-homotopic to I. This morphism factors
through the inclusion i∗ : H l (S•, dD) → H l (D•, dD), that is, there is a commuting
triangle

H l (Ω•(M ), d ) H l (D•, dD)

H l
�

Ŝ •, dD
�

Pl
∗

Ql
∗ i l

∗
(3.2.30)

The morphisms Pl
∗ and i l

∗ are both monomorphisms so Ql
∗ must be too.

PROPOSITION 3.22 ([22, Theorem 4.2]). For any l , Ql
∗ is also an epimorphism.

Finally, to recover the integral cohomology, it suffices to consider the subspace
Ω•Z(M ) = P−1 (S •) of smooth forms with integer residues over the stable spaces. Since P
is a cochain morphism, this is a cochain subcomplex of the full De Rham complex. The
previous proposition implies immediately that we have an isomorphism H l (S •, dD)∼=
H l (Ω•Z(M ), d ).
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4. From Witten deformations to the Oriented
Morse Complex

In the first chapter, we tied the spectrum of the Witten Lapla-
cian with the critical points of the Morse function used to
deform the De Rham complex. In the second chapter, we
used the critical points of a Morse function to construct a
complex which we have shown to be quasi-isomorphic to
the singular chain complex of the manifold. In this chapter
we will use the Harvey-Lawson theory of the previous chap-
ter to tie the Witten deformation with the Morse theory of
the deforming function, on the level of cochain complexes.
Specifically, we’ll construct a finite-dimensional subcomplex
of the deformed L2–De Rham complex which we’ll show to
be isomorphic, and not just quasi-isomorphic, to the oriented
Morse cochain complex.

4.1. The Witten Instanton complex

In this section we show how we can construct a finite-dimensional subcomplex of
the deformed De Rham complex which carries all the cohomological information
contained in the full deformed complex. To do this, we’ll use the Morse theory of the
deforming function.

Recall that for a Morse function f , the Witten deformation of the De Rham complex
is the cochain complex (Ω•(M ), dν) where dν = e− f /νd e f /ν (Definition 1.19). This
deformed complex is isomorphic to the undeformed De Rham complex (Proposition
1.20) so its cohomology recovers the cohomology of M with real coefficients.

Recall that the Witten Laplacian on the L2-forms is the elliptic self-adjoint bounded
operator ∆ν = D2

ν = (dν + d ∗ν )
2. The spectrum of ∆ν on L2Ω•(M ) has a special form

(Theorem 1.27): for any ε > 0 there exists a ν0 > 0 such that whenever ν < ν0, the
number of eigenvalues between 0 and ε of∆ν acting on k-forms is equal to the number
of critical points of f of index k.
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4.1.1. Construction of the complex

Definition 4.1. Let 0< ε< 1. Let F k
ν ,λ ≤ L2Ωk(M ) be the eigenspace of∆ν |Ωk relative

to an eigenvalue λ≥ 0. Define the vector space

F k
ν (ε) =

⊕

λ∈[0,ε]

F k
ν ,λ (4.1.1)

Remark 4.2. Recall from Subsection 1.3.2 the space Eν(ε) made from the direct sum
of eigenspaces of the deformed Dirac operator Dν with eigenvalues in [−ε,ε]. Then,
since ∆ν = D2

ν has the same eigenvectors as Dν , with squared eigenvalues, we have
Eν(ε)∩ L2Ωk(M )∼= F k

ν (ε
2).

LEMMA 4.3. For any ε > 0 there exists a ν0 > 0 such that whenever ν < ν0,

dim F k
ν (ε) = ]

�

Critk f
�

(4.1.2)

Proof. Follows immediately from Theorem 1.27.

LEMMA 4.4. For small enough ν > 0, the graded vector space (F •ν (ε), dν) is a cochain
complex.

Proof. Let θ ∈ F k
ν (ε). Then we may write

θ=
∑

p∈Critk f

θpω
ν
p (4.1.3)

for θp ∈R andων
p such that∆νω

ν
p = λpω

ν
p , because for small enough ν the eigenforms

of ∆ν with eigenvalue smaller than ε are in one-to-one correspondence with Critk f .
So we have

dνθ=
∑

p

θp dνω
ν
p (4.1.4)

But clearly,∆ν ◦ dν = dν ◦∆ν . Hence dνω
ν
p is a (k + 1)-eigenform of∆ν with the same

eigenvalue λp < ε. This means that dνθ ∈ F k+1
ν (ε).

Definition 4.5. Let ν > 0 be such that Lemma 4.3 holds. We call (F •ν (ε), dν) the Witten
instanton complex.

Remark 4.6. The Witten instanton complex is a subcomplex of the full deformed De
Rham cochain complex on M . Moreover it is a finite-dimensional subcomplex. It
carries a natural projector

P •ν (ε) : Ω
•(M )→ F •ν (ε) (4.1.5)

By Remark 4.2, Pν(ε
2) = pν(ε) where pν(ε) is the spectral projector of Lemma 1.35. As

such, it satisfies the same inequality (1.3.13). The different notation is for psychological
reasons – the projector pν(ε) was projecting onto the eigenspaces of Dν .
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4.2. From Witten to Morse via Harvey & Lawson

From now on, for fixed ε > 0, we always assume that the ν > 0 in the Witten instanton
complex is small enough for Lemma 4.3 to hold. Recall the subcomplex Ŝ • of the
cochain complex of currentsD•(M ) defined in Subsection 3.2.2. This is the vector space
generated by the currents of integration over the unstable manifolds, graded by the
Morse index.

Definition 4.7. Define the map

P k
ν : Ωk (M )→Ŝ k

θ 7→ P
�

e
f
ν θ
� (4.2.1)

In this section, we want to show the following

THEOREM 4.8. P •
ν : F •ν (ε)→Ŝ • is a cochain isomorphism.

4.2.1. Preliminary results

PROPOSITION 4.9. P •
ν is a cochain morphism between (Ω• (M ) , dν) and

�

Ŝ •, dD
�

.

Proof. First of all, the codomain is indeed Ŝ k because by Corollary 3.17

P
�

e
f
ν θ
�

=
∑

p∈Critk f

�

∫

W s (p)
e

f
ν θ

�

¹W u(p)º (4.2.2)

Now we must show thatPν ◦ dν = dD ◦Pν . Let ϕ t denote the positive gradient flow of
the Morse function f . By definition of P

Pν (dνθ) = lim
t→∞
(ϕ t )∗

h

e
f
ν dνθ

i

= lim
t→∞
(ϕ t )∗

h

e
f
ν · e−

f
ν d
�

e
f
ν θ
�i

= lim
t→∞

d
h

(ϕ t )∗
�

e
f
ν θ
�i

(4.2.3)
So if β is any (n− k)-form,

Pν (dνθ) (β) = lim
t→∞

∫

M
d
h

(ϕ t )∗
�

e
f
ν θ
�i

∧β= lim
t→∞

∫

M
(−1)n−k+1

h

(ϕ t )∗
�

e
f
ν θ
�i

∧ dβ=

= (−1)n−k+1∂ Pν (θ) (β) = dDPν (θ) (β)
(4.2.4)

PROPOSITION 4.10. There is a well-defined and unique extension ofP •
ν to L2Ω•(M ).
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Proof. By Proposition D.1 we have to show that P •
ν is continuous when we endow

Ω•(M ) with the C∞ topology and Ŝ • with the mass norm topology. By Proposition
D.2, the kernel calculus operators are indeed continuous on D•(M ), moreso on a finite
dimensional subspace. Thus all we have to show is the continuity in the C∞ topology
of the map

Ω•(M )→Ω•(M )

θ 7→ e
f
ν θ

(4.2.5)

but e f /ν ∈C∞(M ) so this is just multiplication with an invertible element of Ω0(M ),
which is clearly a continuous operation – it’s a linear automorphism. Hence P •

ν =
P ◦ e f /ν · is continuous.

The previous two propositions show that P •
ν is a well defined cochain complex

morphism between (L2Ω•(M ), dν) and (Ŝ •, dD).
Now we concentrate on the restriction on F •ν (ε), which we denote in the same way.

Recall that we are supposing ν > 0 small enough so that the dimension of F k
ν (ε) is the

number of critical points of index k. The last preliminary result we need is a refinement
of the estimate in Lemma 1.35. Recall the heat forms of Subsection 1.3.1.

PROPOSITION 4.11. For 1 ≤ α ≤ ∞, let ‖ · ‖W 1,α and ‖ · ‖α be respectively the α-th
Sobolev norm and the Lα-norm induced on differential forms by the Riemannian metric.
There exists constants C , c > 0 such that for small enough ν > 0








P k
ν (ε)ρp,ν −ρp,ν










∞
≤C e−

c
ν (4.2.6)

Proof. Since the eigenforms of∆ν are precisely the eigenforms of Dν , we may proceed
by spectral decomposition of Dν as in Lemma 1.35 – we can do this for small ν > 0:

P k
ν (ε)ρp,ν −ρp,ν =

1
2πi

∫

S1
ε

�

(λ−Dν)
−1−λ−1�ρp,νdλ=

=
1

2πi

∫

S1
ε

(λ−Dν)
−1

Dνρp,ν

λ
dλ

(4.2.7)

We’ll use this expression to show the claim. Fix α > 1. For small ν > 0, Dνρp,ν = 0
because of the explicit expressions in a small chart around p of Dν and ρp,ν . This means
that, since the coefficients of ρp,ν are proportional to exp(−|y|2/2ν), the Lα-norm:

‖Dνρp,ν‖α ≤Cα,a e−ca/ν (4.2.8)

for some positive constants ca > 0 and Ca,α > 0 depending on the radius 2a of the ball
supporting ρp,ν and the Lα-norm of ρp,ν – we’re just estimating the “Lα-residue” of
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Dνρp,ν on the spherical shell B2a(p) \Ba(p) along these lines:








Dνρp,ν










α
=
�∫

M

¬

Dνρp,ν , Dνρp,ν

¶
α
2 µg

�
1
α

=

=
�

∫

B2a(p)\Ba(p)

¬

∆νρp,ν ,ρp,ν

¶
α
2 dvol

�
1
α

≤Ca,αe−
ca
ν

(4.2.9)

Since Dν is an elliptic first order operator, we can apply the following bootstrapping
argument. By elliptic regularity [15], there exists a constant C1 > 0 such that for any
θ ∈Ω•(M )

‖θ‖W 1,α ≤C1

�

‖Dνθ‖α−1+ ‖θ‖2

�

(4.2.10)

But ‖Dνθ‖α−1 ≤ ‖(λ−Dν)θ‖α−1+(C2/ν)‖θ‖α−1 for some C2 > 0, hence by using the
elliptic regularity (4.2.10) inductively on the term (C2/ν)‖θ‖α−1 ≤ (C2/ν)‖θ‖W 1,α−1 we
find there is a positive constant C > 0 such that

‖θ‖W 1,α ≤
C
να
�

‖(λ−Dν)θ‖α−1+ ‖θ‖2

�

(4.2.11)

On the other hand, since the resolvent of Dν is well defined (recall the proof of Lemma
1.35), we have the inequality








(λ−Dν)
−1θ










2
≤C ′‖θ‖2 (4.2.12)

Now apply inequality (4.2.11) to (λ−Dν)
−1θ: with inequality (4.2.12), there is a C ′′ > 0

such that for small enough ν > 0








(λ−Dν)
−1θ










W 1,α
≤ C
να

�

‖θ‖α−1+







(λ−Dν)
−1θ










2

�

≤

≤ C
να
�

‖θ‖α−1+C ′ ‖θ‖2

�

≤ C ′′

να
‖θ‖α−1

(4.2.13)

Finally, we may combine inequalities (4.2.9) and (4.2.13) to conclude that for small
enough ν > 0, there exists positive constants C , c > 0 such that for any α > 1








(λ−Dν)
−1 Dνρp,ν










α
≤C exp

�

− c
ν

�

(4.2.14)

By Sobolev inequality we obtain the L∞-estimate we were looking for:








(λ−Dν)
−1 Dνρp,ν










∞
≤C exp

�

− c
ν

�

(4.2.15)

The claim follows by combining this inequality with the spectral representation (4.2.7).
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4.2.2. Proof of Theorem 4.8

Proof. Since P •
ν is a cochain complex morphism, it suffices to show is that P k

ν is
an isomorphism. All we have to show is that P k

ν is injective, because dim F k
ν (ε) =

dim Ŝ k = ](Critk f ). To do this, we pick bases of the spaces and work with the relative
matrix representation ofP k

ν . So letων
p be the eigenform of∆ν , which in a small Morse

chart
�

Up , (u, v) ∈Rn−k ×Rk
�

around p ∈Critk f can be written as (recall Subsection
1.2.2)

ων
p =





k
∏

j=1

YN j

�

v j �



 · exp
�

−
|v |2

2ν

�

d v1 ∧ · · · ∧ d vk (4.2.16)

where for the Hermite polynomials YN j
we must constrain the quantum numbers N j

to be such that the eigenvalue λνp > 0 relative to ων
p satisfies λνp < ε. We know that

for ν small, the set {ων
p : p ∈Critk f } is a basis for F k

ν (ε). Hence in this basis, we may
represent P k

ν as a matrix (recall that we’re looking at the positive gradient flow, so
dimW s (p) = ind p)

S(ν) =
�

spq(ν)
�

(p,q)∈(Critk f )2
, spq(ν) =

∫

W s (q)
e

f
νων

p (4.2.17)

Set s(ν) =min
¦

s νp p : p ∈Critk f
©

. If we show that for any q 6= p, spq(ν) = o (s (ν)) as
ν→ 0, we are done, because then sp p(ν)/s(ν)> 1 as ν→ 0 while spq(ν)/s(ν) = o(1) as
ν→ 0 so that

S(ν)
s(ν)
=Diag

�

sp p(ν)/s(ν) : p ∈Critk f
�

+R(ν), ‖R(ν)‖→ 0 as ν→ 0 (4.2.18)

which implies that S(ν) is invertible as ν → 0. To do this, we’ll have to use the heat
forms ρp,ν . Notice that for small enough ν, in F k

ν (ε) the forms P k
ν (ε)ρp,ν and ων

p are
parallel. By Proposition 4.11, if in the definition of spq(ν) we substitute ρp,ν toων

p , we
commit an error of order o(exp(−c/ν)):

spq(ν) =
∫

W s (q)
e

f
νων

p =
∫

W s (q)
e

f
ν ρp,ν + o

�

exp
�

− c
ν

��

(4.2.19)

But since ρp,ν has support contained in a small ball around p, its integral over W s (q) is
zero whenever p 6= q ! We found our first estimate

spq(ν) = o
�

exp
�

− c
ν

��

(4.2.20)

and automatically, since ρp,ν has nonzero integral over W s (p), we find the second
estimate

sp p(ν) = o
�

exp
� c
ν

��

(4.2.21)

which is telling us that the diagonal greatly dominates the nondiagonal terms. We have
finished the proof.
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Remark 4.12. From a quantum mechanical point of view, the situation is as follows.
The vanishing parameter ν represents the Planck constant, so the limit ν→ 0 is just the
semi-classical limit. The elliptic operator∆ν is a Schödinger operator with potential
‖∇ f ‖2. Its extension on the whole exterior algebra of the manifold is interpreted as
a “supersymmetric extension” of the standard Witten Laplacian, that is, acting on
functions. Finally, the matrix S(ν) is a sort of “interaction matrix” between the wells
given by the critical points of f of the same index: its coefficients give us the probability
of tunneling from a well to the other. So in the semi-classical limit we have found the
usual exponential decay of the tunneling rates (4.2.20). Moreover, the Morse-Smale
request on the flow, which doesn’t appear explicitly in the proof but is needed, is
equivalent to imposing that potential wells of higher index don’t resonate with the
wells of lower index.
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A. Appendix to Chapter 1

A.1. Review of Hodge theory

Let (M , g ) be an oriented Riemannian n-manifold. Let Ω• (M ) be the dg-algebra of
differential forms on M . We will denote multi-indexes by capital letters (I , J , K . . . ).
Given a local chart, we will denote the induced basis on k-forms by

�

d x I : |I |= k
	

,
where whenever I = (i1, . . . , ik), we mean d x I = d x i1 ∧ · · · ∧ d x ik .

Notice that the non-orientable case may be recovered without any extra work by
twisting Ω• over the orientation bundle. The choice of orienting M is thus just to
simplify notation.

A.1.1. Hodge duality

Hodge duality is an encoding of Poincaré duality at the level of differential forms. As
such, it relates k-forms to (n− k)-forms with a process of integration. What we need
of Hodge duality is the Hodge star, which we’ll use extensively in computations, and
the adjoints of operators under the Hodge pairing.

A.1.1.1. Constructing inner products

We have a natural volume form defined by µ =
p

|det g |d x1 ∧ · · · ∧ d xn. We may
define an interior product on k-forms in steps: define the inner product of 1-forms
[α,β]x = gx (α

∗,β∗), where α∗ is the vector field such that g (α∗,−) = α, which gives a
C∞(M ) function. Let ζ , η be decomposable k-forms

ζ = α1 ∧ · · · ∧αk

η=β1 ∧ · · · ∧βk
(A.1.1)

The interior product of ζ and η is

〈ζ ,η〉= det
�

[αi ,β j ]
�

(A.1.2)

This too is a C∞(M ) function. The full-fledged interior product 〈−,−〉 : Ω•(M )×
Ω•(M )→ Ω0(M ) is defined by extension through linearity starting from a basis: if
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d x I = d x i1 ∧ · · · ∧ d x ik and d x J = d x j1 ∧ · · · ∧ d x jk then we have




d x I , d x J �= det









gx

�

∂

∂ x i1
, ∂

∂ x j1

�

. . . gx

�

∂

∂ x i1
, ∂

∂ x jk

�

...
...

gx

�

∂

∂ x ik
, ∂

∂ x j1

�

. . . gx

�

∂

∂ x ik
, ∂

∂ x jk

�









=

= det







gi1 j1
(x) . . . gi1 jk

(x)
...

...
gik j1
(x) . . . gik jk

(x)






= det gI J (x)

(A.1.3)

where gI J is the “sub-matrix” of entries (i ∈ I , j ∈ J ) of g . Finally if in some chart
ζ = ζI d x I η= ηJ d x J (Einstein summation),

〈ζ ,η〉= ζIηJ




d x I , d x J �=
∑

I J

ζIηJ det gI J = ζIη
I (A.1.4)

A.1.1.2. Hodge Star, Hodge Duality, L2 Norm

Definition A.1. The Hodge dual of a k-form ζ is the unique (n− k)-form ∗ζ such that
for any k-form η one has

η∧∗ζ = 〈η,ζ 〉µ (A.1.5)

This defines a map which turns out to be an isomorphism, ∗ : Ω•(M )→Ωn−•(M ).
We can find an explicit formula for the Hodge star of a k-form, once local coordinates
are introduced.

PROPOSITION A.2. Fix a local coordinate system. For any k-form ζ = ζI d x I , we have

∗ζ =
p

|det g |
∑

|I |=k

∑

|J |=n−k

ζIε(I J )d x J (A.1.6)

where ε(I J ) is the sign of the permutation I J = (i1, . . . , ik , j1, . . . , jn−k) 7→ (1 . . . n) and we
put ε(I J ) = 0 whenever I ∩ J 6=∅.

Proof. First of all, from the definition of interior product we have that ∗ acts on the
basis d x I as follows:

∗d x I =
p

|det g |
∑

|J |=n−k

ε(I J )d x J (A.1.7)

Now by linearity we obtain immediately for any k-form

ζ =
∑

|I |=k

ζI d x I =⇒ ∗ζ =
∑

I

ζI ∗ d x I =
p

|det g |
∑

|I |=k

∑

|J |=n−k

ζIε(I J )d x J (A.1.8)

Remark A.3. With some effort one may use this local expression to check that ∗ is an
involution up to sign, in the sense that on k-forms ∗∗= (−1)nk+1id.
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Definition A.4. We may define an L2-type norm on k-forms through Hodge duality,
coming from the following pairing:

(ζ ,η) =
∫

M
ζ ∧∗η=

∫

M
ζx ·gx

ηx dµ(x) =⇒ ‖ζ ‖2 =
∫

M
ζ ∧∗ζ (A.1.9)

This norm extends the L2 norm defined on the C∞(M ) functions with respect to the
measure associated to the volume form µ.

A.1.1.3. The codifferential and a Weitzenböck formula

Definition A.5. The adjoint of the exterior derivative under the L2-pairing (−,−) is
called the codifferential:

d ∗ : Ω•(M )→Ω•−1(M ), such that (dη,ζ ) = (η, d ∗ζ ) (A.1.10)

PROPOSITION A.6. It holds that

d ∗ = (−1)n(k+1)+1 ∗ d∗ (A.1.11)

Proof. Indeed if η,ζ ∈Ωk(M ), and we take the above formula as a redefinition of d ∗,
using the fact that ∗∗=±id

d (η∧∗ζ ) = dη∧∗ζ +(−1)kη∧ d ∗ ζ =
= dη∧∗ζ +(−1)k−nk−k)η∧∗ ∗ d ∗ ζ = dη∧∗ζ −η∧∗d ∗ζ

(A.1.12)

so since M has no border, integrating over M the left and right hand side we obtain

0=
∫

M
d (η∧∗ζ ) =

∫

M
dη∧∗ζ −

∫

M
η∧∗d ∗ζ = (dη,ζ )− (η, d ∗ζ ) (A.1.13)

so by uniqueness of the adjoint we conclude.

There is an additional formula for the codifferential, which involves the Levi-Civita
connection on M , and makes explicit the dependence of d ∗ from the metric. Consider
the Levi-Civita connection ∇ on T M . We know we may extend it uniquely to a
connection over the exterior bundle, which we still denote by∇.

PROPOSITION A.7. Let e1, . . . , en be a local orthonormal frame for the tangent bundle.
Set∇ j =∇ei

. Then if e∗1 , . . . , e∗n is the dual frame for T ∗M , the exterior derivative can be
expressed as

d =
n
∑

j=1

�

e∗j ∧−
�

◦∇ j : Ω•(M )→Ω•+1(M ) (A.1.14)

Proof. The question is manifestly local, so we can and will choose any suitable chart.
The most suitable is a normal coordinate system, where the Christoffel symbols vanish
and∇i are derivations in the canonical directions. Now the claim is trivial.
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COROLLARY A.8 (Weitzenböck formula). The codifferential, in the notations above,
satisfies

d ∗ =−
∑

l

iel
◦∇l : Ω•(M )→Ω•−1(M ) (A.1.15)

Proof. Follows immediately from the fact that X ∗ ∧− is formally adjoint to iX .

A.1.1.4. Further adjoint operators

Thanks to the Hodge star we may dualize two very important operators.

LEMMA A.9. For a vector field X , iX is adjoint to X ∗∧−. In particular ∗−1iX∗=X ∗∧−

Proof. In charts: let J be a multi-index of order k−1, ξ = ξ j J d x j ∧d x J , and η= ηJ d x J .

〈(X ∗ ∧η) ,ξ 〉=X jηJξ
j J = ηJ X jξ

j J = 〈η, (iXξ )〉 (A.1.16)

LEMMA A.10. The adjoint operator L∗X to LX with respect to (−,−) has the explicit
expression

L∗X = d ∗ ◦ (X ∗ ∧−)+ (X ∗ ∧−) ◦ d ∗ (A.1.17)

Proof. Immediate from the preceding lemma.

A.1.1.5. The Hodge Laplacian

Through the codifferential one may define the main ingredient of our treatment, the
Hodge-Laplace operator, also called form Laplacian:

∆= d d ∗+ d ∗d : Ω•(M )→Ω•(M ) (A.1.18)

Remark A.11. Notice that also∆= (d + d ∗)2 since d 2 = d ∗2 = 0. The operator

D = d + d ∗ : Ω• (M )→Ω• (M ) (A.1.19)

is called the Dirac operator. It is a vector space endomorphism but not a graded algebra
morphism. Indeed it exchanges the odd degree with the even degree, in the following
sense: if we define

ΩE (M ) =
⊕

j even

Ω j (M ) , ΩO (M ) =
⊕

j odd

Ω j (M ) (A.1.20)

then we have

(d + d ∗)
�

ΩE (M )
�

⊆ΩO (M ) , (d + d ∗)
�

ΩO (M )
�

⊆ΩE (M ) (A.1.21)

Denote by DE and DO the restriction to the even and odd spaces of the Dirac operator
D .
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A.1.1.6. Laplace-Beltrami versus Hodge-Laplace

The Hodge-Laplace operator is the most general realization of the Laplacian on Rie-
mannian manifolds. An intermediate step could be the Laplace-Beltrami operator:
if ∇ is the Levi-Civita connection associated to the Riemannian metric g , then the
Laplace-Beltrami operator∆g : C∞(M )→C∞(M ) is given by∆g = tr(∇2).

Fortunately,∆g differs from∆ : Ω0(M )→Ω0(M ) only by sign. Indeed, notice that
∆ f = d d ∗ f + d ∗d f = d ∗d f =−∗ d ∗ d f , so:

(∗d f )J =
p

|det g |
∑

i

∂ f
∂ i
ε(i J )d x J ,

(d ∗ d f )i J =
∑

j

ε(i J )
∂

∂ x j

�

p

|det g |
∂ f
∂ x i

d x j ∧ d x J
�

=

=
1

p

|det g |

∑

j

∂

∂ x j

�

p

|det g |
∂ f
∂ x j

�

µi J ,

∗µ= 1 =⇒ ∆ f =− 1
p

|det g |

∑

j

∂

∂ x j

�

p

|det g |
∂ f
∂ x j

�

=−∆g f

(A.1.22)

Notice that the positive operator is −∆g , and so∆ is elliptic as an operator on Ω0. It
turns out that it is still elliptic on all its higher-dimensional domains.

A.1.2. Hodge theorem

The topological importance in the Hodge Laplacian on k-forms is the fact that its kernel
is isomorphic to the k-th De Rham cohomology group of M , giving an analytical tool
to compute the cohomology of the manifold.

THEOREM A.12 (Hodge decomposition). Consider the Hodge Laplacian∆= d d ∗+d ∗d
acting on k-forms.

Ωk (M ) = ker∆⊕ im∆ (A.1.23)

Furthermore, we have im∆= im d ⊕ im d ∗ for the adequate degrees.

Idea of Proof. The idea is to pass to the Hilbert space of L2 forms L2Ωk(M ), which
is just the completion of Ωk(M ) with the L2-norm we have used. On this space, ∆
becomes an honest self-adjoint operator, so we may use the standard decomposition
theorems for self-adjoint operators.

COROLLARY A.13 (Hodge theorem). Consider the Hodge Laplacian ∆= d d ∗+ d ∗d
acting on k-forms.

ker∆∼=H k (M ;R) (A.1.24)
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Proof. Let θ ∈Ωk(M ). If θ ∈ ker∆. Then

(dθ, dθ)+ (d ∗θ, d ∗θ) = ((d d ∗+ d ∗d )θ,θ) = 0 (A.1.25)

hence dθ = 0. Moreover, if θ,θ′ ∈ ker∆ are such that θ − θ′ = dω, the Hodge
decomposition immediately implies that θ = θ′. Conversely if dθ = 0, the Hodge
decomposition implies that θ = ω + dω′ with ω ∈ ker∆, so that passing to the
cohomology θ andω represent the same class.

Remark A.14. This theorem has a deeper interpretation in term of indices of partial
differential operators over manifolds. Define the analytical index of the Dirac operator
D as ind D = dimker DE−dimker DO . Thanks to the treatment above, one may check
that ker D = ker(d + d ∗) = ker∆, so that the Hodge theorem implies

n
∑

j=0

dim H j (M ;R) =
n
∑

j=0

dimker D =
∑

j even

dimker DE |Ω j −
∑

j odd

dimker DO |Ω j = ind D

(A.1.26)
but the left-most term is just the Euler characteristic χ (M ) of M . This sort of state-
ment can be greatly generalized to elliptic complexes over manifolds, resulting in the
celebrated Atyah-Singer index theorem.
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B. Appendix to Chapter 2

B.1. Dynamical properties of Morse-Smale functions

Let (M , g ) be a Riemannian n-manifold, not necessarily closed or orientable, and
f : M →R a differentiable function. Denote by d f : M → T ∗M the differential of f .
We may define the gradient ∇g f : M → T M as the vector field satisfying

d fx = gx

�

∇g f (x),−
�

∀x ∈M (B.1.1)

The central object of study in this section is the ODE in M

d xt

d t
=−∇g f (xt ) (B.1.2)

and the flow of diffeomorphisms ϕ : R×M →M it generates, called gradient flow of f .

LEMMA B.1. A gradient flow never has periodic orbits.

Proof. Indeed along integral curves, f always decreases.

Let Crit f be the set of zeroes of∇g f on M and p ∈Crit f . The stable and unstable
sets at p are the subsets of M defined as

W u(p) =
n

x ∈M : lim
t→∞

ϕ−t (x) = p
o

W s (p) =
n

x ∈M : lim
t→∞

ϕ t (x) = p
o (B.1.3)

In general the stable and unstable sets are not submanifolds.

B.1.1. Morse functions

Definition B.2. A function f : M →R is a Morse function if every critical point p ∈
Crit f is hyperbolic, that is, the Hessian Hess f (p) is a non-degenerate bilinear form at
p for every p ∈Crit f .

Remark B.3. Since every rest point p ∈ Crit f is hyperbolic, the Stable Manifold
Theorem [3, Theorem 7.2.9] tells us that both of the stable and unstable sets for all
critical points p ∈Crit f , are actually immersed submanifolds, homeomorphic to discs:
they are images of injective immersions of the stable/unstable spaces of the linearization
of the system at p.
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Definition B.4. Define ind p : Crit f →N as the number of negative eigenvalues of the
Hessian of f at p. Denote by Critk f the set of critical points p of f of index ind p = k.

By what we have just said, this is equal to the dimension of the unstable manifold
for the negative gradient flow at a critical point. Morse functions have very rigid local
properties, which mostly derive from the following

THEOREM B.5 (Morse lemma [32, Lemma 2.2]). For any critical point p ∈Crit f there
exists a local chart

�

Up , (y1, . . . , yn)
�

centered at p for which

f (y) = f (0)−
ind p
∑

j=1

�

y j �2+
n
∑

j=ind p+1

�

y j �2 (B.1.4)

LEMMA B.6. Let K âM be compact. The cardinality of Crit f ∩K for a Morse function
f is finite.

Proof. By the Morse lemma non-degenerate critical points are isolated. It follows that
f may only have a discrete set of critical points. Since K is compact, one may use a
cover condition to prove that every discrete set made of isolated points is finite, so that
Crit f ∩K is finite.

Definition B.7. Let f : M → R be a smooth function. A sequence {xn}n∈N ⊂ M is a
Palais-Smale sequence for f if for some c ∈R we have that

f (xn)→ c and d fxn

�

∇g f (xn)
�

=







∇g f (xn)









2
→ 0 (B.1.5)

The function f satisfies the Palais-Smale condition (PS) if every Palais-Smale sequence
for f is compact, hence admits a converging subsequence.

Remark B.8. If M is a compact manifold then the Palais-Smale condition is always
satisfied.

LEMMA B.9. Let f : M →R be a Morse function with complete gradient flow satisfying
the (PS) condition. Then for every x ∈ M , either ϕ t (x)→ p ∈ Crit f as t →∞ or such
limit does not converge.

The following is proved in [32, Corollary 6.8], and shows that we are in a generic
situation.

THEOREM B.10 (Abundance of Morse functions). The set of Morse functions on M is
open and dense in C∞(M ) with the uniform topology.
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Sn

Al0

Al1 Al2

Al3

∨h−1
l=1 Sn−1

Figure B.1. – Retracting the punctured sphere on a wedge of lower-dimensional spheres. The
disc Al0

punctures the sphere making it an n-disc, which then retracts on the
boundary of the remaining discs. The orientation on the discs Al , induced by
the ambient orientation of Sn , in turn induces an orientation on the bouquet of
spheres.

B.2. Technical lemma for Theorem 2.29

PROPOSITION B.11. Let A1, . . . ,Ah be n-discs in Sn , embedded disjointly. Consider some
orientation-preserving homeomorphisms

a l : (Dn,∂ Dn)→

 

Sn, Sn \
h
⋃

j=1

�Aj

!

∀l ∈ {1, . . . , h} (B.2.1)

which send Dn to the disc Al . Let σn denote the standard orientation on Sn induced by
the standard orientation ωn+1 of Rn+1. Finally let ı̂ : (Sn,∅)→

�

Sn, Sn \
⋃h

j=1
�Aj

�

be the

inclusion. Then we have the following expression for ı̂∗ : Hn(S
n)→Hn

�

Sn, Sn \
⋃h

j=1
�Aj

�

:

ı̂∗σn =
h
∑

l=1

a l
∗ωn (B.2.2)

Proof. We can excise Sn \
⋃

j Aj from
�

Sn, Sn \
⋃

j
�Aj

�

and so we obtain that

Hl

 

Sn, Sn \
⋃

j

�Aj

!

∼=Hl

 

⊔

j

Aj ,
⊔

j

∂ Aj

!

∼=
⊕

j

Hl

�

Aj ,∂ Aj

�

∀l ∈ {0, . . . , n}

(B.2.3)
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Now, since a l is orientation preserving, clearly it is an isomorphism onto Hn (Al ,∂ Al ).
So we have that

�

a1
∗ωn, . . . ,ah

∗ωn

	

is a free generating set for the nth homology group
of the punctured sphere. Hence we have an expression of the type

ı̂∗σn =
h
∑

l=1

r l a l
∗ωn (B.2.4)

for some integers r l . The claim is thus that these integers are all 1. Denote by
ı̂ l : (Sn,∅)→

�

Sn, Sn \ �Al

�

the inclusion. Notice that then

ı̂∗ =
h
⊕

l=1

ı̂ l
∗ : Hn (S

n)→Hn

�

Sn, Sn \
⋃

�Al

�∼=
⊕

l

Hn (Al ,∂ Al ) (B.2.5)

so it suffices to show that ı̂1
∗σn = a1

∗ωn. But if we look at the standard orientation of
Rn+1, this is the generator ωn+1 ∈ Hn+1

�

Rn+1,Rn+1 \ {0}
�

which by definition is pre-
cisely the image ofσn ∈Hn (S

n) under the natural isomorphism Hn+1

�

Rn+1,Rn+1 \ {0}
�∼=

Hn (S
n) given by the long exact relative homology sequence of the couple

�

Rn+1,Rn+1 \ {0}
�

.
Moreover, the standard orientationωn+1 can be obtained from the standard orientation
ωn of Rn, seen as a subspace of Rn+1, by choosing the positive direction of the normal
line in the decomposition Rn+1 =Rn ⊕R. This also orients (Dn,∂ Dn) if we embed it
in the Rn component. So since the homeomorphisms a l we chose were orientation
preserving, the previous reasoning forces the equality we want to prove.



61

C. Appendix to Chapter 3

C.1. On currents

Here I revise the basic elements we need on the theory of currents to understand the
statements of Harvey & Lawson’s theory. I follow [16, 19, 39] and my notes from
Roberto Monti’s course in Calculus of Variations. There can be two conventions
when defining currents: the one of the geometric measure theorists is to call a k-
current a bounded linear functional on compactly-supported k-forms, and this gives a
homological theory; for Harvey and Lawson theory it is more convenient to define a
k-current as a bounded linear functional on compactly-supported (n− k)-forms, giving
a cohomological theory. We follow the latter route.

C.1.1. Basic definitions

Let M be an n-dimensional smooth manifold. Denote byΩk(M ) the space of smooth k-
forms on M , andΩk

c (M ) the subspace of compactly supported k -forms. For θ ∈Ωk
c (M )

denote by suppθ the support of the k-form θ. A current relates to k-forms in the same
way a distribution relates to a function. Hence we must endow Ωk

c (M ) with a suitable
family of seminorms. These seminorms are the direct generalization to sections of a
vector bundle of the seminorm on the “test functions” used in distribution theory. For
brevity, I use multi-index notation and the Einstein convention on summations.

Definition C.1. Let θ ∈ Ωk
c (M ). Consider an atlas U of M . Let θ = θI (x)d x I be the

coordinate expression of θ in a chart U ∈U containing its support.

‖θ‖C h =
∑

I

sup

¨
�

�

�

�

�

∂ hθ j (x)

∂ x j

�

�

�

�

�

: jl ∈ I , x ∈ suppθ

«

(C.1.1)

or in words, the sum of the sup norms of the h-th derivatives of the coordinate functions
on the support of the form. Equivalently we say that a sequence {θl}l∈N ⊂ Ωk(M )
converges in C h seminorm to θ ∈ Ωk

c (M ) if there is a compact set K â M containing
all the supports of the θl and moreover, in one (and then any) coordinate chart on
K , the h-th derivatives of the coordinates of the θl converge in sup norm to the h-th
derivatives of θ.

This family of seminorms induces the C∞-topology on Ωk
c (M ), which is charac-

terized sequentially as follows: a sequence of smooth compactly supported k-forms
{θl}l∈N converges to θ ∈Ωk(M ) if and only if there exists a compact K âM containing
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all the supports of θ,θl and the derivatives of any order of the coordinates of the θl in
any chart converge uniformly to the derivatives of any order of the coordinates of θ.

Remark C.2. One has to show that this topology does not depend on the particular
atlas chosen, and that the space Ωk

c (M ) is a Fréchet space under the topology generated
by the family of seminorms {‖−‖C h}h∈N. These facts are true and descend a little more
easily from the next

Remark C.3. Take an atlas U = {(Uα,ϕα)}α∈A of M , without loss of generality such
that it trivializes the k-th exterior bundle, and consider the isomorphism, given by the
coordinate charts:

Ωk
c (Uα) e−→C∞c (ϕα (Uα))

(nk) (C.1.2)

For any open subset V ⊂Rn we have the “test function topology” on C∞c (V ), so that
C∞c (ϕα (Uα))

(nk) has the product topology. Now, we may include

Ωk
c (M ) ,→

∏

α∈A

C∞c (ϕα (Uα))
(nk) (C.1.3)

and endow Ωk
c (M ) with the induced topology from the inclusion, where the r.h.s. has

again the product topology. One may show that the choice of the atlas is inessential,
and that this topology is the same as the one above.

Definition C.4. A k-current on M is a continuous linear functional T : Ωn−k
c (M )→R.

Explicitly, it is a linear functional on the space of (n− k)-forms with compact supports,
such that for all compact K âM , there exists a C > 0 such that

|T θ| ≤C‖θ‖C h ∀h ∈N ∀θ ∈Ωn−k
c (M ) : suppθ⊂K (C.1.4)

The vector space of k-currents on M is denoted by Dk(M ).

Example. LetΣ ⊂M be an oriented k-submanifold. Then there is naturally an (n− k)-
current ¹Σº : Ωk

c (M )→R defined by integration:

¹Σºθ=
∫

Σ

θ (C.1.5)

Linearity is obvious, while continuity is guaranteed by the finiteness of the Hausdorff
measure of Σ ∩ suppθ in one (then any) chart – we can estimate the integral with the
Hausdorff measure of Σ ∩ suppθ times the sup norm of the coefficients of θ, which is
finite being the form smooth.

LEMMA C.5. The space D0 is the space of Schwartz distributions on M .

Remark C.6. Some authors say that currents are “k-forms with distributional coeffi-
cients”. Currents and forms behave quite differently under morphisms though, since
forms naturally pull back while currents naturally push forward.
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Definition C.7. Let U ⊂M be a chart with coordinates (x1, . . . , xn). For a multi-index
I of length k, define the current e(k),I ∈Dk(U ) as

e(k),I d x J = δ J
I ∀J : |J |= n− k (C.1.6)

Then every current T ∈Dk(M ) can be written locally as T = T I e(k),I for Schwartz dis-
tributions {T I : I multi-index of length k}. We call these distributions the coefficients
of T in the chart U .

Definition C.8. Let T be a k-current. The support of T is

suppT =M \
⋃

�

U ⊂M open : T θ= 0 ∀θ ∈Ωk
c (M ) s.t. suppθ⊂U

	

(C.1.7)

We say that T is a current of compact support, T ∈D c
k(M ), if its support is compact.

PROPOSITION C.9 (Poincaré duality). Let M be oriented, or Ω•(M ) twisted over the
orientation bundle. There is a linear continuous injective morphism Ik : Ωk(M )→Dk(M ).

Proof. In the hypotheses of the proposition we can integrate n-forms over M . Define

Ik : Ωk
c (M )→Dk(M )

θ 7→ Ikθ= θ^−= ¹Mº (θ∧−) : Ωn−k
c →R

(C.1.8)

We could call this the geometrical realization of the Poincaré duality, and it is just the
linear morphism given by cupping with a general k-form. It is well defined because
we integrate against an (n − k)-form of compact support, so the domain is allowed
to be without compact supports. Linearity is clear. Injectivity goes as follows: if
Ikθ= 0 ∈Dk(M ) this means that θ^ ξ = 0 for all ξ ∈Ωn−k

c (M ), but this is possible
only for θ= 0, being the cup product a non-degenerate pairing. For continuity, since
¹Mº is a current, it suffices to show that if ξl → ξ in Ωn−k

c then also θ∧ ξl → θ∧ ξ
in Ωn

c . But θ ∧ ξl − θ ∧ ξ = θ ∧ (ξl − ξ ), so all we have to show is that if ξl → 0 in
Ωn−k

c (M ) then also θ ∧ ξl → 0 in Ωn
c (M ) – simply stated, that the wedge product is

continuous. But this is trivial because if in charts we have θ= θI d x I and ξl = ξl , J d x J ,
then θ∧ ξl = θIξl , J d x I ∧ d x J , so if ξl , J and all its derivatives go to zero, by Leibniz
also θIξl , J does.

C.1.2. Modes of convergence, Operations

Since Dk(M ) is the topological dual of Ωn−k
c (M ), we immediately have the notion of

weak convergence of k-currents.

Definition C.10. A sequence {T j } j∈N ⊂Dk(M ) is said to converge weakly to a current
T ∈Dk(M ), denoted T j*∗ T if for all θ ∈Ωn−k

c (M ) we have T jθ→ T θ.

Moreover, we can endow Ωn−k
c (M ) with a norm, so that we also have the operator

norm on Dk(M ), and the respective notion of convergence.
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Definition C.11. 1. Let θ ∈Ω l
c (M ). The comass of θ is

‖θ‖M = sup
x∈suppθ

sup
τ∈Λl (Tx M )

|θ(τ)|
‖τ‖

(C.1.9)

where the norm of an l -vector τ ∈Λl (Tx M ) is just its norm as a vector in R(
n
l ).

This is a sort of operator norm on l -forms, if we think of them as operators on
l -vector fields.

2. Let T ∈Dk(M ) be a current. The mass of T is

‖T ‖M = sup
�

|T θ| : θ ∈Ωn−k
c (M ), ‖θ‖M ≤ 1

	

(C.1.10)

This is not always finite. We denote byMk(M ) the subspace of currents of finite
mass.

3. We say that a sequence of currents {T j } j∈N ⊂ Dk converges in mass, denoted
T j−→

M T , if the sequence ‖T j −T ‖M → 0 in R. Clearly if T j−→
M T then T j*∗ T .

Example. The mass of the current of integration ¹Σº of a submanifold is its Hausdorff
measure. If it is a compact submanifold, then it is surely finite. The converse is not
always true. . .

Remark C.12. The advantage of mass lies in its compactness and lower semicontinuity
properties, essential for the calculus of variations. Namely,

1. If a sequence of currents is bounded in mass, then it is weakly relatively compact.
In particular if a sequence is bounded in mass, it admits a subsequence which
converges weakly.

2. The functional ‖−‖M : Dk(M )→ [0,∞] is lower semicontinuous, because the
mass is a dual norm. Hence it satisfies the direct method of the calculus of
variations; if we are looking for the minima of mass over a compact subset of
currents, then it always is reached. This is the content of the weak form of the
Plateau problem.

We define operations on currents which are dual to the operations on differential
forms. To fix notations, if X ∈ Γ (Λh (T M )) is an h-vector field on M and θ is a k-form
with k ≥ h, then define the inner product iXθ as the (k− h)-form obtained by applying
θ to X.

Definition C.13. Let T ∈Dk .
1. Let ξ ∈Ωh(M ), where h ≤ k. Define the inner product current T øξ ∈Dk−h(M )

as (T øξ )θ= T (ξ ∧θ). Notice that since the test form has compact support, the
form with which we contract T doesn’t have to have compact support.

2. Let X ∈ Γ (Λh (T M )) be an h-vector field on M . Define the exterior product
current T ∧X ∈Dk+h(M ) as (T ∧X)θ= T (iXθ).

3. Let N be another smooth manifold and f : M → N a differentiable function.
The push-forward current f∗T ∈Dk(N ) is the current on N defined by f∗T (θ) =
T ( f ∗θ).
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Remark C.14. To be sure that the results of these operations are currents, one must
check that they are continuous. This follows from the continuity of the dual operations
on forms.

LEMMA C.15. Let f : M → N. Then if Σ ,→ M is an oriented submanifold of M ,
f∗ ¹Σº= ¹ f (Σ)º (we’re identifying Σ with the image of its immersion).

Proof. Integrating a form on Σ means integrating the pull-back of the immersion
ι : Σ ,→M . But then

f∗ ¹Σº (θ) = ¹Σº ( f
∗θ) =

∫

Σ

ι∗ f ∗θ=
∫

Σ

( f ◦ ι)∗θ= ¹ f (Σ)º (θ) (C.1.11)

C.1.3. Cohomology of currents

Definition C.16. Let T ∈ Dk(M ). The boundary of T is the (k + 1)-current ∂ T ∈
Dk+1(M ) defined as ∂ T (θ) = T (dθ). Clearly ∂ 2T = 0. The coboundary of T is the
(k + 1)-current dDT = (−1)k+1∂ T .

We have that (D•(M ), dD) is a cochain complex, so we may compute its cohomology.

Definition C.17. Define the cohomology groups

H k
D(M ;R) = ker d k

D/d k−1
D

�

Dk−1(M )
�

(C.1.12)

Example. If Σ is an orientable submanifold with boundary of M then by the Stokes
theorem it is clear that ∂ ¹Σº= ¹∂ Σº. As a corollary,

PROPOSITION C.18. Let M be oriented, or the differential forms twisted over the orienta-
tion bundle. I• is a cochain morphism: dD ◦ Ik = Ik ◦ d .

Proof. Indeed if θ ∈Ωk(M ) and ξ ∈Ωn−(k+1)
c (M ), since M does not have a boundary,

we have by Stokes formula that
∫

M
d (θ∧ ξ ) =

∫

∂ M=∅
θ∧ ξ = 0 (C.1.13)

But then
∫

M
dθ∧ ξ = (−1)k+1

∫

M
θ∧ dξ . Hence

∂ Ikθ(ξ ) = Ikθ(dξ ) = (−1)k+1[Ik(dθ)](ξ ) (C.1.14)

The Poincaré duality morphism is an injective cochain morphism. It is natural to
ask ourselves if it is an isomorphism at the level of cohomology. The main result is the
following
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THEOREM C.19 ([19, Section 5.3.2, Proposition 1]). Every class in H k
D(M ;R) admits a

representative of the form Ikθ where θ ∈Ωk(M ) is a closed form.

The proof of the theorem goes through a regularization argument, where one shows
that for each current T ∈ Dk(M ) we can pick a sequence of smooth k-forms θl such
that Iθl → T in mass. Moreover if T is closed, the forms θl can be chosen closed.
With these facts, combined with the key Proposition C.18, one shows that each closed
current is cohomologous to a current which is the Poincaré image of a closed form.

COROLLARY C.20. The cohomology of currents in M is isomorphic to the deRham
cohomology of M .

Remark C.21. There is a more elegant but less direct proof of this fact, which I found
in the appendix of [24]. They show that the constant sheaf R has an acyclic resolution
in terms of the sheaf of germs of currents. This implies that the cohomology of that
complex computes the real singular cohomology of M . This point of view simplifies
the original treatment of [16] in the recovering of the integer singular cohomology of
M by means of integral currents.
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D. Appendix to Chapter 4

D.1. More on operators defined by currents

Let M be an n-manifold. Recall the C∞ topology on the compactly supported forms
of Definition C.1 and the mass norm on currents of Definition C.11.

PROPOSITION D.1. Consider an operator P : Ωk
c (M )→Dk(M ) which is continuous if

we endow the spaces respectively with the C∞ topology and the mass topology. Then for
each 1≤ p <∞ there exists an unique linear extension bP : LpΩk(M )→Dk(M ) which is
continuous if we endow the spaces respectively with the Lp norm topology and the mass
norm topology.

Proof. By the Hahn-Banach theorem, if we show that P is continuous also in the L2-
topology on Ωk

c (M ) – which is thus a non-closed linear subspace of LpΩk(M ) – then
there exists an extension to the whole Lp space. Moreover, since Ωk

c (M ) is dense,
this extension bP is necessarily unique. But clearly, since P is C∞-continuous, it is
L∞-continuous, because the C∞ topology is the initial topology with respect to the
topology generated by the sup norms of the coefficients and all their derivatives. It
follows that P is also Lp -continuous for all 1≤ p ≤∞.

The following proposition refines the tautological weak continuity of the operators
of the kernel calculus shown in Lemma 3.7. By the previous proposition, it implies we
may extend them to the L2-forms.

PROPOSITION D.2. Let N be an n′-manifold and K ∈D l (N ×M ). For k ≤ l , consider
the linear operator K : Ωn′−k

c (N )→D l−k given by θ 7→K(θ) = (πM )∗Køπ∗Nθ. Then K
is continuous when we endow Ωn′−k

c (N ) with the C∞ topology and D l−k with the mass
norm topology.

Proof. We have to show that if θl → θ in the C∞-topology, then ‖K (θl )−K (θ)‖M → 0
inR. Being K linear, it suffices to show that if θl → 0 in C∞ then ‖K(θl )‖M → 0. Now,

‖K (θl )‖M = sup
¦

|K (π∗Nθ∧π
∗
Mξ )| : ‖ξ ‖

M ≤ 1
©

(D.1.1)

and by writing the definition of the comass norm, it is clear that the ξ which have comass
less than 1 must have coefficients bounded by 1. Hence the forms π∗Nθ∧π∗Mξ → 0 in
C∞ and by continuity of K , this means that |K (θl )ξ | → 0 in R. So also the sup must
go to zero, from which we conclude.
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