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Abstract

In this work we address the problem of the derivation and the study
of a mixed formulation of linear viscoelasticity, focusing on the case of
the Kelvin-Voigt model. Namely, we construct an equivalent mathematical
model in which the stress tensor appears as independent variable and its
natural regularity is explicitly enforced.

In the introductory part of this work we review the derivation of the
mixed formulation for static linear elasticity. Indeed, we aim to extend
the duality techniques underlying such construction to the more general
context of viscoelastic deformations.

This task is accomplished in the second part of the present work. Where,
after studying existence, uniqueness, and fine regularity properties of the
solution of the primal formulation of viscoelastic waves propagation, we
manage to find a variational characterization of the solution of the primal
problem that well fits in the above mentioned duality technique. We finally
arrive to a mixed formulation of viscoelasticity.

In the last part of this thesis we present a mixed finite elements dis-
cretization which is conformal with respect to the functional spaces con-
sidered in our mixed (infinite dimensional) formulation. A simple two-
dimensional test case is also implemented and presented as an example.
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Introduction

Viscoelastic models

Elastic and viscoelastic models are used, in the framework of continuum mechanics, to describe
the behaviour of certain materials, e.g. compressible fluids, gases, as well as most solids, in
presence of a (possibly time dependent) load. Elastic models are conservative mechanical sys-
tems, indeed they are used for describing the mechanical response of the so-called purely elastic
materials, i.e., media for which the internal friction can be neglected. In contrast, viscoelastic
models are used when the friction is non negligible with respect to the time and spatial scale of
the quantity of interest, leading to a dissipative system that, from a mathemtical point of view,
can be casted in the framework of parabolic PDEs.

In the 17th century R. Hooke started the study of the modelization of elastic and viscous
deformation in the seminal work [10], while the first treatment of this subject taking into account
several modes of deformation is due to T. Kelvin in 1865, see e.g. [17]. The modern treatment
of viscoelasticity relies upon the coupling of the Newton’s laws

PUy = diV(g) + f,

with a stress-strain constitutive equation defining o. Here u denotes the (Lagrangian) displace-
ment vector field, g is the stress tensor, and f denotes the load. We warn the reader that
hereafter we use the notation - for vectors and : for tensors, and the subscripts -, -+ denote
time derivatives. The stress-strain constitutive equation relates the symmetric gradients of the
displacement, ¢(u), and of the velocity, €(u,), with the stress tensor g.

In the literature there is a number of models of viscoelasticity obtained by different choices of
the constitutive equation whose mathematical justification is given by possible combinations (in
series and/or in parallel) of springs and dash-pots. Among this class of models we mention the
Maxwell, the Kelvin-Voigt, and the Burgers models. Namely, the Maxwell constitutive equation
(typically used for modelling fluids) is obtained by combining a spring and a dash-pot in series,
the Kelvin-Voigt constitutive equation (typically used for modelling solids) is obtained by com-
bining a spring and a dash-pot in parallel, and the Burgers models by combining the Kevin-Voigt

and Maxwell in series, see e.g. [6, Ch. 1].

It is well-known that, if we attack the solution of the above models working with the dis-
placement as unique unknown, some issues arise. This difficulties are even stronger when elastic
or viscoelastic waves propagates in an heterogeneous or non isotropic media, a typical framework
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for many practical applications. Indeed, even if the stress tensor given by the exact solution of
the infinite dimensional model (by plugging the displacement and velocity gradients in the con-
stitutive equation) possesses L? divergence, the finite dimensional solutions obtained by classical
discretization methods (e.g., spectral, finite elements, etc.) do not provide a stress tensor with
the same regularity.

We remark here that the condition div(g) € L? allows to trace the flux of the normal com-
ponent of g across any rectifiable hypersurface, i.e., the total force acting on the hypersurface:
in many applications this is the quantity of interest. Even worse, it can happen that the hy-
persurface along which we aim at tracing o separates two media characterized by very different
constitutive equations. Moreover, from a numerical point of view, differentiating the displace-
ment, in order to obtain the stress tensor, implies a loss of accuracy.

These reasons justify the search for a matematical modelization of the propagation of elastic
and viscoelastic waves that entails the suitable regularity of the stress tensor g.

For certain PDEs that present the above described difficulties, as e.g. Stokes and Poisson
problems (see e.g. [4] and reference therein), it can be introduced the so-called mixed formulation,
in which, roughly speaking, the equation is splitted into a system, that includes an additional
variable. This procedure can be carried out in order to enforce the regularity of the additional
variable or for treating it as the main quantity of interest.

In the last decades several authors studied different mixed formulation of viscoelastic models,
see [1], [2], [13], and [14]. In the preliminary study that we made of the subject we could not find
any approach that satisfies the following properties: a formal variational derivation of the mixed
formulation is provided, the natural H(div, Q)syn, regularity of the stress tensor is enforced both
in infinite and discrete version of the 1 model, and a stable mixed finite element discretization of
the model is provided.

Our study

In this work we focus on the Voigt viscoelastic model
o = Ac(e(w) + Avis(e(vy),

where Ac(7) = 2paT + Aatr(r)id and Ayis(T) = 2pwisT + Auis tr(z)id. In this setting the

Newton’s law complemented with homogeneous Dirichlet conditions and initial conditions reads

puy — div(Aer(€(w)) + Avis(e(vy)) — f =0

ut‘BQ('vt) =0
uloa(,t) =0 : (1)
u, (1, 0) =u, (")

u(-,0) = ug (")
For this set of equations we address the problem of deriving a mixed formulation and mixed
FEM discretization enjoying the three properties we have defined above.

This task is accomplished following four steps. First, we study existence, uniqueness, and
regularity of solutions of (1) in the framework of second order evolution equation in Hilbert
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spaces, see [15]. In particular, we were able to verify all the properties that are needed to prove
the regularity of the resulting stress tensor (see Corollary 2.3.1), provided natural conditions on
the initial data hold.

As second step, we characterize the solution of (1) as the unique minimum of a variational
principle. Unfortunately, due to the dissipative nature of the system, we could not construct an
objective functional starting from Hamiltonian or Lagrangian mechanics, as it can be done for
very simple systems as, e.g., a damped harmonic oscillator. In contrast, in order to construct
such variational principle, we use the solution of (1) itself (see (2.101)) as a parameter in the
objective functional. This procedure, that apparently is running in circles, would not concern
the reader, since our final aim is only to construct a mixed formulation for the viscoelastic model.
We arrive to the following

T
inf{ | [ e Crs@) + dsdiv@)id) - e(w)
vel 0 Q = =/ * =

1
o+ rale)? + 5 Aaaltr(e(w) P dx = (£, 1),y dt }

where I' = L2(0,T; H}(Q)?).

In the next step we play with the duality theory of perturbation of variational problems (see
[8]) and, starting from our variational principle, we construct its dual and mixed formulations.
Namely, the latter reads

T
= inf Sup{/ /
PEY yer LJo Ja

I p _ D2 1
-2 vis€E\Ut + —F|tr
Md@ frois€(Tir) | 8(MelJrAel)I(g)

= 2(lyis + Avis) tr(g(ﬂt))|2 — ptyu+ f(z,t)u+ div(p)u dx dt},

where W = L2(0,T; H(div, Q) sym) and A = L*(0,T; L*(Q)?).

Such an approach has already been used for introducing the dual and the mixed formulations of
several steady-state problems, such as linear elasticity and Poisson (see e.g. [4] [8]). We remark
that in our problem we have to overcome the difficulty of working with an evolution equation,
and the drawbacks arising from its dissipative nature.

In the last step of our construction, that can be thought as main result of this work, we prove
that the solution of the mixed formulation (2.126) has an unique solution that coincides with the
solution of (1), see Theorem 2.12.

The study of a stable finite element discretization scheme of our model has been only partially
carried out. This is mainly due to the time limits and to the fact that the implementation and
the testing of the scheme we designed are highly non-trivial. In the last chapter of this work
we present a numerical approximation scheme where the spatial discretization is performed by
a conformal Galerkin method using vectorial P elements for the displacement and the velocity
fields, and a subspace of the symmetric tensor discontinuous Galerkin elements of order 2 where
the H(div) regularity is preserved. Our preliminary results seem to show that this couple of spaces
provide a stable discretization of our mixed formulation in the sense of Brezzi, LadyZenskaja and
Babuska inf-sup condition, see [4, Sec. 4.2]. We plan to conclude this study in the next months.






Chapter 1

Linear Elasticity

In this chapter we want to introduce primal, dual and saddle point problems for linear elasticity
and also the mixed problem given by Brezzi. First of all we will fix some notations, secondly we
will analyse the primal problem and see that it admits an unique solution, then we will construct
the dual problem starting form the primal and see its properties. In the end we will construct
the saddle point problem and see its relation with the one given by Brezzi.

1.1 Description of the problem

Let 2 C R? a bounded Lipschitz domain, which represents the initial configuration of the body
and we denote with 0 its boundary. Our aim is to determinate the displacement u : Q — R2,
since, for simplicity, we consider the boundary 9f fixed we have that u|gq = 0. We also have a
force f € L?(Q)? acting on 2 and since 91 is fixed the force g acting on the boundary is equal to
0. In order to introduce the problem it is convenient to give the definition of symmetric gradient
€(u) of a function u € Hj(2)?.

Remark 1.1.1. In order to emphasize the fact that the symmetric tensor of a vector is a tensor,
we have decided to omit the bar under the vector and write e(u) instead of €(u).

We define the symmetric gradient as the linear map € : Hj(Q)? — L?(€2)22 such that

ey = 2 (axj * (Q)wi)'

From the previous definition can be easily seen that ¢(u) is a symmetric tensor and its trace,
where tr(z) = ), 7y, is div(u). We define the double dot product of two tensors as

Zg: E Tij04j,
1,J

Il

. . . 2 . .
and in case we have 7 : T we will write ‘ T ’ . Now we are ready to introduce the starting problem.

5
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1.2 Starting Problem

Our aim is to solve the following minimisation problem

inf [ ple)? + 2idiv() - £ v dx b, (L1)
CIES }

veHj(2)?

where we recall that f is a function in L?(£2)%
First of all we can rewrite the previous problem in the following way:

inf {G(e(v)) - F(v)},

veHL()?

where G : L2(Q)2X2 — R is

sym

A
Gly) = [ ulp + Sler(p) ax,

and F: H}(Q)? — R is
F(Q):/f~ydx,
s

a linear and continuous operator.

In order to show the existence and uniqueness of solution of problem (1.1), it is enough to prove
that G o ¢ is a strictly convex function. We will show that G o ¢ is not only strictly convex but
also strongly convex.

Proposition 1.2.1. G is 2u-convex function

Proof. Let p,q € L?(Q)2%% and a € [0,1], then:

Glop+(1=a)g) = [ plap-+(1=a)gP dx+ Flatr(p) + (1= a) ()P dx

—aG(p) + (1 - )6l — a(1—a)[ [ ulp—gP - Jlrtp - 9] dx
Q

< aGlp) +(1-)Glg) —a(l~a) [ plp—gf ax

<aG(p)+ (1 - a)G(g) — %(211)04(1 - O‘)HQ - 2‘ 2

= = L2(@55
Now we want to prove that G o ¢ is a strong convex function.
Proposition 1.2.2. G o¢ is 2uK-convex function where K is the constant of Korn.

Proof. From Proposition 1.2.1 we have that

Glae(v) +(1-a)e(w)) < aG(e(v) +(1-a)Gle(w)) ~ 5 (2m)a(l—a)||e(v) — )| s (12)
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According to Korn inequality A.5 we have that

2
2 2
le(v) = €w) o qzxe = / e, (0= w)| = Klle = wlfy - (1.3)

ij=1

So from (1.2) and (1.3) we obtain
G(ag(v) + (1 = a)e(w)) < aGg(v) + (1 = )G(e(w)) - %(Qu’C)a(l —a)llv — wll @2

for all v,w € HJ ()2 O

The fact that G o¢ is strictly convex and F'is a linear and continuous functional implies that
there exists a unique u, solution of (1.1), that realize the minimum. Such function is characterized
by the Euler-Lagrange equations, so we have that the minimum u € Hg(2)? satisfies:

/QZug(u)e(v) + Miv(uw)div(v) — f-v dx =0 Yo € H}(Q)%. (1.4)

Now we recall the classical integration by parts formula between a smooth symmetric tensor m
and e(v):

m:g(v)dx:f/div(m)-deJr mn-v dx.
Q Q - o0

Since in our case v € Hg(£2)? then the boundary term is equal to zero. The problem in applying

such equation is that div(e(w)) does not make sense for u in H (€2)?, unless we consider div(e(w))
as an element of H~1(Q)? such that:

(div(e(w), 0) a2 = —/Qg(y)g(v) dx. (1.5)

Now recalling the classical integration by parts in higher dimension between a smooth scalar

function w and v:
/wdiv(g)dx:—/Vw-de—i—/ wwv-n dx.
Q Q le)

As before we have that the boundary term is equal to zero because v € H}(2)? and we have to
consider V(div(u)) as an element of H~1(£2)? such that:

(Vdiv(u),v) = —/Qdiv(g)div(g) dx.

As a consequence of the previous reasoning we have that equation (1.4), with a change of sign,
becomes
2p div(e(u)) + A Vdiv(u) + f =0 in H Q)%

then adding the boundary condition of w we obtain

{zﬂ div(e(w) +AV(div(w) + f=0 (1.6)

ulpo =0
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From w, solution of (1.1), we can define the stress tensor ag= gD + p id, where

{JD = 2p¢(u)”

(1.7)
p=(A+p)tr(e(u))

Recalling that tr(e(u)) = div(u) and that for every tensor r the following decomposition is unique

r=1"+ —tr(n)id,

S|

where n is the the dimension of the space, substituting ¢, define in (1.7), in the first equation of
(1.6) we obtain
div(g) + f =0, (1.8)

which expresses the equilibrium condition of continuum mechanics.

1.3 Dual problem

In order to compute the dualisation of the linear elasticity problem, define in (1.1), we will follow
[8]. We will divide this section in three parts, in the first one we will introduce the dual problem
and see its relation to the primal one and in the second one we will see the particular case
in which the primal problem has the form F(v) + G(A(v)). In the last part we will compute
explicitly the dualisation of the linear elasticity problem.

1.3.1 Introduction to the dual problem

We start by giving the definition of primal problem.

Definition 1.3.1 (Primal Problem). Let V' be a topological vector space, V* its dual and F a
function from V to R, then the primal problem is

If there exists a function u € V such that the infimum is realize we denote it with

F(u) = ngf/ F(v) = infP.

The problem P is said to be non-trivial if there exists an element ug € V' such that
F(’LL()) < +00.

In order to introduce the dual problem of primal problem P we have to perturb it. First of all we
need Y and Y* two Hausdorff topological vector spaces placed in duality, we define a function
®:V xY — R such that

®(u,0) = F(u),
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and for every p € Y we shall consider the minimisation problem

Inf ®(u, p). (Pp)

We call P, the perturbed problems of P and in case p = 0 we return to the primal problem
Po = P. The P, is a family of problems and for a given primal problem P the perturbation is
not unique, so we could choose for better perturbation than others, as we will do for the linear
elasticity problem. Now we are able to define the dual problem of P.

Definition 1.3.2 (Dual Problem). Under the same assumption of Definition 1.53.1 of primal

problem, the dual problem is
sup [—<I>*(O7p*)], (P*)
pxey*

where ®* : V* x Y* — R is the Legendre transform of ®. If there exists an element ¢* such
that the supremum is realized we denote it with

—9*(0,¢*) = sup [f @*(O,p*)] =supP*.
preEY*

Now we want to see the relation between P and P*.
Proposition 1.3.1. The following chain of inequalities hold:
—o0o0 < supP* <inf P < +oo0.
Proof. Let p* € Y*, by Definition A.1.8 we have

*(0,p") = sup [(p",p)y — @(v,p)].
veVpeY

Taking p = 0 in the previous equation we obtain
o*(0,p*) > —P(v,0) Vv eV (1.9)
By changing the sign of the previous equation and for the arbitrary of p* we have

sup P* < inf P

If both primal Problem P and dual Problem P* are non-trivial we have that
—oo < sup P* <inf P < +oo0.

Our aim now is to see when the previous inequality is an equality, i.e. sup P* = inf P. If we try
to construct the dual problem of P in general we can not conclude anything unless we suppose
that

D ely(VxY),
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where T'o(V x Y') is the set of convex and ls.c. (lower semi continuous) functions from V x Y
into R that can not be constantly equal to +o0o and —oc.

Assumption 1.3.1. From now we shall assume that

dcTy(VxY).
For p € Y let us define
h(p) = inf P, = inf, [@(v,p)]. (1.10)

Proposition 1.3.2. The function h: Y — R is convex.
Proof. Let p,q € Y and X €]0,1]. We have to show that
h(Ap + (1 = X)g) < Ah(p) + (1 = A)h(q).

Of course if h(p) or h(q) are equal to +oo the inequality is true. Let us assume that h(p) < +oo
and h(q) < oo, so for every a > h(p) and b > h(q) there exists u,v € V such that

®(u,p)
P(v,

(v,p) <b.

IA A

Then:

h(Ap+ (1= N)g) = inf (w, Ap+ (1 = A)g)
<PAu+ (1—=Nv, Ap+ (1 —A)qg)
< A®(u,p) + (1 = A)@(v,q)
< Aa+ (1= \b.

Taking the limit for a — h(p) and b — h(q) we can conclude. O

Remark 1.3.1. Even if the function ® € To(V x Y), in general h ¢ To(Y').

Proposition 1.3.3. The following chain of equality holds:

supP* = sup [— h*(p*)] = h**(0).
prEY*

Proof. First we notice that for every p* € Y* we have:

h*(p*) = sup [(p*,p)y — h(D)]

= sup [ (p*,p)y — inf ®(v,p)]
peEY veV

= sup sup [<p*,p>y - @<’U7p):|
pEY veV

— @"(0,p").
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So, according to the Definition 1.3.2 of dual problem, we obtain

supP* = sup [— @*(0,p")] = sup [—h*(p*)] = ~*™(0). (1.11)
p*EY* prEY*

O

In order to have equivalence between primal and dual problem we need stronger assumption.
We start by the following definition.

Definition 1.3.3. The problem P is said to be normal if h(0) is finite and h is l.s.c. at 0.

These conditions imply that the primal problem is non trivial, because h(0) = inf P, and
lower semi continuity at 0 is needed for A**(0) = h(0) even if h ¢ Ty (Y).
In the next Proposition we use some results we have reported in Appendix A.

Proposition 1.3.4. The following conditions are equivalent to each other

(7) P is normal,
) P* is normal,
(741) inf P = sup P* and this number is finite.

Proof. (i) = (4i7)
We assume that P is normal, so we can define h, which is the Ls.c. regularization of h (h is the
largest l.s.c. minorant of h). From Proposition A.1.3 and Proposition A.1.4 we obtain

h** < h < h.

Now if we dualize the previous equation we obtain h* = A*** > no> h*, so h* = 1" and also
=1

By hypothesis we have that h(0) = h(0) € R and since h is convex also h is convex and can not
take the value —oo, because if it does h would be equal to —oo everywhere which is a contradiction
according to Proposition A.1.1. So we have that i € Iy(Y) and thus i~ = . This means that
h(0) = R(0) = A" (0) = h**(0). According to (1.11) we obtain (iii).

We have that h(0) is finite and h(0) = h**(0), this implies that h(0) = h(0) so

h(0) = h(0) < liminf h(z) < liminf h(z),
z—0 z—0

so h is Ls.c. at 0. Thus, according to Definition 1.3.3, we have that P is normal.

The equivalence between (ii) and (iii) follows by the fact that P** = P. Indeed we can consider
the dual problem as a primal problem and ®*(v*,p*) as the function from which we construct
its perturbed problem, as done for the primal problem P in P,, we obtain

W) = inf [0 ),

which corresponds to the function h defined in (1.10) for the primal problem. According to P*
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and since V2 V** and Y 2 Y** we have

~% ~

h (v) = sup [(v*,v)v - h(v*)}

v*eV*
= su v*,v);, — inf ®*(v*,p*
s [0}y — inf @ (07 p")]

sup sup [(v*,v), — ®*(v*,p*)]
v*EV* preY*

= 3% (v,0).

According to Assumption 1.3.1 and Proposition A.1.4 we have ® = ®** so we obtain

~ %ok ~ %

(0)=sup [—h (v)] =sup [— ®**(v,0)] =sup [ — ®(v,0)] = — inf [F(v)] = —infP.
veV veEV veV veV
Thus P** = P and since (i) < (iii), we obtain (i7) < (iii). O

Even if we are ready to introduce the explicit formulation of the dual problem for linear
elasticity, it is convenient to us to go a bit further and see which conditions on P guarantee us
existence and uniqueness of solution for the dual problem P*.

1.3.2 Existence of solution

In order to have at least one solution for the dual problem P* we need stronger assumptions, so
we start form a definition.

Definition 1.3.4. Problem P is said to be stable if h(0) is finite and h is subdifferentiable at 0.

Requiring P to be stable is a stronger assumption than P to be normal because subdif-
ferentiability implies l.s.c. In the following proof we recall same results that are collected in

[8]-

Proposition 1.3.5 (A Stability criterion). Let us assume that ® € To(V x Y') (it is enough only
requiring ® to be convex) , inf P is finite and that there exists ug € V' such that p — ®(ug,p) is
finite and continuous at 0. Then problem P is stable.

Proof. Since inf P is finite we have that h(0) is finite. The function p — ®(ug, p) is convex and
continuous at 0, so there exists a neighbourhood V of 0 in Y such that is bounded form above:

D(ug,p) <M < 400 Vp e V.

Since h(p) is the infimum in V this means that even h is bounded by M in V. applying Proposition
A.1.2 we have that h is continuous at 0, and, according to Proposition A.1.6, we have that h is
subdifferentiable at 0. O

This result is important because gives an easy way to see if problem P is stable. Before
analyzing the consequence of stability for problem P we see a preliminary Lemma.

Lemma 1.3.1. The set of solution of P* is identical to Oh**(0).
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Proof. If ¢* € Y* is a solution of P*, then

—h*(¢*) = sup [—h*(p*)] =supP* = h*(0).
prEY*

This is equivalent to say that ¢* € 9h**(0). O

Proposition 1.3.6. The following conditions are equivalent:

(4) P is stable,

(i) P is normal and P* has at least one soultion.

Proof. If P is stable we have that h(0) is finite and 0h(0) is non-empty, so from Proposition
A.1.5 we have that h(0) = h**(0) which implies, from Proposition 1.3.4, that P is normal. Also
from Proposition A.1.5 we have that 0h**(0) = 9h(0) # 0, so, using Lemma 1.3.1, P* has at
least one solution.

Conversely, if P is normal, using Proposition 1.3.4, we have that h(0) = 2**(0) and it is finite,
so from Proposition A.1.5 we have that 9h**(0) = Oh(0). Since P* has at least one solution,
according to Lemma 1.3.1, 9h**(0) # 0. Thus P is stable. O

Now we study the particular case where the function F', that characterize the primal Problem
1.3.1 has the form
F(v) = J(v, Av),

where A is a linear operator from V to Y.
So P takes the form
Jg‘f/ J(v, Av). (1.12)

We will denote with A* : Y* — V* the transpose (linear) operator.

Now we have to choose the perturbation needed for the construction of the dual problem. In
order to do that we should introduce another functional space, as we did before, but since the
function J takes value in Y (we suppose that Y and Y* are two Hausdorff spaces) we use it
instead. So the function ® will be

D(v,p) = J(v, Av + p),

which is clearly a good choice for us.
Now we want to develop the Legendre transform of ®(0, p*) and write it as a function of J*:

®*(0,p*) = sup [(p*,p)y — @(v,p)]
veVpeY

= sup sup [(p*,p)Y — J(v, Av +p)].
veV peY
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Let fix ¢ = Av + p, so

(I)*(Oap*) = sup [<p*7 7AU>Y + <p*7q>Y - J(’l},q)]
veVqeY

= sup sup [ (~A*p*,u)y + (0%, 0)y — (v, 0)]
veV qeY
= J*(=A"p",p").
So the dual problem P* of (1.12) becomes:

sup [ — J*(—A*p*,p")]. (1.13)
prEY*

Now we see a direct consequence of Proposition 1.3.5 for this special case in which ®(v,p) =
J(v, Av + p).

Theorem 1.1. Let us assume that J is convex, inf P is finite and that there exists ug € V such
that J(ug, Aug) < +00 and the function p — J(ug,p) being continuous at Aug.
Then P is stable, inf P = sup P* and P* has at least one solution p*.

Proof. Clearly the hypothesis of this theorem imply the condition needed for Proposition 1.3.5
to be applied, then using Proposition 1.3.6 we can conclude. O

Now we want to study the special case in which J(v, Av) = F(v) + G(Av).
In this case primal problem P becomes

Jg‘f/ [F(v) + G(Av)]. (1.14)

Now we want to write J*(—A*p*, p*) as a function of F* and G*:

JHw*,p*) = sup [(u*,v), + (p*,p)y — F(v) — G(p)]

veVpeY
= sup [(u*,v)v — F(v)] -+ sup [(p*,p>y — G(p)]
veV peY

= F* (") + G*(p"),
so from (1.13) we have that P* is

sup, [— F*(—=A"p*) — G*(p")]. (1.15)

Now we want to see the relation between solutions of primal and dual problem in case J(v, Av) =
F(v) + G(Av).

Proposition 1.3.7. Let u € V be a solution of P, q* be a solution of P* and inf P = sup P*.
Then we have that

—A*q* € OF (u)
q* € 0G(Au).
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Proof. Since u € V is a solution of P we have

F(u) + G(Au) = J(u, Au) = Jrel‘f/ [J (v, Av)] =inf P,

and from (1.13) and (1.15), since ¢* € Y* is a solution of P*, we have

—F*(—A*q*) _ G*(q*) — —J(—A*q*,q*) — Sgg [_ J*(—A*p*7p*)] — supP*.
p* *

So we obtain

J(u, Au) + J*(—A*¢*, q%)

F(u) + G(Au) + F*(=A*¢") + G*(q")
= [F(u) + F*(=A"¢") = (=A"q", u)]

+ [G(Au) + G (¢") — (¢", Au)].

From the definition of Legendre transform we have

F*(=A"q") = iggK—A*q*,v)v + F(v)]

G*(¢*) = sup[(¢", p)y + G(p)],

peEY

so we can deduce that —A*¢* realizes the supremum for F* and ¢* realizes the supremum for
G*. This is equivalent to say that

—A*q* € OF (u)
q* € 0G(Au).

O

Remark 1.3.2. This last result is strictly related to the choice of the perturbation, if we had
chosen ®(v,p) = J(v, Av — p) we would have obtain

A*q* € OF (u)
—q* € 0G(Au).

Proposition 1.3.8. If the primal Problem P is in the form (1.14), it is stable, it admits a unique
solution u and G is differentiable at G(Au), then the dual Problem P* admits a unique solution.

Proof. Since primal Problem P is stable then dual Problem P* admits at least one solution.
According to Proposition 1.3.7 we have that all the solutions of the dual problem must be
in OG(Au), but, according to Proposition A.1.7, we have that 0G(Au) = {G'(Au)}, so ¢* =
G'(Au). O

In this section we have introduced the dual problem P* of primal problem P. We have
seen that if the primal is normal then we have that inf P = sup P* and, if we require P to be
stable then we have that P* has at least one solution. In the end we studied the case where
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J(v,Av) = F(v) + G(Av) and notice that under the hypothesis of Proposition 1.3.8 we have
uniqueness of solution for P*. In the next subsection we want to apply these results to the linear
elasticity problem.

1.3.3 Application to linear elasticity problem

According to the theory we have developed in the previous subsection now we are able to intro-
duce the primal problem for the linear elasticity starting from the starting problem (1.1) that
we have defined in Section 1.2.

Problem 1.3.1 (Primal formulation of linear elasticity). Find u € H}(Q)? such that

inf {/QMG(U)F + %|div(g)\2 _fv dx}. (1.16)

vEH(Q)?

From the analysis that we have done in Section 1.2 we have seen that Problem 1.3.1 admits a
unique solution. In order to dualize (1.16) it is convenient to rewrite it in the form (1.14), where:
A =¢: Hj(Q)? — L*(Q)2x?2 is a linear operator, the function F : Hg(Q)? — R is

sym

F(y)z—/gi-ydx, (1.17)

a linear and continuous operator and G : L*(Q)2%2 — R is
2 A 2
Glp) = [ wipl? + Fl) d, (1.18)

a 2u-convex function. Now we can rewrite the primal problem (1.16) as follows

inf F G .
In order to obtain inf P = sup P* and the existence of solutions for P* we will show that Primal
problem is stable.

Proposition 1.3.9. Problem 1.16 is stable. Moreover the dual problem of Problem 1.16 admits
a unique solution.

Proof. In order to verifies stability we will show that Problem 1.16 verifies the hypothesis of
Theorem 1.1, i.e. we need to find uy, € V such that J(ugy,€e(up)) < +oo and the function
p — J(ug,p) being continuous at e(ug). If we fix uy = 0 we have that €(0) = 0, and J(0,0) =
F(0) + G(0) = 0 < +o0. So it remains to verify that p — J(0, p) = G(p) is continuous at 0.

In order to do that we will show that G is continuous for every pi. Let p7—> pin L2(Q)2X2 as
£ £, £

sym

n — 00, then it is enough to show

tim [y [ dx= [ ulpl? ax (1.19)
n—oo [ =n Q =
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and

1 1
lim /Q (e )P dx:/ﬂ§/\|tr(£)|2 dx. (1.20)
Since [, plp|* dx dt = MHBHY and the norm is continuous, then (1.19) is true. Since |tr(:)| : Y —
R can be seen as the composition of the projection 7 : Y — Y on the trace components, the sum
of them, and the norm of Y and because all of them are continuous, we obtain (1.20). So form
(1.19) and (1.20) we have the following

a5 0,) =6
Thus Problem 1.3.1 is stable and due to Proposition 1.3.6, its dual problem has at least one
solution.
Can be noticed that G is differentiable and the differential of GG in p evaluated in ¢ is

’

G [g] (@) = /92;@ g+ )\tr(g) tr(q) dx.

Since G is differentiable and primal Problem 1.16 admits a unique solution, according to Propo-
sition 1.3.8, we have that the dual problem of primal Problem 1.16 admits a unique solution. [

Before compute the dual problem explicitly let do some consideration about the spaces we
are using. First of all Hg () is an Hilbert space and its dual is denoted with H~1(Q). We also
recall that given two Banach spaces V and W the dual space of V' x W con be identified with
V* x W* so (HE(Q)?)* is H1(Q)2.

Secondly there exists an isometry between L?(Q)3 and L?(2)2%2 such that

sym

P1 1
¥1 P2
= e H[l V2T =,
03 J2P2 ¥3 =

The factor % is needed for having an isometry:

2 2 2 2
HfHLz(Q)s = [le1ll2(q) + le2llz2) + lesllzz )
2 ) 2

+llgslliacm = [|¢
) 2

1

2

- ol — .
H901||L2(Q) ' \/5@2 L2(Q Lz(“)i;ﬁ

So we obtain that, because L*(€2)? is an Hilbert space, even L?(Q)2%? is an Hilbert space and

using the Riesz representation define in Theorem (A.1) we have that for every p* € (L?(92)22)*
there exists a unique element r € L?(Q)2X2 such that

sym

= (£7£)L2(Q)2X2 ﬁ S L2(Q)§;73“

sym

*
P8 e

and we denote r with R(p*).
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According to (1.15) we have that the dual problem have the following form:
s P e - 60} (1.21)
preL2(Q)ym

So we have to develope F* and G* in order to get an explicit formulation. According to the
Definition A.1.8 we have that F* : H~1(2)2 — R is the Legendre transform of F, so

F*(v*)= sup [(U*,@Hé(ﬂ)z —F(v)] = sup [(’U*,Q>Hé(9)2 + / frvdx].
veEH! ()2 veH! ()2 Q

Now we need to calculate F*(—¢*(p*)):

F* (=€ (p") = sup [(—€"(p7),v), 2+/f~ydx
(=€ (")) geHé(Q)2[< P,V g1 (0 oL ]
= s [~ (RO 0 gz + [ Sro
vEH; (Q)? ’ Q
= sup [—/R(p*):g(v)—&—/f.ydx].
veEHL(Q)2 Q - Q-

We can see that the value of F*(—¢*(p*)) can only be 400, if there exists at least one v € H} (Q2)?
such that the argument we are maximizing is different form zero, or 0 if we have that

- [ RGY):elo) + £ vax=0 vue HY@P.
According to (1.5) we can define div(R(p*)) as an element of H~!(Q)? such that
R 2 gy e = — [ RO s el0) d (1.22)
Since R(p*) is an element of L?(Q)2x2 and f is in L*(€2)? and we can conclude that if there exists

a ¢* € Y* such that F*(—¢*(¢*)) = 0, then R(g*) belongs to H(div,2) and div(R(¢*)) + f = 0.
So we have that B B B

e e 0 if div(R(p*))+f=0
F*(—¢'(p")) = { | 1=> (1.23)
+00 otherwise
Now we can calculate G*(—p™*), where G* is the Legendre transform of G:
G*(p*)=  su * -G
#") geLz(é))gﬁ [ QL?(Q)??% (g)]
= s (W), g — [l S 6] (124
PELA ()R L@y Joo = 200=

Since G is strictly convex then for every fixed p* € Y™ there exists a unique ¢ € L*(Q)2x2

such that the supremum in the previous equation is realize. Now we compute the first variation
respect to p evaluated in ¢ of the argument inside the supremum in (1.24) and since ¢ realize the
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maximum we have

<p*,£>L2(Q)§;31 - /QQ,u g:p— )\tr(g) tr(ﬁ) dx=0 Vpe Lz(Q);jri (1.25)
If we take ¢ = q we obtain that
* o 2 _ 2 —
0D sz = [ 20 = Ner(@) dx = 26(g). (1.26)
Substituting (1.26) in (1.24) we obtain
G (p") = 2Glg) - Glg) = Gla). (127)

Now we want to write ¢ as a function of p*. According to Theorem A.1 we can rewrite (1.25) as
follows. a

(R(P"), ©) 22z — /Q 2ng:p-Atr(g)id: p dx =0 Yy € L*(Q)57,

from the arbitrariness of ¢ in the previous equation we obtain

R(p*) = 2uq + Atr(q)id = 2ugD + (A4 p) tr(q)id,

where we recall that the decomposition of a tensor into its deviatoric and trace components is
orthogonal and unique. This means that we can define the function

g — 2ug” + (N + p) tr(q)id,

where the inverse can be easily seen to be

1 1
Q—>—pD+

L5l gy i

According to the previous equation we can rewrite (1.27):
@ (") = Glg)
1 1

~CGlg, 4\ + 1) )

1 . 1 .
= [ RGIE + g RO d (1.28)

R + tr(R(p"))i

I8

Now we aim to write (1.21) explicitly. Since the only value of F*(—¢*(p*)), defined in (1.23), are
0 and +oo, and sup P* is finite, we can rewrite (1.21) as follows.

w o)
pre(LA(Q)30)"
div(R(p™))+f=0

Changing the sup into a inf, since we are looking for p* and not the value of sup P* and using
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(1.28), we have

. . 1 D 1

inf G*(p* } inf {/Rp* 24— |tr(R(p* 2dx}. 1.29
p*e<L2<n>§;£>*{ @) pre@*@22) Lo 4u| @) 8(u+A)‘ (RO (1.29)
div(R(p*))+£=0 div(R(p*))+£=0

2X2

Since the functional define in (1.29) depends on p* only through R and since LZ(Q)Sym is an

Hilbert space, so R is an isomorphism, we can replace Y* with Y and R(p*) with p and we can
introduce the following. B

Problem 1.3.2 (Dual formulation of linear elasticity). Find ¢ € L*(2)252% such that

sym

L pp 1 2 . L Db 1 2
q|"+ tr(q)|* dx = inf {/ p |+ tr(p)|“ dxp. (1.30
/Q 4p 2! 8(p+ A)| 9| per?@2 Lo 4p 2 8(p+ A)‘ @l (1:30)

Hiv(£)+i:0

1.4 Saddle point Problem

In this section we want to introduce the saddle point problem for linear elasticity. We will
proceed in the same way as the previous section: according to the theory developed in [8], we
will introduce the saddle point problem and see its relation with primal and dual and then we
will apply it to the linear elasticity problem.

1.4.1 Introduction to saddle point problem

The assumption on the spaces are the same of the previous section. We will see that the work
here will be very similar to the one that we have done previously for duality. We start form two
definitions.

Definition 1.4.1 (Lagrangian). Let L:V x Y* — R such that

—L(v,p*) = sup [P p)y — (v,p)],

forv eV and p* € Y*. L(v,p*) will be called the Lagrangian of the primal Problem 1.3.1 relative
to the given perturbation ®.

Definition 1.4.2 (Saddle point). The point (u,q*) € V x Y is called saddle point of L if
L(u,p*) < L(u,q*) < L(v,q¢*) Yo eV, Vp*eY". (1.31)

We recall that ®(v,p) is such that ®(v,0) = F(v) Vv € V and such perturbation it is not
unique. Now we want to see the relation between P and P* in terms of the Lagrangian. We
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start from noticing that

(v, p") = sup [(v",0)y + (P",p)y — P(v,p)]
veVpeY

sup [(w",v)y + sup [(p",p)y — ®(v,p)]]

= sup [0, vy~ Lo

From the previous equation we can rewrite the dual problem P* as

~ - ®*(0,p")] = s —sup [ — L(v,p")]] = sup inf [L(v,p*)].
Jup [ @0(0.p7] = sup [=sup[= L] = sup_inf [L(v:p7)]

Now we want to rewrite the primal problem P as a function of L, in order to do that we need
® € Ty(V xY), an assumption that we have already made in Assumption 1.3.1, so the function
D, :p— P(v,p) is To(Y) and from Proposition A.1.4 we have &, = ®;*, that implies

®(v,p) = ©,"(p)

= sup [(p*,p)y — P5(p")]
p*EY*

= Ssup |:<p*7p>Y+L(/Uap*)}a
p*GY*

where, according to Definition 1.4.1, we have used

P} (p*) = sup [, D)y — Pu(p)] = sup [(p",p)y — ®(v,p)] = —L(v,p").

So primal Problem P can also be written in the following way:

inf [P = inf [#(0,0)] = fnf sup [L(v,")].

Now we want to see the relation between the solutions of primal problem P, dual problem and
P* and the saddle points of the Lagrangian.

Proposition 1.4.1. If ® € To(V x Y), then the following conditions are equivalent:

(1) (u,q*) is a saddle point ol L,

(44) u is a solution of P,q"is a solution of P* and inf P = sup P*.

Proof. If (u,q*) is a saddle point, then according to (1.31), we have

infP = ngf/ Fv) = Ulg‘f/fb(v,O) = ®(u,0) (1.32)
supP* = sup —®*(0,p") = —2*(0,¢"), (1.33)
preY*

so u is a solution to P and ¢* is a solution to P*. Then we can also notice that if (u,¢*) is a
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saddle point, then

®(u,0) = sup L(u,p*) = L(u,q") = inf L(v,q") = —=27(0,¢"). (1.34)
preY* veV

So according to (1.32), (1.33) and (1.34) we have
inf P = ®(u,0) = —9*(0,¢*) = sup P*.
Conversely, if u is a solution of P and ¢* is a solution of P* we have

®(u,0) = sup L(u,p") = L(u,q")
p*EY*

—®*(0,¢") = inf L(v,q*) < L(u,q"),
veV

then using that inf P = sup P*, we obtain ®(u,0) = —®*(0, ¢*), so we can conclude. O

Remark 1.4.1. For our purpose it is important that (i1) = (i), because it guarantees existence
of solution for the saddle point problem since primal problem and dual problem of linear elasticity
admit solutions. Since for linear elasticity we know that solutions of primal and dual are unique,
form (i) = (ii), we have that the saddle point is unique.

Definition 1.4.3 (Saddle point problem). If the primal problem constructed from ®(v,p) is
stable, then the saddle point problem consists in finding (u,q*) € V. x Y* such that

L(u,q*) = sup inf |L(v,p")| = inf sup |L(v,p" 1.35
(u,q%) p*egwev[( ] vevp*eg*[( )] (1.35)

1.4.2 Application to linear elasticity problem

We start from recalling that in our case ® (v, p) = F(v) + G(g(v) +p), where F' is define in (1.17)
and @ is define in (1.18), so the Lagrangian becomes ;

— L(v, g*) = sup [/ R(g*) p dx — F(u) — G(e(v) +B)], (1.36)
pEL2()3ym /O

where R : (L?(2)2X2)* — L?(€2)2X2 is the Riesz operator that we have introduced in the previous

sym sym
section.

Now we want to calculate the Lagrangian explicitly. Since G is a 2u-convex functional and F

2X2

is linear and continuous, then there exists a unique ¢ € L? (Dzom

such that the supremum is
realized, so if we take the Euler-Lagrange equations of

R(
Q

) ipdx — F(u) — G(e(v) + p),

IES)
3

evaluated in q we obtain

/QR(p*) tp - 2u(e(v) +q) : p — A(div(v) + tr(q))id : ® dx =0 Vﬁ € L%Q)g;ﬁl (1.37)
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Now we proceed in the same way as done for duality: first we will try to characterize L(v, ¢*)
as a function of ¢ and then we will write ¢ as a function of v and R(p*). We start from noticing
that if we take é: €(v) + ¢ in (1.37) then we obtain

/ R(p") : g dx = 2G(ev) +¢) — /Q R(p

Substituting the previous equation in (1.36) we obtain

—L(v,q") =  sup / R(q") : p dx — F(u) — G(e(v) +B)]
= @2 ==

A R(g*) tq dx — F(v) — G(g(v) —|—g)

=Gl(ev) +q) — Fv) — / R(p*) : e(v) dx. (1.38)
= Q
From the arbitrariness of ¢ in (1.37) we must have that

R(g") = 2u(e(v) + q) — A(div(v) +tr(g))id = 0

If one proceed in the same way as done for duality, i.e. write R(¢*) as a function of ¢, where ¢(v)
is fixed, one could see that this function is invertible because the decomposition in deviatoric
and trace components is unique, and would obtain that

+ JE—
4N+ )
Substituting the previous result in (1.38) we obtain

De.q) = ~G(5-R(g") + 5
_[_1 P2 _ 1 T * —f.w ) 1 e(v) dx
= [~ R@)7 P — g R £ 2+ RAG) s elo) dx

So the right-hand side of (1.35) becomes

1 w\D 2 1 #1112
sup inf {/—Rq — —|tr(R(q v+ R(q dx}.
et e Uy 3R s R - L2 R

Since the aim of the saddle point Problem 1.4.3 consists in finding the couple (u,g) and not
L(u, ), we can change the sign of the previous equation and we obtain

. 1 D2 1 *\ 2 *
inf sup {/ R(q + —|tr(R(q +fv—R("):e(v dx}.
(L2 R veni (@) Lo @) 8(u+A)| RIEI+1 @) <)

Now recalling that L? (Q)ifj,,% is an Hilbert space, so R is surjective, then, as done for the dual

Problem 1.3.2 we can replace Y* with Y and R(p*) with p. Now we are ready to introduce the
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following.

Problem 1.4.1 (Saddle point formulation of linear elasticity). Find (w,7) € Hg(Q)? x L*(Q)22
such that

L ppo 1 2
/4M| |+ mhr( O+ f-w—1:e(w) dx

1
= inf sup {/ P +—— e+ f-v—p:elv dx}. 1.39
PEL2 ()32 veHA(0)2 4p 7 8(n+ A)| ®F+f p:Elv) (1.39)

Proposition 1.4.2. Problem 1.4.1 admits a unique solution (u, a), where u is the solution of
Problem 1.3.1 and g = R(q*), where q* is solution of Problem 1.3.2.

Proof. Since Problem 1.3.1 and Problem 1.3.2 admit a unique solution, then, according to Propo-
sition 1.4.1, also 1.4.1 admits a unique solution. O

1.4.3 Characterization of saddle point

In this part we want to characterize the unique solution of Problem 1.4.1 through Euler-Lagrange

equations:
fowp*g ey )dxf Ve € Hy () (1.40)
Jo 38” : " + iy tr(@) tr(p) + o e(u) dx =0 Vo e LX(Q)50 '

Accordmg to (1.22) the first equation is equivalent to div(g) + f = 0 in H~*(€)?. Noticing that
p= cp +1 tr( )id from the second equation we have that

Ien

! 1 1 2 2X2
/Q(QNUD— D(U)> 190D+(4(/\+M) tr(ff)—Qtlf(E(U))) tr(p) dx = 0 Vp € L*(Q)257. (1.41)

P11 P12
Y21 P22
P =0 and from (1.41) we obtain

Considering $= { } with @12 = 21 = 0, 11 = Y22 = & and ¢ € C°(2), we have that

[ (o 1) - g utetu) Jo =0 vp e cx(e)

~

then using Lemma A.2.1 we obtain

———tr(o) = %tr(g(u)). (1.42)
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If we proceed in the exact same way as done before but with 10 = o1 = % and @11 = @22 =0,
P12 = P21 = w22 = 0 and @11 = @, Y12 = Y21 = @11 = 0 and a3 = ¢ with ¢ € C°(Q) we get

P (u) . (1.43)

According to Proposition 1.4.2 and (1.43) we can conclude that ¢ is the stress tensor define in
(1.7).

1.5 Mixed Problem Brezzi

In this section we want to introduce the mixed problem for linear elasticity developed by Brezzi
in [4]. The difference form saddle point Problem 1.4.1 consists in changing the functional spaces
in (1.39).

1.5.1 Mixed Problem formulation

First of all we recall that the solutions of primal Problem 1.3.1 and dual Problem 1.3.2 are unique
and that the solution of saddle point Problem 1.4.1 is the combination of those two. From (1.43)
we must have div(g) + f = 0, so, since f € L?*(2)? we can deduce that div(c) € L?(Q2)?, thus

o € H(div,Q). So in (1.39) we can restrict the domain of p form L?(£2)2x2 ‘coig(div7 Q) sym and

£ sym
still have guarantee the uniqueness of solution which is the same of Problem 1.4.1. Thus we can

rewrite (1.39) as
1 1
inf — PP+ —|tr 2d}. 1.44
pEH(div,Q)sym{/Q 4u ‘g | 8(/’6 + A)| (g” X ( )

div(p)+/=0

Now we want to introduce the constrain div(p) + f = 0 in the equation, but since both div(p)

and f are in L?(Q2)?, we can use as test space L2(€2)? instead of HL()2, so we obtain

1 1
inf sup {/pD2+trp2+ div(p +f-vdx}. 1.45
PEH(div.Q)sym ver2()? L/ 4u |: | S(M + )\) | (:)‘ ( (:) —) ( )

The formulation above is the one given by Brezzi in [4]. The difference between (1.39) and (1.45)
is that we have restrict the space where p lives, but enlarge the space where v lives. Now we are
ready to introduce the mixed problem.

Problem 1.5.1 (Mixed formulation of linear elasticity). Find (w,7) € L*(2)? x H(div,Q)sym
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such that
/ i|7'D|2 + ;|tr(7')\2 + frw+div(r) - w dx
w1 E T @l LrerdvD) e
= inf sup {/ i@D\Q + m\tr(g)\z +fv+ div(]:)) ‘v dx}. (1.46)

geg(dimﬂ)sym vEL2(N)2

1.5.2 Existence and uniqueness of saddle point for the mixed problem

The aim of this subsection is to show that (u, o), unique saddle point of Problem 1.4.1, is also

the unique saddle point of Problem 1.5.1, in the sense of Definition 1.4.2.
Proposition 1.5.1. If (w,1) is a saddle point of Problem 1.5.1 then w € Hg(€2)?
Proof. Let (w, 1) be a saddle point of Problem 1.5.1, then if we take the Euler-Lagrange equations

of the right-hand side of (1.46) evaluated in (w,T) we obtain
Vo € L*()?
p e L) (1.47)

Jodiv(z) -+ [frpdx=0
tr(z) tr(p) + div(p) - w dx =0 Vp € H(div, Q)sym.

We can rewrite the second equation of the previous system in the following way:
1
tr(7)id> tpdx = 7/ div(p) - w dx Ve € H(div, Q)sym. (1.48)
0 £ vl

J, (e
— -
o \2p= Ap+r) T/ =
Since C2°(Q)25% are contained in H(div, 2)sym, as [16] suggests, we obtain that w admits sym-
1
(1.49)

1
5+ s tr(D)id,

metric gradient ¢(w) and
= +
SR TR TR

which implies that w € H(sym, (), which is a Banach space. Now we want to show that if
w € H(sym,Q), then w € H'(Q)2. Since C*°(Q)? is dense in H(sym, (), then we can take
{g, tnen € C*>(9)? such that », — win H(sym, ), that means:

P, —w in L?(Q)?
e(pn) — e(w) in L*(Q)3,0-

Using Korn inequality (A.5) for H'(Q)? we have that
| <K (@] o+ @] agazea)-

L2()

Enll Q)2
which implies that {fn}"GN is a Cauchy sequence in H'(£)2. Since this space is complete there
2. We can notice that for every

exists an element ¢ € H'(2)? such that p, — pin HY(Q)
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u € H*(Q)? we have

1
2 2 2
2x2 = [|0p,ua]| L2 () + |0y vl L2 () + §Hamlu2 + Oy 1 [l 120

sym

EO] [

<

2 2 2 2 2
Oz, [l 12(q) + 10222l 12 () + 102, U2l L2 () + 10, u1ll 120y =2 V(@)1 (022,

so we can deduce that
| — 2 2 < 2 v 2 _.
|2Hg(sym,sz) = ||u||Lz(Q)z + Hg(@)HLz(Q)gyng = HQ||L2(Q)2 +1 (E)Hm(sz)zw = ||HHH1(Q)2~

Thus H'(92)? immerses with continuity in H(sym, Q) and this implies that ¢ = w, so w is an

element of H'(Q2)?. Now we have to show that w € H}(Q)?. According to (1.48), (1.49) and

since C*(Q)2x2 are dense in H(div, Q)sym we have:

-

where Pv, = 23:1 iV, where v is the normal unit vector of 992. Then according to Theorems

sym>

;@);gdw/

div(yp) - w dx = / Tr(w) - @, dH' Vo € C= ()22
= o = o9 — =

A2, Theorem A.3 and since ¢ is arbitrary, we can conclude w € Hg (). O

Proposition 1.5.2. If (w,1) is a saddle point of Problem 1.5.1, then it is also a saddle point
of Problem 1.4.1.

Proof. If (w, 1) is a saddle point of Problem 1.5.1, then if we define

1, 1 o div(n) v ds
F(v,p) -—/Q@Ug |2+mltr(g)l2+i v +div(p) - v dx, (1.50)

according to Definition 1.4.2 of saddle point we have that

Yo € L*(Q)* F(v,1) < F(w, 1) < F(w,p) Vp € H(div,Q)sym. (1.51)

If (u, o) is a saddle point of Problem 1.4.1, then if we define

G(v,p) = /Q i@DF I 8(%—!—/\)““@”2 +fou- p: €(v) dx, (1.52)

we have that
Vv e Hy(Q)? Gv,0) < Glu,g) < Gu,p) Vpe L* Q)22 (1.53)

Now we want to show that (w,7), saddle point of Problem 1.5.1, is also a saddle point of
Problem 1.4.1. According to Proposition 1.5.3 we have that w € H{(€)? and so (w,1) €
H ()% x L2(2)2X2. Thus (w, 7) is an admissible saddle point for Problem 1.4.1. If we show

sym*

Yu e Hy(2)? G(u,1) < G(w,1) <G(w,p) Vpe LX),

then we obtain that (w,7) is a saddle point of Problem 1.4.1. For every v € H{(Q)? p €
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H(div,Q)sym if we integrate by parts (1.50) we obtain

1 .
F(y,g) = /Q Z|BD‘2 + \tr(g)ﬁ +i.w+ dlv(g) cv dx

L

= 8(k+A)
1 1

= /Q @|]:3D|2 + m|tr(£)|2 +i~wf£ ce(v) dx =: G(y,]:)). (1.54)

Since H(Q)? C L?(Q)? and according to Proposition 1.5.3 we have that w € H}(Q)?, from
(1.54) and (1.51) we have that

G(w,1) = F(w,7) > F(v,7) = G(v,7) Vo€ Hj(Q)*.
According to Proposition 1.5.3 we have that w € H(Q2)? and from (1.54) we can deduce that

Gw, 1) = F(w,1) < F(Q,g) = G(@,g) VQ € H(div,Q)sym-

Since p— G(w, p) is continuous in L*(Q)22 and since C>(2)252 is dense in H(div, Q)ym, then

H(div,Q)sym is dense in L2(€2)2%2. So we obtain

sym*

G(w,1) < Gw,p) Vpe LX Q)0

Thus (w,7) is a saddle point of Problem 1.4.1. O

Proposition 1.5.3. If (u,a) the unique saddle point of Problem 1.4.1 is also a saddle point of
Problem 1.5.1.

Proof. According to what we have said in Subsection 1.4.3 we have that ¢ € H(div,Q)sym, 50
(u,0) is an admissible saddle point for Problem 1.5.1. In order to prove the thesis we need to
show that (u,o) satisfies (1.51). Since (u,g) is a saddle point for Problem 1.4.1 then it satisfies

(1.53), and because g € H(div, ) sym, due to (1.54) we have

F(u,0) = G(u,0),

s0, since H(div, Q)gym C L*(Q)222, from (1.54) we obtain

sym?

Flu,g) = G(u, g) < G(u,p) = Flu,p) Vp € H(div,2)sym.

From (1.53) and (1.54) we obtain
F(u,0) = G(u,0) > G(v,0) = F(v,0) Vv € Hy(Q)%
Since v — F(v, 0) is continuous in L?(Q2)? and H{(Q)? is dense in L*(2)? we obtain
F(u,0) = G(u,0) > G(v,0) = F(v,0) Vv e L*(Q)>.
Thus (u,o) is a saddle point of Problem 1.5.1. O

Theorem 1.2. Problem 1.5.1 admits a unique saddle point which is the same one of Problem
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1.4.1.

Proof. From Proposition 1.5.3 we have guarantee that there exists a saddle point for Problem
1.5.1, then from Proposition 1.5.2 we have that all the saddle points of Problem 1.5.1 are also
saddle points of Problem 1.4.1. Since Problem 1.4.1 admits a unique saddle point we have that
Problem 1.5.1 must have a unique saddle points that coincide to the one of Problem 1.4.1. [






Chapter 2

Dynamic linear elasticity and
viscoelasticity

This chapter aims at the derivation and the analysis of a mixed formulation for the evolution
equation of linear elasticity and viscoelasticity. It is divided into four sections in each of which
we will analyse a different topic: elastic waves, linear elasticity, elastic waves with dissipation
and linear viscoelasticity. In each section, following the theory developed in the Sections 1.3 and
1.4, we will present mixed formulations similar to the one obtained in the previous chapter when
we have introduced the Problem 1.4.1. Only for elastic waves with dissipation and linear vis-
coelasticity we will be able to introduce another mixed formulation similar to the one introduced
with Problem 1.5.1 and this will be possible thanks to the dissipative term that will allow the
solution of the primal to have a greater regularity.

2.1 One dimensional elastic waves

2.1.1 Starting problem

The aim of this section is to introduce a mixed formulation for one dimensional elastic waves. We
will begin by stating the starting problem and then will show that it admits a unique solution.
After that, according to the theory developed in Section 1.3 and Section 1.4, we will introduce a
mixed formulation for elastic waves. Finally we will show that the mixed problem has an unique
solution that coincides with the one of the starting problem.

Remark 2.1.1. One of the main differences in working in one dimension respect to higher ones
is that the gradient and the divergence operator coincide, since we want to make the transition
to multidimensional easier we will represent differently this two operators. We will denote with
-/ the spatial derivative and with % the divergence operator.

Assumption 2.1.1. Let Q C R be a bounded and Lipschitz domain, T > 0, ug € HE(Q),
uy € L3(Q), f € L*(0,T; L*(Q)*) and p,k € L>=(Q) such that 0 < A < k,p < B < 00 a.e. in ).

For k£ and § satisfying Assumption 2.1.1, we introduce the symmetric bilinear form a :

31
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HL(Q) x HL(Q) - R:
a(u,v) = / ku'v' dx. (2.1)
)

Note that by classical Poincaré Inequality a is in particular positive definite.
We consider the following.

Problem 2.1.1 (Starting Problem one dimensional elastic waves). Find u such that
w € L2(0,T; Hy () us € L*(0,T;L*(Q)) puy € L*(0,T; HH(Q)),
and satisfies

T T
Jo {puee, @)y +alu, @) dt = [ (f,¢0) 2 dt Vo € L2(0,T; Hj(Q))
u(-,0) = ug in Q (2.2)
u(+,0) = wy in Q.

Following the same ideas of [9, Thm. 1, 2, and 3 in Sec. 7.2|, we obtain the following result.

Theorem 2.1 (Existence and uniqueness of solution). Let f € L?(0,T; L*(Q)*), uo € HL(Q)
and uy € L*(). There exists a unique function u such that

uw € L*0,T; HY(Q)) us € L*(0,T; L*(Q)) puy € L*(0,T; H1(Q)),
and satisfies

fOT <putt7 L)0>H5(Q) + a(ua 90) dt = fOT <f7 <)0>L2(Q) dt \V/(p € L2(07 T7 HL%(Q))
ul,0) = uo (2.3)

ug(+,0) = ug.

Sketch of the proof. The result can be proved following the proof of Theorem 2.3 with minor
changes. N

Definition 2.1.1. We will denote by u the unique solution of Problem 2.1.1.

2.1.2 Construction of mixed formulation

In order to apply the theory that we have developed in Section 1.3 and Section 1.4 we have to
give a variational characterization of u.
Let us introduce the functional

T 1
Stu) = [ o)y + ) = () (2.4)

r—{u

acting on

u(z,t) € L2(0, T; HL()) } .
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Remark 2.1.2. We warn the reader that the functional S depends on the function u, the solu-
tion of Problem 2.1.1. In the following we will consider the minimisation of the functional S and
recover u itself as solution. This procedure, that apparently is running in circles, would not con-
cern the reader. Indeed, we remark that our final aim is to construct a saddle point formulation
of Problem 2.1.1, and we can safely use its unique solution as a parameter in the intermediate
steps. We will use this type of construction a number of times in the next sections, the present
remark holding true for all the considered instances.

Problem 2.1.2 (Primal formulation of one dimensional elastic waves). Find u € I such that

S(u) = inf {S(v)}. (2.5)

vel
Proposition 2.1.1. The function u is the unique minimiser of Problem 2.1.2.

Proof. Since the solutions of Problem 2.1.1 live in a subspace of I', then we have that u € T'.
Computing the first variation of (2.4) evaluated in u, we obtain

T
dS(u).y = / (pliet; Y) iy T @@, y) = (fiy) 2y At =0 Vy €T
0

where we have used that @ satisfies the first equation of (2.2). Thus @ is a critical point of S.
Now we have to prove that S is strongly convex in I', if that happens, then @ is the unique
minimiser. This is equivalent to prove that the second variation of S is positive define for all
uel:

d*S(u).(y,y) = a(y,y) =/0 /ley’l2 dx dt

T
> /o AHy”iJé(Q) dt > A||?/H2L2(0,T;H5(Q)) Vyel.

O

In order to introduce the dual and the saddle point formulation for Problem 2.1.2 it is con-
venient to rewrite (2.5) as follows:

S(@) = if (S()} = i {F(v) + G},
where F': I' - R is -
Flv) = /0 (Piiees ) s e — s ) gy s (2.6)

and G:Y = L*(0,T; L*(Q2)) —» R is

G(p):/o /Qk|p|2 dx dt. (2.7)

Now we introduce the dual problem and show that it admits a unique solution. Starting from
Problem 2.1.2, if we define ®(u,p) = F(u) + G(v + p), then, according to Definition 1.3.2, we
have the following.
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Problem 2.1.3 (Dual formulation of one dimensional elastic waves). Find ¢* € Y* such that

— (0.7 = sup [—®*(0,p7)] = sup |- FH(-AT) - G707, (28)

where A* is %, the adjoint of -/, according to Definition A.1.8 F* :T* - R is

F* _7p* = )
( dx ) +00 otherwise

d {0 if—%p*—pﬂtt—}—f:()

and G* : Y* - R is

T
1
G*(p* z/ /—Rp*Qdth
o= [ ] R

where R is the Riesz operator such that R :Y* — Y.

Proposition 2.1.2. Problem 2.1.2 is stable, in the sense of Definition 1.3.4. Moreover Problem
2.1.8 admits a unique solution.

Proof. In order to prove stability we verify the hypothesis of Theorem 1.1. Since F', defined in
(2.6), is linear and G, defined in (2.7), is strictly convex, then J(u,p) = F(u) + G(p) is convex
inI'xY:

J(a(u,p) + (1 = a)(v,q)) = Flau+ (1 = a)v) + Glap + (1 — a)q)
=aF(u)+ (1 —a)F(v)+ Glap+ (1 —a)q)
< aF(u) + (1 - a)F(v) + aG(p) + (1 — 2)G(q)
<alJ(u,p) + (1 —a)J(v,q),

for all & € [0,1], u,v €T and p,g € Y.

Clearly for ug = 0 we have that F(0) = 0 and G(0') = 0, so we need to verify that p —
F(up) + G(p) is continuos at 0. Let p, — p in Y as n — oo, then, since k € L*°(Q) and
Ipll3 == [ folpl? dx dt we have

lim F(uo) + G(pn) = hm/ /k|pn|2 dx dt = / /k‘|p|2 dx dt = F(up) + G(p).
n—oo

So, Problem 2.1.2 is stable and due to Proposition 1.3.6, Problem 2.1.3 has at least one solution.
Can be noticed that G is differentiable and the differential of G in p evaluated in q is

T
:/ / 2kpq dx dt.
0o Ja

Since G is differentiable and the primal Problem 2.1.2 admits a unique solution, according to
Proposition 1.3.7 and Proposition A.1.7, the dual Problem 2.1.3 admits a unique solution. [

Before introducing the saddle point problem, according to the theory developed in Section
1.4, we need to study the Lagrangian defined in Definition 1.4.1:

— L(u,p*) = sup [ (p*,p)y — F(u) — G(u' +p)]. (2.9)

peEY
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Since F, defined in (2.6), is linear and G, defined in (2.7) is strictly convex we have that the
argument of the supremum in (2.9) is a strictly concave function. Thus there exists a unique
q € Y such that

" a)y — Fu) — G +q) = sup [(p*,p)y — F(u) — G(u' +p)].

Therefore the first variation respect to p evaluated in ¢ of (p*, p)y — F(u) — G(u’+p) must vanish,
that is

/ /R 0—2k(g+u)pdsdt=0 VeV, (2.10)

where R : Y* — Y is the Riesz operator defined in Theorem A.1 such that
T
(" p)y = / R(p*)p dx dt Vp €Y.
o Ja

Taking ¢ = ¢ + ¢’ in (2.10) we obtain

T
(p*,q)y =2G(u + q)—/ / R(p*)u' dx dt.
0o Ja
Then from (2.9) and the previous equation we can deduce that

—L(u,p*) = sup [ (p*,p)y — F(u) — G(u' + p)]

pPEY
= (" q)y — F(u) =G +q)
=G +q)— / /R Ju' dx dt. (2.11)

Since (2.10) is true for all ¢ in Y, then we have
R(p*) = 2k(g + ),

and we can deduce that
(2.12)

Substituting (2.12) in (2.11) we obtain

T
1 * * -
p*) = —|R(p")|? = R(p*)u dx — (pUre, u) 1 () + (fr W) 20y dt. (2.13)

Since the right-hand side of the last equation depends on p* only through the Riesz operator R
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and Y is an Hilbert space, we can replace Y* with Y and R(p*) with p, and we obtain

T
. . 1 *\ |2 * ! =
pgg*zgg{ | [ G ROE =R dx = G )y + . dt}

T
e 1, 5 , B
= ;g)f,zlelllz{/o /Q @\M —pu’ dx — <Putt7u>H3(Q) +(f, u>L2(Q) dt}~

Thus, from the previous equation and according to Definition 1.4.3 of saddle point problem, we
arrive to consider the following.

Problem 2.1.4 (Saddle point formulation of one dimensional elastic waves). Find (w,7) € I'xY
such that

T
1 _
/0 /Q @|7—|2 — 71w dx — <putt7w>Hé(Q) +{fiw) p2q) dt

T
. 1 2 / —
= plg)f/ 22112{/0 /Q E‘pl — pu dx — (putt7u>Hé(Q) + <f7 U’>L2(Q) dt} (2.14)

Proposition 2.1.3. Problem 2.1.4 admits a unique solution (u, o) where @ is the unique solution
of Problem 2.1.2 and 0 = R(q*), where ¢* is the unique solution of Problem 2.1.3.

Proof. According to Proposition 1.4.1 we have that the solutions of Problem 2.1.4 are the product
of the solutions of Problem 2.1.2 and Problem 2.1.3. Since Problem 2.1.2 and Problem 2.1.3 admit
unique solution @ and o = R(¢*), where ¢* is the unique solution of Problem 2.1.3, then we have
that Problem 2.1.4 admits a unique solution that is (u, o). O

If we compute the Euler-Lagrange equation of (2.14) evaluated in (@, o) we obtain

T _
{ Jo Jo oy dx+ (e, ) s o) = (f+9) 2y dt =0 Vy € L*(0,T; Hj () 215)

op — 2kpu’ dx dt = pE 4
oV fo o0 — 2kpi’ dx dt =0 Vi € L2(0,T; L*(Q

Remark 2.1.3. We can define L0 € L*(0,T; H1(Q)) as follows

<&U’y>H(§(Q) ::/Qay' dx Vy € HL Q).
The main difference from the non evolutive case, that we have analysed in Subsection 1.4.2 and
Subsection 1.5.1, is that even if we require f € L*(0,T;L?(2)) we can not state that Lo €
L2(0,T; L?(Q)) because piig is in L?(0,T; H-1(Q)) and not in L*(0,T; L*(Q)). We will see,
in Section 2.3, that adding a viscosity term to the first equation of (2.2) we will gain enough
reqularity to i to have o € L*(0,T; H(div,)).

2.1.3 Mixed formulation Elastic waves

Now we are interested in finding the couple (u, o) solution of the system (2.15), with the addition
of the initial conditions for u. We introduce the following.
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Problem 2.1.5 (Mixed PDE formulation in L?(0,T; L?(Q2)) of one dimensional elastic waves).
Find (u,0) such that u € L?(0,T; HX(Q)), uy € L?(0,T; L?(Q)), puy € L*(0,T; H1(Q)), o €
L?(0,T; L*(Q)) and satisfies

T
Jo Jo oy dx+ (puee,y) iy = (fr¥) 12 dt =0 Vy € L*(0,T; Hy(Q))

Iy Jo o9 — 2kpu’ dx dt =0 Yo € L2(0,T; L*(Q)) (2.16)
u(.70) = UO Zn Q .

Proposition 2.1.4. For every (u,o) solution of Problem 2.1.5, u must satisfy the following
T T
/ <Puttay>H3(Q) +a(u,y) dt = / (f, y>L2(Q) dt vy e L2(07T; H&(Q))7 (2.17)
0 0

where a(-,-) : H}(Q) x H}(Q) — R is defined in (2.1).
Proof. Since (u, o) is solution of Problem 2.1.5, then it satisfies (2.16). From the second equation
of (2.16) and since o € L?(0,T; L*()) we obtain

o =2k

Substitute o is the first equation of (2.16) and according to the definition of the operator af(,-)
we obtain

T T
/ <puttay>Hé(Q)2 +a’(uay) dt = / <f’ y>L2(Q) dt vy S LQ(OaT7HOl(Q)2)7
0 0
that is exactly (2.17). O

Now we state the main result of this section.

Theorem 2.2. The function @ is the unique solution of Problem 2.2 if and only if the couple
(u,0) is the unique solution of Problem 2.1.5, where

o =2k, (2.18)

Proof. (=)

From the previous subsection we have obtained that (@, o) satisfies (2.15). Form the second
equation of (2.15) and since o € L?(0,T; L*(Q2)) we have that o is defined as in (2.18). Finally,
since @ is the solution of Problem 2.2, then it satisfies the initial conditions.

(<)

Let (u, o) be solution of Problem 2.1.5. According to Proposition 2.1.4 we have that u satisfies
the following system.

L)T (puet; Y) gy () + alu,y) dt = foT (f:9) 120y At Yy € L*(0,T; Hy(2))
u(-,0) = ug in
ue(+,0) = ug in €.
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Thus u is solution of Problem 2.2.
Since Problem 2.2 admits a unique solution, then (@, o) is the unique solution of Problem 2.1.5.
O
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2.2 Linear Elasticity

The aim of this section is to introduce a mixed formulation for linear elasticity. We will start
from presenting the starting problem and then following the same ideas of [7] and [9], we will
prove that it admits a unique solution. Then, using the theory we have developed in Sections 1.3
and 1.4, we will construct a mixed formulation. Finally we will show that the mixed formulation
has a unique solution that coincide with the starting problem.

2.2.1 Starting problem

Assumption 2.2.1. Let Q C R? be a bounded and Lipschitz domain, T > 0, u, € H}(Q)?,
u; € L*(Q)?, f € L*(0,T; (L*(2)?)*), p € L™(Q) such that 0 < A < p < B < ¢ a.e. in Q,
>0 and XA > 0.

Satisfying Assumption 2.2.1 now we introduce the symmetric bilinear form a : H{(Q2)?
HYQ)? - R:

a(u,v) = / 2ue(u) : e(v) + Adiv(u)div(v) dx. (2.19)
q e £
We now consider the following.

Problem 2.2.1 (Starting Problem Linear Elasticity). Find u such that
we L*(0,T; Hy(Q2)%) u, € L*(0,T; L*(Q)) puy, € L*(0,T; HH(Q)?),

and satisfies

T
fo <p@tt;£>Hé(Q)2 + a(g7 fO f SD Lz dt V(p e L (O T HO (Q) )
u(-,0) =1, in (2.20)
uy(+0) =y in 2.

Following the same ideas of [7, Thm. 4.1 in Ch. 3] and [9, Thm. 1, 2, and 3 in Sec. 7.2|, we
obtain the following.

Theorem 2.3 (Existence and uniqueness of solution). Let f € L*(0,T; (L*(2)%)*), uy € Hj(Q)?
and u; € L*()?. There exists a unique function u such that

w€ L2(0,T; Hy()?) u, € L*(0,T;L*(Q)*) pu,, € L*(0,T; HH(Q)?),
and satisfies

fo <put1‘a Hl(Q)z + a’<@v f) dt = fQT <i7 £>L2(Q) dt vf € L2(07 T H&(Q)z)
u(0) = ug (2.21)
u,(0) = uy.

Proof. Construction of approximate solution. Since H}(Q)? and L?(Q2)? are separable,
then there exists functions wy, such that {wy}72, is an orthogonal basis of Hg(Q)?, {wg}32, is
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an orthonormal basis of L?(Q)? and wy > 0 for all k. As Evans suggests in [9] it is enough to
consider the normalize eigenfunctions of the Laplacian operator in H{(2)2.
For every fixed integer m we write

A 222
k=1

where w,, = (wy,0) or w, = (0,wy) , and we consider the problem of finding the coefficients
d¥ (t), such that

(DU, W) 1202 + AUy, w,) = <st>L2(Q) for 0 <t <T, (2.23)

for s=1,2,...,m and
dfjn(o) = (ug, wy,)L2()? (2.24)
¥, (0) = (uy, wy,)r2(0)2: (2.25)

fork=1,2,...,m
Since wy > 0 for all k and 0 < A < p < B < o0 a.e. in ), we have the following

Alwy, wy)r2()2 < (pwy, w)r2(0)2 = / pww, dx < B(wy, w,)r2(0)2, (2.26)
Q

that implies

()10 = 3 0 [ b= 3ol 0)

k=1

Denoting with f*(t) == (f(t)
system of ODE

, W >L2(Q)2 and b* = a(w,,w;) we can rewrite (2.23) as a linear

k(1) + Zbkld =f*t) for0<t<T, (2.27)

for k=1,2,...,mand 0 <t < 7T. According to the standard theory for ordinary differential
equations, there exists a unique function d,,(t) = (dL,(¢),...,d™(t)) satisfying (2.27) for 0 <
t <T,(2.24) and (2.25). So, if we define u,,, = > p-, d¥ (0)w;, and u,,, = > jo, d~ ,(0)w,, we
have that for every m = 1,2,..., there exists a unique function w,,(t), of the form (2.22), that
satisfies (2.23) and

A priori estimates. Now we want to prove the following:

Or%ltaSXT(H@mHHl (@2 el 2) + 10l 2 0 101 02

2 2
C(HiHLZ(O,T;(LQ(Q)2)*) + ||@1||L2(Q)2 + HQOHH(%(QF) (230)
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Taking (2.23), multiply it by d%,, and then sum for k = 1,2,...,m, we obtain

(pumtta mt)L2(9)2 + ( Uy mt) <i7ﬂmt>L2(Q)'

Observing that

1d
(Pl > U ) 12(92)2 = (V/ Pl g5 /Pl ) L2 (02)2 §E(|‘fumt|‘L2 9)2)

and, since a(+,-) is a symmetric operator, we have

@t tn) = | 2e(t)  lt) + M1 ) t) = 5 52 ().

recalling that 2ab < a? + b2, (2.26) and a(u,u) > KMHQ”?{&(Q)Q for all u € HJ(Q2)?, we obtain the
following

d 2
%(H\/ﬁythLQ(Qﬂ + a(gnwgm))) 2[(pumtt77mt)L2(Q)2 + CL( m’umt)]

2[<i’ Mmt>L2(Q)2 - a’(gnmgmt) + a( Uy mt)}

IN

2[1f Il z2 02y |l 202

IN

1 1E 2y + [l a0y
< Oy + VP2 + 0o wn)]. (231)
If we define
V(8) = 1Bt (O 2ays + At (8), 2, (1)
(1) = LD 2 -
we can rewrite (2.31) as follows
n(t) <Cu(t)+C&(t) for0<t<T,

and according to Proposition A.2.6 we obtain
t
v(t) < e (v(0) + C/ &(s)ds) for0<t<T. (2.32)
0

Due to (2.26) we can notice that

V(0) = [1V/Pin s ()1 720> + @2 (0), 11, (0)) < C (Il 172y + lleto 1 72 0y ) (2.33)

then from (2.32) and (2.33) we obtain

2 2 2 2
H\/ﬁ@mt(t)”Hé(Q)Z+a‘(um(t)>um(t)) < C’(HQIHLz(Q)2 + H@O”H%(Q)z—’_"iHLz(OyT;(Lz(Q)Z)*))' (234)
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Since for all u € H{(2)? we have
ay, u) > QNICHQ”?Q(Q)%
and
||ﬁ@mt(t)||2Lz(Q)2 = (VP (1) /Pt (1)) 12 (0202 =
(P2 (0 (8) 22002 2 Al (1), iy (D) 220272 = Alltty (D) 7202125

from (2.34) we obtain

2 2
OlgltaéXT(Hym(t)”Hé(Q)Z + ||gmt(t)||L2(Q)2) <

2 2 2
C<’|£HLQ(O,T;(L2(Q)2)*) + ||ﬂ1||L2(Q)2 + HEOHH[}(Q)z) (235)

Now we fix v € Hg(Q)? such that ||QHH6(Q)2 <1 and v = vy + vy, where v; € span{w,}}*, and
(yz,yk)Lz(Q)z =0 for every k =1,2,...,m, then we obtain

(P V) 1 y2 = (Pnggs ) 12(Q)2 = (Plhyy, 01) 12()2 = (f,01) — alty,, v1),

Since ||QHH3(Q)2 <1, we have

|<P@mttaQ>H1(Q)2|
[P | e = sup s <CO(||f g @y2)
TR em@rvoy 2l (£l g Hj(@2)

from the previous equation and (2.35) we can deduce the following

T
9 2
HpﬂmttHLQ(O,T;H*l(Q)z) :/0 ”p@mttHH*I(Q)2 d

T
2
S A C(||i||(L2(Q)2)* + ”@mHQHé(Q)Z)
< O aayey- + s IZ2gaye + laollFry caye)- (2:36)

Thus from (2.35) and (2.36) we obtain (2.30).

Existence of solution. Since (2.30) is independent of m we can deduced that {w,,}>°_; is
bounded in L?(0,T; Hg(2)?), {w,}oo_; is bounded in L?*(0,T;L*(Q)?) and {pu,,, 5o, is
bounded in L?(0,T; H=*(2)?). According to Theorem A.4, we have that there exists a sub-
sequence {u,, }72,, u € L*(0,T; Hj(Q)?), u, € L*(0,T; L*(Q)?) and pu,, € L*(0,T; H~*(2)?)
such that

Uy, — U weakly in L2(0,T; H}(Q)?)
Uy — Uy weakly in L2(0,T; L?(Q2)?) (2.37)
Pl — Py, weakly in L2(0,T5 H™(2)?).

From now on we identify {u,, };5_; with its subsequence {u,,, }72;.
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Now we fix an integer N and consider the function ¢ € C'([0,T]; Hj(2)?) such that

N
o(t) = d* (D, (2.38)
i=1

where {d*}I¥_, are smooth functions, i.e. {d*}}_, C C>°([0,T]). Taking m < N, multiply (2.23)
by d*(t) and sum k = 1,2,... N we obtain

(Pt (1) 1202 + 1t 9(1) = (f @(1)) 0 FOROSET.

Integrating the previous equation between [0, 7] with respect to the variable ¢, we obtain

T T
| ot g + ol ) dt = [ 15.9) (2:39)

According to (2.37) if we pass to the limit in the previous equation, we obtain

T T
/0 <p@tt,£>Hé(m2+a(g,g) dt:/o ([, 0) gy At

Since the functions defined in (2.38) are dense in L2(0,T; H}(2)?) we can deduce that

T T
/0 T PR () dt:/o (f29) o) At Vo € L2(0,T; Hy (2)%). (2.40)

In order to verify that u satisfy (2.21) we need to check that u(0) = u, and u,(0) = uy. If we
take ¢ € C*([0,T]; Hj(22)?) such that ¢(T') = 0 and #,(T) = 0 and integrating by parts equation
(2.40) respect to the variable ¢, we obtain

T T
/0 (pw, ¢, ) r2()2 + alu, p) dt = / () ooy dF

0
+ (pu(0), ¢,(0)) L2(0)2 + (pus(0),9(0)) L2 ()2 (2-41)
Starting from equation (2.39), integrating twice by parts respect to the variable ¢, we obtain

T T
/0 (P, Py ) L2(02)2 + AWy, ) At = /0 (f20) 12 dt

+ (pt,, (0), ,(0)) 2 (00)2 + (2, (0),(0)) L2 ()2,
from (2.28), (2.29) and (2.37) if we pass to the limit of the previous equation we obtain

T T
/0 (pu, ,,) 1202 + aly, ¢) dt:/o ([, 8) 2y At

+ (pug, ¢,(0))L2(0)2 + (pur, ¢(0))L2(02.  (2.42)
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Confronting (2.41) and (2.42) we obtain that
(pu(0),¢,(0)) 202 + (p1,(0), 9(0)) £2(02)2 = (pu(0), ¢,(0)) 2(2)2 + (puy(0), 9(0)) L2 (02,

form the arbitrary of ¢(0) and ¢, (0), implied by the arbitrary of ¢ € C*([0,T]; Hy(€2)?), and
since 0 < A < p < B < 400 a.e. in {2, we can deduce that

u(0)

@t(o) = Uy,

|
IS

0

so u is a solution of (2.21).

Uniqueness of solution Now we want to show that there exists a unique solution of (2.21),
in order to do that we are going to prove that if w is solution of (2.21) with the choice of
uyg=u; = f =0, then u=0. Let ¢ € C*([0,T]; (L*(2)?)*) and according to what we have prove

until now there exists a function w solution of (2.21) with the choice uy = u; = 0 and f = o.
Now we consider the function @ (7T — t) = w(t), so we have that

€ L*(0,T; Hy(2)*) @, € L*(0,T; L*(Q)*) pwy, € L*(0,T; H™H(Q)?)

&

T T
(p@m@H&(Q)Q + a(w, ) dt :/0 (f, @B(Q) dt Ve e LX(0,T; HE()?) (2.43)

S—

(T)=0
(T) = 0.

[SISY

Since w(T) = w,(T) = u(0) = u,(0) = 0, then we have

T T
/0 <.0@tta@>Hg(Q)2 dt = _/0 (prtg, ©y) L2 ()2 dt

+ (pu (T), @(T)) L2(2y> — (pu(0), @(0)) L2(02)2

T
:/0 <P@ttvﬂ>Hg(Q)2 dt

+ <P@tt(T>7E<T)>L2(Q)2 - <P@tt(0>vﬂ(0)>L2(Q)2
T
= [ o)y e (2.41)
0
and, because u is solution of (2.21), with f = 0 and w satisfies (2.43) we have that
T T
| oy dt= [ (e alin) (2.45)
T T
| e @y dt= [ —aluw,m) . (2.46)
0 0

From (2.44), (2.45), (2.46) and because a(-,-) is a symmetric operator we obtain

T
| @0 =0 Ve e 0. TLIA@P),
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Since C1([0, T]; (L?(2)?)*) is dense in L?(0,T; (L?(2)?)*), then we can deduce that u=0. O

Definition 2.2.1. We will denote @ the unique solution of Problem 2.2.1.

2.2.2 Construction of mixed formulation

In order to apply the duality theory that we have seen in Section 1.3 and Section 1.4, we need
to characterize u as the unique minimum of a certain variational principle. Let us start by
introducing the functional

T
_ 1
S(u) :/0 (Pt ) pry o2 + 508, w) = (fr1) o g (2.47)

acting on the Hilbert space

r= { u(z, )

u(e,t) € L2(0,T: HY()?) } 7

and the variational problem related to S.

Problem 2.2.2 (Primal formulation of linear elasticity). Find u € T' such that

S(u) = inf {S(v)} (2.48)

vel

As suggested in Remark 2.1.2 the presence of @ in (2.47) is not a problem for the sake of our
purpose.

Proposition 2.2.1. The function @ is the unique minimum of Problem 2.2.2.

Proof. Clearly we have that @ € T, if we compute the first variation of (2.47) evaluated in @, we
obtain

T
05y = |0 2 gy + 02) = (£13) gy =0 Vg €T,

where the last equality is a consequence of the first equation of (2.20). Thus & is a critical point
of §. In order to prove that it is the unique minimum of S we will show that the action S is
strongly convex in I'. This is equivalent to prove that the second variation of S is positive define
for all w € L%(0,T; H} (2)?):

T
d*S(u).(y,y) = /0 a(y, y) dt

- / / 2ule(y) + Mtr(e(y))[? dx dt
0 Q

T
> [ [ 2wl ax a
0 Q -

T
> /O 20 [ 46 2 201 gy e Y € 2O.T H(O)),

where we have used Korn Inequality (A.4). O
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In order to introduce the dual and the saddle point formulation for Problem 2.2.2 it is con-
venient to rewrite (2.48) as follows:

S() = nf {S()} = inf {F(w) + G(e(v)}.

where F': T' — R is

T
F(v) :/0 <p@ttaﬂ>Hé(Q)2 - <i7Q>L2(Q) dt, (2.49)
and G : Y == L*(0,T; L*()27) = R is
T 1
G(p) = / / plpl® + §A|tr(12)\2 dx dt. (2.50)
2 o Jo' = 2

Now we need to introduce the dual problem and show that it admits a unique solution. Starting
from Problem 2.2.2, according to Definition 1.3.2 with the choice of ®(u, p) = F(u)+G(e(u)+p),
we obtain the following. B -

Problem 2.2.3 (Dual formulation of linear elasticity). Find ¢* € Y* such that

—®*(0,¢") = sup [—®*(0,p")] = sup [ F*(=A"p") = G*(p")], (2.51)
prEY* prEY *

where A* is €, the adjoint of ¢, according to Definition A.1.8 F* : T* — R s

F*(—¢

)

‘(7)) = {0 if =€ @) —puy+f=0

+00 otherwise

and G* : Y* - R s
G (p") /T/ LRGP + (R dx dt
= — ——|tr x dt,
PO o Joan™" St

where R s the Riesz operator such that R : Y* =Y.

Proposition 2.2.2. Problem 2.2.2 is stable, in the sense of Definition 1.5.4. Moreover Problem
2.2.8 admits a unique solution.

Proof. In order to prove stability we verify the hypothesis of Theorem 1.1. Since F', defined in
(2.49), is linear and G, defined in (2.50), is strictly convex, then J(u,p) = F(u) + G(p) is convex
inl xY: B B
J(a(w,p) + (1= a)(v,q)) = Flau+ (1 - a)u) + Glap + (1 — a)q)
= aF(u) + (1 -a)F(v) +Glap + (1 - a)g)
< aF(u) + (1 - a)F(v) + aG(p) + (1 — a)G(q)

aJ(u,p) + (1= a)J(v,9),

IN

for a € [0,1], u,v €T and p,g €Y.
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Now we need to find a value u, such that F'(ug) 4 G(e(y)) < +oo and verify that the functional
p — F(uy) + G(p) is continuos at e(ugy). If we take uy = 0 then F(0) = 0 and, since ¢(0) = 0,

then G(e(0)) = G(Q) = 0, so the first hypothesis is verified. Now we need to show that p —
F(ug) + G(p) is continuos at €(ug). Let p — pin Y as n — oo, then it is enough to show B

T T
lim / / plp |? dx dt :/ / plp|? dx dt (2.52)
n—oo 0 Q =n 0 Q =
Tria Tra
lim / /wtr(p )2 dx dt:/ /f)\|tr(p)|2 dx dt. (2.53)

2
Since fOT fﬂu@z dx dt = u”g”y and the norm is continuous, then (2.52) is true. Since |tr(+)| :

and

Y — R can be seen as the composition of the projection 7 : Y — Y on the trace components,
the sum of them, and the norm of Y and because all of them are continuous, we obtain (2.53).
So form (2.52) and (2.53) we have the following

lim F(uo)—|—G = hm/ /,u|p 1>+ )\|tr( )\2 dx dt

n—oo n— o0
= / /Q,u|g|2 + iA\tr(B)\g dx dt = F(ug) + G(p).
0 £ £ £

Thus Problem 2.2.2 is stable and due to Proposition 1.3.6 we have that Problem 2.2.3 has at
least one solution. Can be noticed that G is differentiable and the differential of G in p evaluated
in g is B

T
G [p] (g) = /0 /QQMQ g+ )\tr(]:)) tr(g) dx dt.

Since G is differentiable and primal Problem 2.2.2 admits a unique solution, according to Propo-
sition 1.3.7 and Proposition A.1.7, we have that the dual Problem 2.2.3 admits a unique solu-
tion. O

In order to write the saddle point formulation of Problem 2.2.2, using the theory developed
in Section 1.4, we need to study the Lagrangian, defined in Definition 1.4.1, of Problem 2.2.1:

— L(u,p*) = sup [ (p*,p) — F(u) — G(e(u) + p)]. (2.54)

QEY - -
Since (p*,p) — F(u) is linear in p and G is strictly convex, so —G is strictly concave, we have
that the argument of the supremum in the previous equation is strictly concave, so there exists

a unique ¢ € Y such that the supremum is realized. Computing the first variation respect to P
evaluated in q of (p* p> F(u) — G(e(u) + p) we obtain

/ | R s g = 20la + ) : ¢ = Nor(@)id + r(elw)ia):

s

dxdt=0 VeV, (2.55)

where R : Y* — Y is the Riesz operator defined in Theorem A.1. If we take ¢ = ¢ + ¢(u) in
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(2.55) we obtain

//R g dx dt = 2G(e(u) + ¢)- //R ) dx dt.

Substituting the previous equation in (2.54) we have

—L(u,p*) = sup [ (p*,p) — F(u) — G(e(u) + p)]

pPEY - -

=" q) — F(u) — Gle(u) + 9)

=
— Gle(w) +q) — F(u) — / / R(") : e(u) dx d. (2.56)
0o Jo
From the arbitrariness of ¢ € Y in (2.55) we obtain

R(p") = 2u(g + €(u)) + Atr(g)id + tr(e(u))id),

and we can deduce that

20 =
tr(g) = 555 (RE) = trew)
4= 0"+ @i = 5 RE") + s BRED) <o) (2.57)

Substituting (2.57) in (2.56) we obtain

*\ T 1 x\ D2 1 *\ 2 Y .
wp)= [ ] ROV + g R - R s elw) de

= (Pl w >H1(Q)2 +(fu >L2(Q)2 dt. (2.58)
Notice that the right-hand side of the last equation depends on p* only through the Riesz operator

R. Since Y is an Hilbert space, so R is an isomorphism, we can replace Y* with Y and R(p*)
with p, and we obtain

infsun / [ RO+ S (RO - RO s )
<putt7 >H1 ()2 + <fﬂ >L2(Q)2 dt}
:Sélevilé?{/ /4u| T )'tr( DII* = p: elu) dx = {pt, u) = + (f ) 2 ﬂ)zdt}'

Thus, from the previous equation and according to Definition 1.4.3 of saddle point problem, we
arrive to consider the following.
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Problem 2.2.4 (Saddle point formulation of linear elasticity). Find (w,z) € I' x Y such that

1 _
/ |+ g A)|tr<;>|%; () s — {plg ) e+ (L) o e

_ D 2 2 .
—;ggigg{/ /4u‘ u+A) [tr(p)|” = p: €(u) dx = (pliyy, w) gy )2 + (1) 2 dt}-

(2.59)

Proposition 2.2.3. Problem 2.2.4 admits a unique solution (4,c) where @ is the unique solution
of Problem 2.2.2 and g = R(q"), where q* is the unique solution of Problem 2.2.3.

Proof. According to Proposition 1.4.1, since Problem 2.2.2 and Problem 2.2.3 admit unique
solution, respectively due to Proposition 2.2.1 and Proposition 2.2.2, we have guarantee that
Problem 2.2.4 admits a unique solution, which is the composition of the solutions of Problem
2.2.2 and Problem 2.2.3. Recalling that we have replace Y* with Y, if we denote ¢ = R(q*),
where ¢* is the unique solution of Problem 2.2.3, we have that the unique saddle point of Problem
224 1s (a,0). O

Computing the Euler-Lagrange equations of (2.59) we obtain

s ng e(y dX+<putt,y>Hé(Q)2*<LQ>L2(Q) dt =0 Vye L*(0,T; Hj(Q)?)

[ [y aP P — zue( )PP dx dt =0 Vo € L*(0,T; L2 (Q)37)  (2:60)
fo Jotr(a —2(p + )\) tr(e(a)) tr(g) dx dt =0 Vﬁ € L*(0,T; L*(Q)257%)

Remark 2.2.1. From the first equation of the previous system since pu,, is in L*(0,T; H=(Q)?)
and not in L*(0,T; L%(Q)?) even if we require f € L?*(0,T;L*(2)?) we can not deduce that
div(o) € L*(0,T;L*(Q)?). We will see in Section 2.4 that adding a viscosity term to the first
equation of (2.20) we will gain enough regularity to u to have g € L?(0,T; H(div,2)).

2.2.3 Mixed formulation

Now we are interested in finding the couple (u, o) solution of the system (2.60), with the addition
of the initial conditions for w, i.e. u(-,0) = uy and w,(-,0) = u;. We introduce the following.
Problem 2.2.5 (Mixed PDE formulation in L*(0,T; L*(€2)2x2) of linear elasticity). Find the
couple (u, o) such that u € L*(0,T; H}(Q)?), u, € L*(0,T, L*(Q)?), pu,, € L*(0,T, H 1(Q)?),
o € L(0,T; L*(Q)2%2) and satisfies

sym

I S ely) 4 (P ) s e = o) oy A6 =0 ¥y € L2(0,T; HY(D)?)

fo JooP g - 2pg(u) : :D dx dt =0 Vo € L2(0,T; L*()252)
Jo Jatr(@) tr(p) = 20+ \) tr(e(w)) tr() dx dt =0 Vp € L2(0,T; L2(Q)2%)  (2:61)
u(-,0) =y, in Q

uy(+,0) = uy in €.
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Proposition 2.2.4. For every (u,g) solution of Problem 2.2.5, g is unique determined by u and

tr(g)id = 2pe(u) + Adiv(u)id

(2.62)

| —

og=c"+

Proof. Since (u,g) is a solution, then g € L*(0,T;L*(Q)?x2). From the second and third
equations of (2.61) we can deduce that

o = 2ue(u)”
tr(g) = (2p + 2A) tr(e(u)).

Thus we have (2.62). O

Proposition 2.2.5. For every (u,g) solution of Problem 2.2.5, u must satisfy the following

T T
/0 <pgtt,y>Hé(Q)2 + a(u,y) dt :/0 (i,y>L2(Q)2 dt Vy e L*(0,T; Hj(Q)?) (2.63)

where a(-,-) : HY(Q)? x HY(Q)? — R is defined in (2.19).

Proof. A direct consequence of Proposition 2.2.4 is that we can substitute g defines in (2.62) in
the first equation of (2.61) and recalling the definition of a(-, ) we obtain

T T
/0 (P 9) 1y + @ 9) dt:/o (o) ogye At Yy € L*(0,T5 Hy ()%),

that is exactly (2.63). O
Now we state the main result of this section.

Theorem 2.4. The function @ is the unique solution of Problem 2.20 if and only if the (4, o) is
the unique solution of Problem 2.2.5, where g is defined in (2.62).

Proof. (=)

From the construction we have done in the previous section we have that (u,g) satisfies (2.60)
and ¢ = R(q"), where ¢* is the unique solution of Problem 2.2.3. Since g € L*(0,T; L?(Q2)252)
from the second and third equations of (2.60) we obtain that g is defined as in (2.62). Finally,
since @ is the unique solution of Problem 2.20, then it satisfies the initial conditions.

(<)

Let (u,g) be solution of Problem 2.2.5, from Proposition 2.2.5 and, since (u,g) is solution of
Problem 2.2.5, we have that

T T
Jo Pt ¥) e T alwsy) dt = Jo (fo) 12y At Vy € L2(0,T5 Hy(Q)?)
u(+,0) = ug in
u,(+,0) =y in .

Thus u is solution of Problem 2.20.

Since there exists a unique solution of Problem 2.20, then (2, ¢) is the unique solution of Problem
2.2.5. O
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2.3 One dimensional elastic waves with dissipation

In this section we aim to introduce a mixed formulation for one dimensional elastic waves with
dissipation. As we have announced in Remark 2.1.3 in Section 2.1 if we require stronger condition
on the forcing function and the velocity initial date, respect to the condition we have used in the
conservative case, we obtain that o € L?(0,T; H(div,Q)).

We will start form presenting the starting problem and using a result from [15] we will show that
it has a unique solution. Then, proceeding as in Section 2.1, according to the theory we have
developed in the previous chapter in Sections 1.3 and 1.4 we will introduce a variational principle
through which we will construct a mixed formulation. After noticing that under our assumption
o is in L?(0,T; H(div,Q)) we will be able to introduce a new mixed formulation. Finally we will
show that the solution of the new mixed formulation coincides with the solution of the starting
problem.

2.3.1 Starting problem

Assumption 2.3.1. Let Q C R bounded , T > 0, ug € H} (), uy € H}(Q), f:[0,T] — L*(Q)*
Hélder continuous and p,k,y € L= (Q) such that 0 < A < p,k,v < B < o0 a.e. in .

We recall Remark 2.1.1 according to which even if we are work in one dimension we will denote
with -/ the spatial derivative and with % the divergence operator. We consider the following.

Problem 2.3.1 (Starting Problem one dimensional elastic waves with dissipation). Find u such
that

u € CH((0,T]; Hy (2)) N ([0, T); Ho () N C*((0, T]; L*(2)) NCH([0, T); Hg () (2.64)
and satisfies
pup =23 (ku') + 2L (yup) + f in Q x (0, 7]
u(+,0) = ug in Q (2.65)
ut(+,0) = ug in Q.
Problem 2.3.1 can be cast within the framework of second order evolution equation in Hilbert

spaces. Indeed we can provide existence ad uniqueness of solution of Problem 2.3.1 using [15,
Thm. 2.2 in Ch. 6. For the reader’s convenience we first recall this result.

Theorem 2.5 (Theorem 2.2 in Chapter 6 of [15]). Let A and C be the Riesz maps of the Hilbert
spaces V and W and V is dense and continuously embedded in W. Let B a linear operator form
V to V* and assume that there exists constants C' > 0 and § > 0 such that B + 0C satisfies

(B +8C)[u)(u) > Cllull}, VueV,

Then for every Holder continuous f : [0,00) = W*, ug € V and uy € W, there is a unique
solution u(t) of Problem A.2.1 ont > 0 with u(0) = up and u(0) = uy.

A direct consequence of the previous theorem is the most important result of this subsection.



52 CHAPTER 2. DYNAMIC LINEAR ELASTICITY AND VISCOELASTICITY

Theorem 2.6 (Existence and uniqueness of solution). There exists a unique solution of Problem
2.8.1.

Proof. In order to show that there exists a unique solution to the Problem 2.3.1 we will verify
that (2.65) satisfies the hypothesis of Theorem 2.5. We start form setting V = H}(Q) and
W = L*(Q). We have to show that A = —< (k') : H}(Q) — H~1(Q) is a Riesz map, i.e. we
need to check that

(u,0) () = Alv)(u) = / ku'v' dx  for u,v € H(Q) (2.66)
Q

is a scalar product (i.e. symmetric, linear and positive define). Clearly (-,-) ml() is symmetric

and linear. Since 0 < A < k < B < oo we have that

(u, W) g1 () = /Qlc|u'|2 dx > A/Q|u’|2 dx = A||u||?{é Yu € Hy(Q), (2.67)

where ||~||Hé(9)2 is the usual norm in HJ(f2), so it is positive define. So the bilinear form defined
in (2.66) is a scalar product, where A is its Riesz map.
Now we have to show that C = p: L2(2) — (L?(£2))* is a Riesz map, i.e. we need to check that

(u,v) 2 () = Clv](u) = / puv dx  for u,v € H} (1), (2.68)
Q
is a scalar product. Clearly it is symmetric and linear and since 0 < A < p < B < 0o, we have
that
2
(w)saey = [ pluf dx > Al Vu e 12(9), (2.69)

where [|-|| ;2(q)2, so is the usual norm in L?(Q)? it is positive define. Thus the bilinear form
defined in (2.68) is a scalar product where C is its Riesz map.
Since 0 < A <k, p < B < oo, we have that

(u, u) 1 o) = /Qk|u/|2 dx < B/Q|u’|2 dx = B\|u||§,é Vu € Hy (), (2.70)

and
(o, @) 2y = /Qp|u|2 dx < Bllull3s0) Vu € LX(Q), 2.71)

So from (2.67) and (2.70) we can deduce that the scalar product defined in (2.66) induces a norm
that is equivalent to the usual one in H}(Q2) and from (2.69) and (2.71) we can deduce that the
scalar product defined in (2.68) induces a norm that is equivalent to the usual one in L?().
Since with the usual norms H}(2)? is dense and immersed with continuity in L?(Q)? it is also
true for the norms induced by C and A.

Now it remains to show that there exists a constant C' > 0 and ¢ > 0 such that B + JC satisfies

(B+00)[u)(w) > Cllulfp o) Y€ Hy(Q). (2.72)

where B = ~24& (1) : HY(@) — H ().
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Since 0 < A <~ < B < 00, we obtain
(B+80)ul(w) = [ Afu' + SpluPax > | ofuf x> Alullfy e
Q Q

Thus (2.72) is satisty for all § > 0. Since all hypothesis of Theorem 2.5 are verified we have that
there exists a unique solution of Problem 2.3.1. O

The regularity of the solution obtained by applying Theorem 2.5 is not enough for us. Indeed,
according to [15, Cor. 3.2 in Ch. 4], we are able to sharpen the above regularity result and obtain
the regularity we need for our purpose, in the case (ug,u1) € D(A), where

A_A*O 0 —-A] [ 0 -1
Lo Cc' A B] [C'A C'B

D(A) = {(xl,m) € HL(Q) x HU(Q) | Alxy) + Blas) € L2<Q>*}.

and

Since A = —2-L (k') and B = -2 (y') we have that (z1,22) € D(A) if and only if (z1,2) €
HY(Q) x HE(Q) and
d

d
Il / Rl / 2 *
2dX(kx1) —|—2dX('yx2) e L ().

So we have the following.

Corollary 2.3.1. If u; € H}(Q) and ug,uy are such that

d d
2— (kul) + 2—(yu}) € L2(Q)*.
dx(kuo) + dx(W“l) € L*(Q)

Then we have that u, unique solution of Problem 2.3.1, satisfies
u € CH([0,T]; Hy () N C*([0, T1; L*(%)).
For the purpose of our work from now on we can assume the following.
Assumption 2.3.2. The function u; € H}(Q) and

d / d / 2 *
2= (kup) + 2 (yu}) € L2(Q)".

Definition 2.3.1. We will denote by
i € C([0, TT; Hy () N C*([0, T]; L*(9)),

the solution of Problem 2.3.1 provided by Theorem 2.5 and Corollary 2.5.1.

2.3.2 Construction of mixed formulation

In order to derive our mixed formulation we proceed as follows. First we characterize @ as
the unique minimum of a variational problem, then according to the theory we have developed
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in Section 1.3 and Section 1.4 we write its dual and saddle point formulation. We start form
introducing the functional

T
S(u) = / / plgiu + kv’ | 4 2vyuju’ dx — (f, U2 (q) dt, (2.73)
0o Ja

r—{u

and now we are ready to consider the following problem.

acting on

u(x,t) € L?(0,T; HE(Q)) } )

Problem 2.3.2 (Primal formulation of one dimensional elastic waves). Find u € I' such that

S(u) = inf {S(v)} (2.74)

vel
Proposition 2.3.1. The function u is the unique minimum of Problem 2.3.2.

Proof. Since w € T', then we can compute the first variation of (2.73) evaluated in @ and we
obtain

T
dS(u).y = /O purey + 2ku'y’ + 29ty dx — (f,y) 2 (o) dt

T
d d
_ . oki) — L (2ya) — dt=0 VyeT

A <putt+ dX( u) dX( ’yut) f7y>L2(Q) 0 ye )

where we have used that @ satisfies the first equation of (2.65). Thus @ is a critical point of S.
In order to prove that @ is the unique minimum of S in I we will show that S is strongly convex
in I'. This is equivalent to prove that the second variation of S is positive define for all v € I":

T T
28 = [ [ MR axarz [ oAl dv> 240y Y ET.
O

In order to introduce the dual and the saddle point formulation for Problem 2.3.2 it is con-
venient to rewrite (2.74) as follows:

S(u) = i {S(v)} = inf { F(v) + G(v')},

where F': T' -+ R is .
F(v) :/ /pﬂttv dx — <f,v>L2(Q) dt, (2.75)
o Ja

and G :Y = L%(0,T; L3(R)) —» R is

T
Gp) :/ / Klpl? + 2valp dx dt. (2.76)
0 Q

Now we check that the dual problem admits a unique solution. Starting from Problem 2.3.2, if
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we define ®(u,p) = F(u) + G(u' 4+ p), then, according to Definition 1.3.2, we can consider the
following.

Problem 2.3.3 (Dual formulation of one dimensional elastic waves with dissipation). Find
q* €Y™* such that

—®*(0,¢") = sup [f <I>*(O,p*)] = sup [f F*(—A*p*) — G*(p*)], (2.77)
prEY* prEY*

where A* is %, the adjoint of -, according to Definition A.1.8, F* : T* — R is

Fr(——p") =

d 0 if —fp*—pun+f=0
dx

400 otherwise,
and G* :Y* - R is
G0 = [ [ R~ 2 dx a
o Jadk
where R is the Riesz operator such that R : Y* = Y.

Proposition 2.3.2. Problem 2.3.2 is stable, in the sense of Definition 1.3.4. Moreover Problem
2.8.8 admits a unique solution.

Proof. In order to prove stability we verify the hypothesis of Theorem 1.1. Since F', defined in
(2.75), is linear and G, defined in (2.76), is strictly convex, because is sum of a strictly convex
functional

T
/ klp|? dx dt,
0 Ja

T
/ / 2vuyp dx dt,
0o Ja

then J(u,p) = F(u) + G(p) is convex in I' x Y:

and a linear one

J(a(u,p) + (1 —a)(v,q)) = Flau+ (1 — a)v) + G(ap + (1 — a)q)
=aF(u)+ (1 —a)F(v)+ Glap+ (1 — a)q)
<aF(u)+ (1 —a)F()+aG(p)+ (1 —a)G(q)
< ad(u,p) + (1 —a)J(v,q),

for a € [0,1], u,v €T and p,g €Y.

Now we need to verify that there exists ug such that F(ug)+G(uj) < +oo and p — F(ug)+G(p')
is continuous in ug. Taking ug = 0 we have that F(0) = 0 and, since 0’ = 0, G(0') = 0, so we
need to verify that p — F(ug) + G(p) is continuos at 0. Let p,, — pin Y as n — oo, then since
ke L>*(Q) and ||p||} = foT Jolp? dx dt we have

T T
lim / / Elpn|? dx dt :/ / k[p|? dx dt,
n—oo 0 Q 0 Q
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and since v € L>°(Q) and @, € L*(0,T; L?(2)) we have

T T
. —/ T —/
nlgrgo/o /QZ'thn dx dt = nl;rl;o ; (27U, pn) 2(q) db

= lim (2viuy, pn)y

= (2vuy, D)y

/ / 2y, p dx dt.

So Problem 2.3.2 is stable and due to Proposition 1.3.6, Problem 2.3.3 has at least one solution.
Can be noticed that G is differentiable and the differential of G in p evaluated in ¢ is

T
G [pl(q) =/ / 2kpq + 2yuyq dx dt.
0 Q

Since G is differentiable and primal Problem 2.3.2 admits a unique solution, according to Propo-
sition 1.3.7 and Proposition A.1.7, we have that the dual Problem 2.3.3 admits a unique solu-
tion. O

Before introducing the saddle point problem, according to the theory in Section 1.4, we need
to study the Lagrangian defined in Definition 1.4.1:

— L(u,p*) = sup [ (p*,p) — F(u) — G(e(u) + p)]. (2.78)

peY - -

Since F', defined in (2.75), is linear and G, defined in (2.76) is strictly convex we have that the
argument inside the supremum in (2.78) is a strictly concave function. Thus there exists a unique
q € Y such that

(P q)y — F(u) = G(u' +q) = sup [(p",p)y — F(u) — G(u' +p)].

Computing the first variation respect to p evaluated in ¢ of (p*,p), — F(u) — G(u' +p) we obtain

/ /R ©—2k(qg+u)o—2vuppdx dt =0 Vo ey, (2.79)

where R : Y* — Y is the Riesz operator defined in Theorem A.1 such that

(0", 0)y = /OT/QR(p*)go Vo eY.

Taking ¢ = ¢ + v’ in (2.79) we obtain

T
(p",q)y =2G(u' +q) - /0 /QR(p*)u’ — 2ya, (v + ) dx dt. (2.80)
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Now we introduce the functional G : Y — R:

T
:/ /1<:|p|2 dx dt,
0 Q

which is the functional G without the dissipative term. Then from (2.78) and (2.80) we can
deduce that

—L(u,p*) = sup [ (p*,p) — F(u) = G(u' + p)]

peY
=" q) = F(u) = G(u' +q)
=G +q)— / /R Ju' — 2y (v + q) dx dt
=G +q) — / /R Ju' dx dt. (2.81)

Since (2.79) is true for all ¢ in Y, then we have
R(p") = 2k(q + v') + 27w,

and we can deduce that
q= 57 (R(p*) — 2vuy) — ' (2.82)

Substituting (2.82) in (2.81) we obtain

T
« 1 R _ . _
p*) = —|R(p*) — 27> = R(p" )’ — ptigpu dx + (f, u>L2(Q) dt. (2.83)
o Jao 4k

Since the right-hand side of the last equation depends on p* only through the Riesz operator R
and Y is an Hilbert space, we can replace Y* with Y and R(p*) with p, and we obtain

inf su {/ / 4k|R ) — 29> — R(p*)u’ dx — pligu dx + <f7u>Lz(Q) dt}

preEY* uel’

= inf sup{/ / —|p — 2y} |* — pu’ dx — pugu dx + (f, U raig) dt. }

peY uel’

Thus, from the previous equation and according to Definition 1.4.3 of saddle point problem, we
arrive to consider the following problem.

Problem 2.3.4 (Saddle point formulation of one dimensional elastic waves with dissipation).
Find (w,7) € I' XY such that

/ / — |7 = 27@, ]2 — Tw’ dx — pugyw dx + (f,w >L2 (o dt

= inf sup{/ / —|p — 2y |* — pu’ dx — pugu dx + (f,u U)aggy dt. } (2.84)

PEY yer
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Proposition 2.3.3. Problem 2.8/ admits a unique solution (4, o) where @ is the unique solution
of Problem 2.3.2 and o0 = R(q*), where ¢* is the unique solution of Problem 2.5.3.

Proof. According to Proposition 1.4.1 we have that the solutions of Problem 2.3.4 are the product
of the solutions of Problem 2.3.2 and Problem 2.3.3. Since Problem 2.3.2 and Problem 2.3.3 admit
unique solution @ and o = R(¢*), where ¢* is the unique solution of Problem 2.3.3, then we have
that the saddle point of Problem 2.3.4 admits a unique solution that is (@, o). O

If we compute the Euler-Lagrange equations of (2.84) evaluated in (@, o) we obtain

{fOT Jo Py + oy dx — (f,y) 20 dt =0 Wy € L2(0,T; H} () (2.85)

I fy o0 — (2K + 2vi})e dx dt =0 Vo € L2(0,T; L2())

According to what we have noticed in Remark 2.1.3, for the purpose of our work form now on
we can assume the following.

Assumption 2.3.3. f:[0,7] — L?(Q) Hélder continuous.

A direct consequence of Assumption 2.3.3 is that we can no longer consider

<f('7t)’u>L2(Q) Vu € L2(Q)7

but
(f( ), w2 = /Qf(-,t)u dx Vu € L*(Q).

In the first equation of (2.85) since for every y € I' we have that y(-,t) € H(2) for a.e. t € [0,T],

we can define <L (o) as an element of L2(0,T; H~1(2)?) as follows

d T q T
—(0), = —(0), dt = — "dx dt Vy e HL(Q).
GO i | e D | [y axa wemo)

Now we can rewrite the first equation of (2.85) as follows

d
Pl — &(0) — f(x,t) =0 in L*(0,T; L*(Q)*).
Since u € C2([0,T]; L*(Q)) and, according to Assumption 2.3.3, f : [0,7] — L?*(Q) is Holder
continuous, then we have that (o) € L%(0,7T; L?(12)), that implies o € L2(0,T; H(div,Q)).

Remark 2.3.1. Since we are working with one dimension in space, i.e. 2 C R, we have that
L?(0,T; H(div,Q)) = L?(0,T; H(Q)) because (f—X(T) =171 = 0,7. If we pass in higher dimension
the last chain of equality does not hold, and we can not identify L?(0,T; H(div,Q)"*") with
L2(0,T; HY(Q)"*™) for n > 1, so we will distinguish L*(0,T; H(div,Q)) with L?(0,T; H*(Q))

even if they coincide in one dimension.

Since o € L?(0,T; H(div,)) we can restrict Y to L?(0,T; H(div,Q)) in Problem 2.3.4, if we
do that we can integrate by parts fOT Jq oy’ dx dt in (2.84) and we obtain

T
1 _ d _
L a2 e+ puax
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After doing that we no longer need u to be in I' = L?(0,T; H}(Q2)), because the new functional
does not involve space derivative of u, so we can replace I' with the largest space L?(0,T; L?(Q2)).
If we make these changes is no longer guarantee that (u,0) is a saddle point, indeed we do
not even know if there exists one for the new problem. Now we are interested in studying the
following.

Problem 2.3.5 (Mixed formulation of one dimensional elastic waves with dissipation). Find
(w,7) € A x W such that

d
/ / |T—27ut|2+d—( T)w — plgw + fw dx dt

T
1 d
= inf sup{/ / —|p — 2y, > + —(p)u — pugeu + fu dx dt}, (2.86)
o Jo 4k x

PEY yer
where W = L?(0,T; H(div,Q)) and A = L?(0,T; L*(Q2)).

Proposition 2.3.4. If (w,7) is a saddle point of Problem 2.3.5, in sense of Definition 1.4.2,
then w € L?(0,T; HE(Q)).

Proof. Taking the first variation of

d
/ [ Sl =2 + = i+ fu dx

respect to the variable p evaluated in (w,7), we obtain

T
/ / i(go)w dx dt = / / — 2yuy)p dx dt Ve € W. (2.87)
0 Jodx Q 2k

Since % € C([0,T]; HL(2)) and L?(0,T;C°(2)) C W, we obtain that we can define

1
W = o (r — 297,
So we can deduce that w € L2(0,T; H*(Q)?). From (2.87), since L?(0,T;C>(Q2)) C W, according
to Theorem A.3, we obtain that Tr(w) = 0 for a.e. t € [0,7] and that is equivalent to stating
that w € L2(0,T; H(Q)). O

Proposition 2.3.5. Problem 2.3.5 admits a unique saddle point which is the solution of Problem
2.8.4.

Proof. Since Problem 2.3.4 admits a unique solution, then the thesis is equivalent to prove that
(w,T) is saddle point of (2.86) if and only if is a saddle point of (2.84). We call F;(v,p) the
functional in (2.84) and Fs(v,p) the functional in (2.86), we can see that if p € W and v € T
then we have F(v,p) = F»(v,p) and, due to Proposition 2.3.4, we can deduce that all saddle
points of (2.84) and (2.86) satisfy such condition.

Let (w,T) be a saddle point of (2.84), then

YVoel Fi(v,7)<F(w,71)<F(w,p) Vpevy, (2.88)
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and we want to show that
Yoe A Fy(v,7) < Fo(w,7) < Fo(w,p) VpeW. (2.89)

Since W C Y and if p € W we have Fy(w,p) = Fa(w, p), then the right inequality is satisfy. The
left one is given by the denseness of T" in A and the continuity of v — Fy(v,7) in A. Indeed due
to the denseness we have that for every v € A there exists {v, }nen € T such that v, — v in A
as n — oo, recalling that if u € T" then Fi(u,7) = F(u, ), we obtain
Fy(w,0) = Fi(w,0) > nh—{%o Fy(vn,0) = nh—{& Fs(vn,0) = Fa(v,0).

Now we do the converse, let (w,7) be a saddle point of (2.86), so it satisfies (2.89), we want
to prove (2.88). The left side follow from I' C A and Fy(v,7) = Fa(v,7) for all v € T. The
right side is given by the denseness of Y in W, the continuity of p — Fj(w,p) in W and that
Fi(w,p) = Fa(w,p) for all p € W. Indeed for every p € W there exists {p, }nen € Y such that
pn — pinY as n — oo, then we obtain

Fl(va) = FQ(va) < lim FZ(wapn) = lim Fl(wapn) = FQ(wap)'
n—oo

n—oo
O

From the previous Proposition we have that (@, o), unique saddle point of Problem 2.3.4, is
also the unique solution of Problem 2.3.5, then if we calculate the Euler-Lagrange equations of
(2.86), evaluated in (@, o), we obtain:

T _
{fo fQ Py — Of—x(g)y —fydxdt=0 VyeA (2.90)

I fyop — 2k +2va)p dx dt =0 Vo e W

2.3.3 Mixed formulation 1

Now we are interested in finding the functions (u, o) solution of system (2.85) with the addition
of initial conditions for u. We introduce the mixed problem:

Problem 2.3.6 (Mixed PDE formualtion in L?(0,T; L?(£2)) of one dimensional elastic waves).
Find the couple (u,c) such that u € H(0,T; H3(Q)), uy € L?(0,T; L*(Q)), o € L*(0,T; L*(Q))
and satisfies:

fOT fg) pupy+oy — fydx dt =0 Yy € LQ(O,T; Hol(Q))

foT Jooo — (2ku' +2vyu))p dx dt =0 Ve € L*(0,T; L*(Q)) 200
u(0) = uo in Q :
w(.0) = e

Theorem 2.7. The function u is the unique solution of Problem 2.3.1 if and only if (u,0) is
the unique solution of Problem 2.3.6 where o is define (2.92).

Proof. The proof is rather long and we decided to divided it in Proposition 2.3.6 and Proposition
2.3.7. O
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Proposition 2.3.6. For every (u, o) solution of Problem 2.3.6, o is uniquely determined by u
and
o = 2ku’ + 2yu; (2.92)

Proof. Since o € L*(0,T;L*(f)) and satisfies the second equation of (2.91) we can deduce
(2.92). 0

Proposition 2.3.7. The function w is solution of Problem 2.5.1 if and only if there exists o
such that (u,o) is solution of the mixzed Problem 2.3.6.

Proof. (=)

Let @ be solution of Problem 2.3.1, then Corollary 2.3.1 implies that @ is in H*(0,T; H (2)) and
Uy € L2(0,T; L2(2)). From the construction we have done in Section 2.4.2 we have that (u, o),
where o € L2(0,T; L?(12)), is solution of (2.85), so it is also solution of Problem 2.3.6.

(<)

Now we proceed with the opposite, let u,, be the first component of a solution of Problem 2.3.6.
We want to prove that u,, = u. Let start by considering the following.

1d B _ _
5£||fp(umt - ut)”iz(g) = \/ﬁ(umtt — Uyy), \/ﬁ(umt - Ut)>L2(Q)

(
= (VP(umer — Uit), /p(Umy — Ut)) L2(0)
(P(Umpe — Ut ), Uy — Ug) L2(2)

(

P(Umer — Ut ), U — Tl’t>L2(Q) ) (2.93)

where we have used that p > A > 0. Since u,,; — u; € L?(0,T; H}(Q)) and recalling that u,,
satisfies the first equation of (2.91), and @ satisfies the first equation of (2.65), from (2.93) we
obtain

(p(umer = Tr)s Uy = Te) 2 () =

_ d . _ _ _
— {0y tmy — u;)LQ(Q) - <&(2ku/ + 29Uy ), U — Ut>L2(Q) - (2.99)

Since um; — Uy € L*(0,T; H}(2)) we have that u,,} — 4} € L?(0,T; L*(Q)), so according to the
second equation of (2.91) we have

— {0, Uy — QQ>L2(Q) = — (2kuy, + 29U, Uy — ﬂgL?(Q) )

and since u,,} — u; € L?(0,T; L*(Q)) we have

d _ _ _ _ _ _
(E(Qku’ + 291U}) s Uy — TUy) = — (2ku + 29U}, Uy — W) r2(q) »

L2 ()
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Denoting w = u,,, — % and w, = u,,, — &, we can rewrite (2.94) as follows

— (o, wy) 2y + (2K + 298, W) 2 () = — (kW' + 2ywi, wh) 2 (q)

d / / !/ !/
- _%H 2kw 2@ <27wt’wt>]‘2m)
< — 2wy, wy) 12 (o)
2
< ~24]|wr 3 - (2.95)

where we have used that 0 < A <k < B < oo and k € L>®(Q).
Since p > A > 0, then from (2.93) and (2.95) we can conclude that

d 2
$||umt - utHLZ(Q) =0.

From the previous equation and because u,, and @ satisfy the same initial condition, we have
Uy, = U. O

2.3.4 Mixed formulation 2

Now we aim to find (u, o) solution of system (2.90) with the addition of initial conditions for w.
We introduce the mixed problem:

Problem 2.3.7 (Mixed PDE formulation in L?(0, T'; H (div, 2)) of one dimensional elastic waves).
Find (u,0) such that u € H*(0,T; HY(Q)), uw € L?(0,T;L3(Q)), o € L?(0,T; H(div,Q)) and
satisfies:
Jo Jopuuy — f(o)y—fydxdt=0 VyeA
fOT Joop — (2ku' + 2yup)p dx dt =0 Vo e W
u(+,0) = ug in Q

ug(+,0) = uy in €,

(2.96)

where W = L2(0,T; H(div,Q)) and A = L?(0,T; L*(Q)).

Proposition 2.3.8. The couple (u,c) is solution of Problem 2.3.6 if and only if is solution of
Problem 2.3.7.

Proof. (=)

Let (u,0) be solution of Problem 2.3.6, so u = @4 and o is define in (2.92). We have already
notice, at the end of the Subsection 2.3.2, that o € L?(0,T; H(div,Q)), so if (u, o) satisfies (2.96),
then it is a solution of Problem 2.3.7. Since piy, f, & (o) € L*(0,T; L?(Q)) and u satisfies the
first equation of (2.91), then, because L?(0,T; H}(Q2)) is dense in A, for every y € A there exists
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{Yn}nen C L?(0,T; HE()) such that y,, — y in A as n — oo, then

T
0= lim / / PUYn + oYl — fyn dx dt
0o Ja

n—00

n—oo

T d
= lim / / PULYn — 7(U)yn - fyn dx dt
o Ja dx
) d
= nh_)rrgo(putt — &(J) — fyYn)a

n—oo

) d
= lim <putt — &(0) _fvyn>A

= o= (0 = £.9),

r d
:/o /qutty_&(a)y_fy dx dt.

Thus the first equation of (2.96) is satisfy. Second equation of (2.96) is satisfy because W C Y.
The initial conditions, because are the same, are clearly satisfy.

(<)

Let (u,0) be solution of Problem 2.3.7, we only need to verify that (u, o) satisfies (2.91). Since
H}(Q) C A we can restrict the test functions in the first equation of (2.96) to L?(0,T, H}(Q)),
if we do that according to the integration by parts we have

T T
d
/ /putty+oy’—fy dxdt=/ /putty—d*(a)y—fy dx dt =0
0o Ja 0 Jo X

Thus the first equation of (2.91) is satisfy.

From the second equation of (2.96), v € H(0,T; H}(Q?)) and o € L2(0,T; H(div,(2)) then,
because H(div(Q2)) is a dense subset of L?*(Q), for every ¢ € L%*(0,T;L?(Q2)) there exists
{pn}nen C L2(0,T; H(div,Q)) such that ¢, — ¢ in L?(0,T; L*(Q)) as n — oo, then

T
0= lim / / oon — (2ku’ + 2yu}) @, dx dt
o Jo

n—oo

= lim (0‘ - (Qku/ + Q’Y’LL;), (Pn)L2(O,T;L2(Q))

n—oQ

= lim (o — (Qku’ + 27U2)7 <Pn>L2(0,T;L2(Q))

n—oo

= <O’ — (Qku/ + 2716;)7 SD>L2(O,T;L2(Q))
= / oo — (2ku’ + 2yu}) dx dt.
Q
Thus the second equation of (2.91) is satisfy. Since the initial conditions are the same, they are
fulfil. O

Finally we can state the main result.

Theorem 2.8. The function u is the unique solution of Problem 2.3.1 if and only if (u,0) is
the unique solution of the Problem 2.3.7 where o is define (2.92).

Proof. A direct consequence of Proposition 2.3.8 and Theorem 2.7. O
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2.4 Viscoelasticity

In this section we will derive a mixed formulation for viscoelasticity, where the stress tensor o
will be in L?(0,T; H(div, Q) sym ). In order to do that we need stronger assumption on the forcing
function and the \glocity initial data respect to the condition we have used in the conservative
case, see Section 2.2.

We will start form presenting the problem, then we will define the starting problem and cite a
result form [15] that guarantee existence and uniqueness of solution. We will construct a mixed
formulation following the same steps we have taken in the previous chapter in Sections 1.3 and
1.4. After noticing that under our assumption ¢ is L2(0,T; H(div, Q) sym), we will introduce a
new mixed formulation, the most important one. Finally we will show that the solution of the
last mixed formulation and starting problem coincide.

2.4.1 Starting problem

Assumption 2.4.1. Let Q C R? be a bounded Lipschitz domain, T > 0, u, € H}(Q)?, u; €
L2(Q)2, f:[0,T] — (L?(2)2)* Holder continuous, p € L>(2) such that 0 < A < p < B < o0

a.e. in§Q, peg >0, fyis >0, Aeg >0, and Ayis > 0.
We consider the following.

Problem 2.4.1 (Starting problem of linear viscoelasticity). Find
u € C*((0, T]; Hg (9)*) N C°([0, T); Hy (2)*) NC2((0, T]; L*(2)*) N C* ([0, T}; Hy ()?)
such that

Py = 2perdiv(e(u)) + Aerdiv(tr(e(u))id)

+ 24035 div(e(ur)) + Avisdiv(tr(e(u))id) + f in Q x (0,T]
u(-,0) = u, in Q
w, (-, 0) = uy in Q.

(2.97)

Problem 2.4.1 can be cast within within the framework of second order evolution equation
in Hilbert spaces. Indeed, we can provide existence ad uniqueness of solution of Problem 2.4.1
using [15, Thm. 2.2 in Ch. 6]. For the reader’s convenience we first recall this result.

Theorem 2.9 (Theorem 2.2 in Chapter 6 of [15]). Let A and C be the Riesz maps of the Hilbert
spaces V and W and V is dense and continuously embedded in W. Let B a linear form V to V*
and assume that there exists constants C > 0 and § > 0 such that B + 6C satisfies

(B+3C)[ul(u) > Clluly, VueV,

Then for every Holder continuous f : [0,00) = W*, ug € V and uy € W, there is a unique
solution u(t) of Problem A.2.1 ont > 0 with u(0) = uy and u:(0) = u;.

Now we are ready to state and prove the main result of this subsection.
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Theorem 2.10 (Existence and uniqueness of solution). There exists a unique solution of Problem
2.4.1.

Proof. We want to use Theorem 2.9 in order to prove existence and uniqueness of solution to
the Problem 2.4.1, so we need to verify its hypothesis. We set V = H}(Q)? and W = L?(Q2)2.
We have to show that A = —div(2pueie(+) + Aerdiv(:)id) : H(2)* — H~'(2)? is a Riesz map, i.e.
we need to check that

(u,0) 3 (2 = Al (u) = /9(2,uelg(u) + Aqdiv(w)id) : e(v) dx for u,v € Hy()?,  (2.98)

is a scalar product (i.e. symmetric, linear and positive define). From the previous equation we
can deduce that

(U, V) i) = / 2ptere(u) 1 €(v) + Aediv(w)div(v) dx  for u,v € HJ(Q)?,
o, “Hes £

then clearly (-, ) g1 ()2 is symmetric and linear. Since 0 < pe; < 00, using Korn inequality (A.4),
we have that

uwmmygémmwﬁmzmmmwamzwe%mﬁ

where H'”Hé(Q)? is the usual norm in H}(2)? and K is the constant of Korn. So it is positive
define and we can deduce that (-,") g1(q)2 is a scalar product, where A is its Riesz map.

Now we have to show that C = p : L?(Q)? — (L?(Q)?)* is a Riesz map, i.e. we need to check
that

(w,v)12(0) = Clv)(u) = /Qp@ dx for u,v € L*(Q)?, (2.99)

is a scalar product (i.e. symmetric, linear and positive define). From the previous equation we
can clearly see that (-,-)z2(q)> is symmetric and linear. Since 0 < A < p < B < oo we have that

()i = | plul® dx > Alulay Ve L)

where |[+[|;2(q)2 is the usual norm in L?(2)2. So it is positive define and we can deduce that
(*,-)r2() is a scalar product, where C is its Riesz map.
Since we have that

() 13 2 < 2(pher + Aet) /Q le(w)[? dx < 2(per + Aed)[[ull31 )2 Vu € Hy ()7,

and
@MHQSBAM%msmméwzmeﬂmﬂ

we can see that (-,-)r2(q), define in (2.99), and (-, ) g1 ()2, define in (2.98), induces norms that
are equivalent to the usual one in HE(Q)? and L?(Q)?. Since, with the usual norms, H}(2)? is
dense and immersed with continuity in L?(£2)? it is also true for the norms induced by C and A.
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Now it remains to show that there exists a constant C' > 0 and § > 0 such that B + §C satisfies
(B+30)[ul(w) > Cllully )y Vo€ Hy(R)*. (2.100)
where B = —div(2/tvise(-) + Apisdiv(-)id) : Hj(Q)* — H1(Q)2.

Since fy,;s > 0, using Korn inequality (A.4) we obtain

(B + 6C)[u) (u) = / Dtuial()]® + Avtaldiv(w)|? + SplulPdx > / 2ptvise(u) 2dx
Q - Q -

2 2
> 2Nvis||€(u)”L2(Q)z 2 QNUiSIC”HHH(}(Q)? Vu € H(% (9%,
where K is the constant of Korn. Thus (2.100) is satisfy for all § > 0. Since all hypothesis of

Theorem 2.9 are verified we have that there exists a unique solution of the Problem 2.4.1. O

The regularity of the solution obtained by a direct application of Theorem 2.9 is not sufficient
for our purposes, which include duality technique that require stronger time regularity of solution
at t = 0. According to [15, Cor. 3.2 in Ch. 4] we are able to sharpen the above regularity result
in the case (ug,uy) € D(A), where

g [AT o0 A _[ o0 -1
Lo ct|A B] [c'A Cc'B

D(A) = {(xl,xa € HY(Q)? x HL(Q) | Alzy) + Blzy) € <L2<n>2>*}.

and

Since A = —div(2ueie() + Aerdiv(-)id) and B = —div(2pvise(-) + Avisdiv(-)id) we have that
(z1,2,) € D(A) if and only if (zy,2,) € Hj(2)* x Hj()? and

div(2ptere(zy) + Aardiv(zy )id + 2p0ise(Zs) + Avisdiv(z,)id) € (L2 (%)

So we have the following.

Corollary 2.4.1. If u; € HY(Q)? and ug,u; are such that
div(2pter€(ug) + Aerdiv(ug)id + 2ppise(uy) + Avisdiv(w, )id) € (L*(2)%)".
Then we have that @, unique solution of Problem 2.4.1, satisfies
w e C'([0,TT; Hy(2)*) N C*([0, T]; L*(€2)*).

For the purpose of our work from now on we can assume the following.

Assumption 2.4.2. The function u, € H}(Q)? and
div(2pere(ug) + Aerdiv(ug)id + 2pvise(uy) + Avisdiv(u, )id) € (L2 (%)
Definition 2.4.1. We will denote by

w e C([0,T]; Hy (2)*) N C*([0, T]; L*(2)?),
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the solution of Problem 2.4.1 provided by Theorem 2.9 and Corollary 2.4.1.

2.4.2 Construction of mixed formulation

In order to derive our mixed formulation we proceed as follows. First we characterize u as the
unique minimum of a variational problem, then we apply the theory developed in Sections 1.3
and 1.4 in order to write its saddle point formulation. Let us start by introducing the functional

T
S(u) = / / piiget + (2gruiee(ii) + Asedliv(@,)id) : e(u)

+ perle(u))? + %)\el|tr(g(u))|2 dx = (f,1) 12 gy dt, (2:101)

L2(Q

acting on the Hilbert space

I = { u(z, 1)

u(e,t) € L2(0,T: HY(©)?) } ,

then we consider the following.

Problem 2.4.2 (Primal formulation of linear viscoelasticity). Find u € T' such that

S(u) = inf {S(v)}. (2.102)
Proposition 2.4.1. Problem 2.4.2 has the unique solution .

Proof. If we compute the first variation of S at & we obtain

dS(@)(g) :/0 /Qp@tty + (2Mvisg(at> + )\m‘sdiv(@t)g) : g(y) + 2Mezg(ﬁ) : E(y)

A tr(e(w))id : e(y) dx = (£, y) 12 ()2 db

T
= | ot = 2piv(e() = Aciv(en(e(@)ic)
— Q/Lmsdiv(g(ﬂt)) — /\msdiv(tr(g(ﬂt))g) — i, y>L2(S2)2 dt =0 Vy erl,

where the last equation is implied by the fact that @ is solution of Problem 2.4.1, so it satisfies
the first equation of (2.97), that implies

(pyy — 2perdiv(e(n)) — Aadiv(tr(e(a))id)
— 2ftvisdiv(e(te)) — Avisdiv(tr(e(a))id) — f, ) r2()2 = 0.

Hence @ is a critical point of S.
Now we want to show that the functional S is strictly convex, in order to do that we verify that
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the second variation of S is positive definite at any v € I':

T T
S (v).(y.y) = / /Q 2ptarle(w) + Aerltr(e(y))? dx dt > / /Q piarlely)? dx dt
> 20, K Tl dt = 20, K|yl vy el
> 2ftel o HgHHé(QV t =2l HQHB(Q,T;H(}(Q)Z) yel,

where we used the Korn inequality (A.4). The functional S is strictly convex and it admits a
unique critical point, which is indeed its unique minimum. Thus % is the unique minimiser of S
inT. O

Before introducing the saddle point problem using the theory that we have developed in
Section 1.4, first we need to check that the dual problem, constructed from Problem 2.4.2; is
stable. In order to that it is convenient to rewrite the functional S in the form

F(u) + G(e(u)),

where F': T' - R is

T
F(v) :/o /Qp@ttg dx = (f,1) 1 At (2.103)
and G : Y = L0, T; LQ(Q)@%) —Ris
r 1
G(p) = / /Q,uel \g|2 + 5)\61|tr(g)|2 + (2ppise(Us) + Avisdiv(n,)id) : p dx dt. (2.104)
2 0 £ 2 £

With the choice of ®(u,p) = F(u) + G(e(u) +p), we can construct the dual problem of Problem
2.4.2 according to Definition 1.3.2, obtaining the following.

Problem 2.4.3 (Dual formulation of linear viscoelasticity). Find ¢* € Y* such that

—®*(0,¢") = sup [ - @*(O,p*)] = sup [ — F*(—A*p*) — G*(p*)}, (2.105)
preEY* preY*

where A* is the adjoint of € and, according to Definition A.1.8, F* : T — R is

P~ (")) = {0 f =€ @) = puy +f=0

+00  otherwise

and G* : Y* - R is

T
* [ % 1 * —
G0 = [ [ P RE) - 2me(an) P
0 Q *lel
1

+ ———tr(R(P*)) — 2(fwis + Avis) tr(e(n 2 dx dt,
where R s the Riesz opemtor such that R : Y* =Y.

Proposition 2.4.2. Problem 2.4.2 is stable in the sense of Definition 1.3.4. Moreover Problem
2.4.3 admits a unique solution.
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Proof. In order to prove stability we verify the hypothesis of Theorem 1.1. Since we have that
F, defined in (2.103), is linear and G, defined in (2.104), is strictly convex, because is sum of a
strictly convex function

T
1
/ / perlpl® + 5&1\’“(3)\2 dx dt,
o Ja = =
and a linear one .
/ / (2/1'111'85(@1:) + )\delV(@t)ﬂ) :p dx dt,
0o Ja = = =

then J(u,p) = F(u) + G(p) is convex in I' x Y

J(a(wp) + (1= a)(v,9) = Flou+ (1 - a)o) + Glap + (1 - a)g)
= aF(u) + (1 - a)F(v) + Glap + (1 - a)g)
< aF(u) + (1 - a)F(v) + aG(p) + (1 - a)G(g)

< aJ(Qag) + (1 - O‘)J(Qag)v

for a € [0,1], u,v €' and p,g €Y.

Now we have to find a value u, such that F(u,) + G(e(ug)) < +0o and verify that the functional
p — F(uy) + G(p) is continuos at e(ug). If we take @0 = 0 then F'(0) = 0 and, since ¢(0) = 0,
then G(e(0)) = @(Q) = 0, so the first hypothesis is verified. Now we need to show that p —

F(uy) + G(p) is continuos at e(ug). Let p — pin Y as n — oo, then it is enough to show
£ = £, £

T T
lim/ /,uel|p 12 dx dt:/ /;Lel|p|2 dx dt, (2.106)
n—=oo Jo  Jo =n 0o Ja =

and

T Tra
lim/ /f/\el|tr(p )2 dx dt:/ /f)\el|tr(p)|2 dx dt, (2.107)
n=oo Jo Jo 2 =n 0o Ja?2 =

and

T
lim / /(2Mvis§(ﬂt) + Apisdiv(a,)id) : p dx dt
o Ja = = =n

n— oo

T
= / /(2uvisg(ﬂt) + Apisdiv(a,)id) : p dx dt.  (2.108)
0o Ja - - =

2
Since fOT Jo terlp? dx dt = pe pH and the norm is continuous, then (2.106) is true. Since
= =Y

|tr(-)] : ¥ — R can be seen as the composition of the projection 7 : ¥ — Y on the trace
components, the sum of them, and the norm of Y, and because of them are continuous, then
(2.107) holds. Since

T
| @huiein) + Mssdiv(@)id)  p i dt = (posac(an) + Nosndiv(@)id)p )
0o Ja - I - = =

is a linear and continuous operator, then also (2.108) is true. So form (2.106), (2.107), and
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(2.108) we have the following

T

. . 1

lim F(uy) 4+ G(p ) = lim / /uezhg |2+§)\el\tr(g )
=n 0o Ja =n =n

n—oo n— oo

+ (Qupise(tr) + Apisdiv(,)id) : p dx dt
- - =n

T
1
= / / el |Q|2 + 5)\el|tr(£)\2 + (20is€(tt) + Apisdiv(n,)id) : p dx dt
0 Q - - -
= F(ug) + G(p)-

Thus Problem 2.4.1 is stable and due to Proposition 1.3.6, Problem 2.4.3 has at least one solution.
Can be noticed that G is differentiable and the differential of G in p evaluated in g is

T
G [pl(q) = / / 2pep : ¢+ A tr(p) tr(q) + (2ppwise(te) + Avisdiv(z,)id) : ¢ dx dt.
PId o Jo TE2 p 4

Since G is differentiable and primal Problem 2.4.1 admits a unique solution, according to Propo-
sition 1.3.7 and Proposition A.1.7, we have that the dual Problem 2.4.3 admits a unique solu-
tion. O

In order to write the saddle point problem that we have introduce in Section 1.4 we need to
introduce the Lagrangian 1.4.1:

— L(u,p*) = sup [#".p),. = Fu) = Gle(u) +p)]. (2-109)

Since G is strictly convex, because is sum of positive quadratic terms and linear terms, and
(p*,p) — F(u) is linear in p, we have that the argument inside the supremum of the Lagrangian
is strictly concave, so there exists a unique ¢ € Y that realizes the supremum. If we compute
the first variation in Y of -

p*p),,. — Flu) = Gle(w) +p),

evaluated in ¢, we obtain:

IRS

T
| [ R 2 o= 2mala ) s 0 = Aatixtq) + teta)id)
— (2ptvise(Ur) + Apisdiv(ay)id) ‘P dx dt =0 Vﬁ ey, (2.110)

where R : Y* — Y is the Riesz operator define in Theorem A.1. If we take ¢ = ¢ 4 ¢(u) in
(2.110) we obtain B

<p*,q>—/OT/QR(p*)¢

IES]

T
dxde =26 + )~ [ [ RO s el — Qanaelan

+ Apisdiv(a,)id) : (g + €(u)) dx dt.
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Substituting the previous equation in (2.109) we obtain

—L(u,p*) = sup [ (p*,p) — F(u) — G(e(u) +p)]

peEY =Y - =
=0ha),. — Fu) = Gle(u) +9)
= G(e(u) + / / R(p — (2pvise(tiy)

+ Avisdiv(ay)id) : (e(u) + q) dx dt.

It can be seen that the dissipative term disappears from —L(u, p*), so if we introduce G:Y —R
such that

T
1
G(p) =/ /uel|zg|2 + 5Ael|u~(;3)|2 dx dt,
- 0 Q - =

then we have

— L(u,p*) = G(e(u) + / / R(p ) dx dt. (2.111)
From the arbitrariness of ¢ € Y in (2.110) we obtain

R(p*) = 2pter (g + () + Ae(tr(g) + tr(e(w))id) + 2rorac(ie) + Aossdliv(@,)id,

and we can deduce that

1 . -
P = 2,ufel |:R(p )D + QMUiSG(ut)D:| —Q(U)D

IES]

tr(g) = m {tI(R(p*)) + 2/14111'8 tr(g(ﬂt)) + 2/\,“'5 tr(g(ﬂt)) — tr(g(u)),
from which we have
= DJrltr( )id = L R(P*)” + 2pise(tiy)”
g g 9 g g% 2Mel p ,Ufms: t

[tr(R(p*)) + 2ftpis tT(€(TUt)) + 2Apis tr(e(tr)) | — e(u).  (2.112)

+ N
4(/~Lel + )\el)

Substituting (2.112) in (2.111), we obtain

T
* 1 «\ D —\D2 1 *
— L(u,p*) = R — iyise b (R
o) = [ [ SR = 2@n)”P + g (R ()
= 2(jts Do) (@) — plye — R() s elw) s+ (£,) g

Notice that the right-hand side of the last equation depends on p* only through the Riesz operator

R. Since Y is an Hilbert space, so R is an isomorphism, we can replace Y* with Y and R(p*)
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with p, and we obtain

T
1 D _\D2 1 *
inf su R — 2byis€(U 4+ —|tr(R
p S uGII)’{/(]v /Q 4:“61‘ (p ) e 187( t) | 8(/erl + )\el)| ( (p ))

~ 2t + Muie) tr(e(0) P~ pligu — R(p") - eo) dx + (1), dt.}

T
1 b 1
= inf su D pise(t) P + ———|tr
peYueIF){/o /Q4Mel P puiaglte) | S(NeH-)\el)' ®)

= 2t ) ()~ P ' €0) O () e .

From the previous equation and recalling the Definition 1.4.3 of saddle point problem, we can
consider the following.

Problem 2.4.4 (Saddle point formulation of linear viscoelasticity). Find (w,7) € I' x Y such
that

T — 2is€(U 2 tr(z
/ / 4uel | a ( t) | (uel + >\el) ‘ (7)
- 2 /Jl'uzs + /\vzs) tr( (ut))| - puttw - T 6( ) dX + <i’ M>L2(Q)2 dt

1
= inf su — 2pis€(U —|tr
pEY uEIE{/ / 4/’Lel |p K ( t) | (/’Lel + )\el) | (g)

- Q(Mvis + )\uis) tr(g(at))|2 A g : g(“’) dx + <i7 Q>L2(Q)2 dt} (2'113)

Proposition 2.4.3. Problem 2.4.4 admits a unique solution (i, a) where U is the unique solution
of Problem 2.4.2 and g = R(q*), where ¢* is the unique solution of Problem 2.4.3.

Proof. Recalling that Problems 2.4.2 and 2.4.3 admit a unique solution, then, due to Proposition
1.4.1, we have guarantee that Problem 2.4.4 admits a unique solution (@, o), where @ is the
unique solution of Problem 2.4.2 and o = R(q*), where ¢* is the unique solution of the Problem
2.4.3, since R is an isometry we have ‘that g is unique. O

If we compute the Euler-Lagrange equations of (2.113) evaluated in (2, ), we obtain:

T
fO fQ pULY + g: E(y) dx — <i7 Q>L2(Q)2 dt =0 vg el
foT Joob f - 2Mez€(_)D P - 2pvise(t)” o dx dt =0 VpeY (2.114)
ST oy () tr(2) — (et + 20a1) tr(e(@)) tr(2) '

- (2um-s + 2Am) tr(e(a)) tr(p) dx dt =0 VoeY

For the purpose of our work form now on we can assume the following.

Assumption 2.4.3. f:[0,T] — L*(Q)? Hélder continuous.
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A direct consequence of the previous assumption is that we can no longer consider

(fCt),u)oge Vu€ LHQ)?,

but
(S5 1), u) 22 = /Qi(,t)g dx Vu € L*(Q)%

In the first equation of (2.114) since y € I then for a.e. t € [0,T] we have that y(-,t) € Hg(2)?,
so we can define div(g) € L?(0,T; H~(Q)?) as follows

T T
<div(g)3y>Lz(0,T;Hﬂl(Q)2) = /O <dlv(g)7y>Hol(Q)2 dt = _/O /Qg : g(y) dx dt. (2115)
From the first equation we can deduce that

pﬂtt - dlv(g) - i =0 in L2(07T7 (LQ(Q)Q)*)7
recalling that @ € C2([0,7]; L?(22)?) and [ : [0,T] — L?*(2)? is Holder continuous, then we have
that div(e) € L*(0,T; L*(22)?), that implies ¢ € L*(0,T; H(div,Q)sym).

Since ¢ € L?(0,T; H(div,Q)sym) we are interested in finding the saddle point of Problem 2.4.4
we can restrict Y to L2(0,T; H(div,Q)sym), if we do that, according to the integration by parts,

we can rewrite

T
I p _\D2 1 e
.. — 2tyis€(U + ————|tr — 2(fhois + Avis) tr(e(n
L [l = 2@ P 4 o 0000) = 2+ )t
- p@tt! _g : g(u) dX+ <i7 Q>L2(Q)2 dt,

with

T
L b —\D2 1 e
= 2ftyis€(T + ———————|tr(p) — 2(fwis + Avis) tr(e(n
/0 /Q Aftel |£ a 7( t) | 8(,“61 + )\el) | (Q) (N ) (7( t))|

— plyu + div(g)u dx + (f, Q>L2(Q)2 dt.

After doing that we no longer need u to be in I' = L2(0,T; H}(Q)?), because the new functional
does not involve space derivative of u, so we can replace I' with the largest space L2(0,T; L?(£2)?).
If do that we have no longer guarantee that (@, o) is a saddle point, indeed we do not even know
if there exists one for the new problem. Now we are interested in studying the following.
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Problem 2.4.5 (Mixed formulation of linear viscoelasticity). Find (w,7) € A x W such that

T
I b _\D2 1
T7 — 2pyis€(U + —|tr(z
[ [ iz = 2msnelan) P + g (o
2(pwis + Avis) tr(€ (@))* = pw + S (@, hw + div(z) : w dx dt

1
= inf — Qtise(tir)P|? + —————|t
%%U/%l paelin) "+ g

— 2(pyis + )\ms)tf(g(ﬂt))|2 — puyu+ f(z,t)u + div(g)g dx dt}7 (2.116)

where W = L?(0,T; H(div, Q) sym) and A = L*(0,T; L?(Q2)?).

Proposition 2.4.4. If (w,7) is a saddle point of Problem 2.4.5, in sense of Definition 1.4.2,

then w € L?(0,T; Hi (2)?).

Proof. 1If we take the first variation of (2.116) respect to the variable p evaluated in (w, 1), we
obtain that for every ¢ € W B

/OT /Q div(g)w dx dt = — /OT/ o [2;el (c” - QMvisg(Et)D)

(tr(0) — 2ptvis tr(e(tiy)) — 2Apis tr(e(w)))] dx dt, (2.117)

+ N
4(prer + Aer)

Since @ € C1([0,T]; H}(2)?) and L2(0,T;C°(2)2%2) C W, according to what we have seen in

sym

Appendix A about H(sym, (), we obtain that w admit symmetric gradient:

1
4(/’L€l + Ael)

1
gw) = 2tel

(" = 2uvise(@)”) + (tr(g) — 2puis tr(e(tie)) — 2X0is tr(e(t))-

Since w € L2(0,T; H(sym,)), then there exists {®, tnen C L?(0,T;C>(9Q)?) such that

—w in L2(0,T; L*(92)?)
(o) — e(w) in L*(0,T; L*(Q)252).

RS
3

From Korn inequality (A.5) we have

T 9 T
dtg/ K H
/0 ‘@ HY(Q)? 0 (Jl(2.)

50 {¢ }nen is also a Cauchy sequence in L*(0, T; H(Q)?). Since L*(0,T; H'(Q)?) is an Hilbert
space, then it is complete, so there exists ¢ € L?(0,T; H'(Q)?) such that {¢, Jnen converges to
it. As L2(0,T; HY(Q)?) < L2(0,T; H(sym,)), i.e. L2(0,T; H'(€)?) immerses with continuity
in L?(0,T; H(sym,)), because ||e(¢ H2L2(Q)2X2 2
w € L*(0,T; H'(Q)?). From (2.117), since L*(0,T;C>(Q)2x?) C W, according to Theorem
A.3, we obtain that Tr(w) = 0 for a.e. ¢ € [0,7] and that is equivalent to stating that w €
L2(0,T; HE (Q)?). O

2
L2()? * Hg(%>||L2(Q)553n) dt,

||VSDHL2(Q)2X3L’ we must have ¢ = w, so
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Proposition 2.4.5. Problem 2.4.5 admits a unique saddle point which is the solution of Problem

2.4./.

Proof. Since Problem 2.4.4 admits a unique solution, then the thesis is equivalent to prove that
(w, 1) is saddle point of (2.116) if and only if is a saddle point of (2.113). We call Fy (v, p) the
functional in (2.113) and F»(v, p) the functional in (2.116), we can see that if p € W andv el
then we have Fi(v,p) = F(v, ]E) and, due to Proposition 2.4.4, we can deduce that all saddle
points of (2.113) and (2.116) satisfy such condition.

Let (w, 1) be a saddle point of (2.113), then

Vo eT Fi(v,1) < Fi(w,7) < Fi(w,p) VpeY, (2.118)

and we want to show that

VQGA FQ(E,g) §F2(Q,£) §F2(w,]2) VBg w. (2119)

Since W C Y and if p € W we have Fy(w, p) = F>(w, p), then the right inequality is satisfy. The
left one is given by the denseness of T in A and the cgntinuity of v = Fy(v, 2) in A. Indeed due
to the denseness we have that for every v € A there exists {v,, }nen € I such that v,, — v in A
as n — oo, recalling that if uw € T then Fy(u,7) = Fa(u,7), we obtain

Fy(w,0) = Fi(w,g) > lim Fi(v,,0) = lim Fy(v,,0) = F3(v,0).

n—o0 - n—oo

Now we do the converse, let (w,7) be a saddle point of (2.116), so it satisfies (2.119), we want
to prove (2.118). The left side follow from T’ C A and Fi(v,7) = Fy(v,1) for all v € I'. The
right side is given by the denseness of Y in W, the continuity of p — Fi(w,p) in W and that
Fi(w,p) = F>(w,p) for all p € W. Indeed for every p € W there exists {p }n;N € Y such that
gn —;}2 inY as n — oo, then we obtain ; -

Fi(w,1) = Fo(w,7) < lim Fy(w,p )= lim Fi(w,p )= F(w,p).

n—oo n— oo

From Proposition 2.4.5 we have that (@,g), unique saddle point of Problem 2.4.4, is also

the unique saddle point of Problem 2.4.5, then from the Euler-Lagrange equations of (2.116),
evaluated in (u, o), we obtain:

T _ .
fo Jo pUyy — div(a)y — fy dx dt =0 Vy e A
fOT fQ gD : ED - 2,uelg(ﬂ)D : ED — 2,u,uisg(at)D : ED dxdt =0 VoeW

ST Jo t1(0) () — (2pter + 2e1) tr(e(@)) ()

— (2fwis +3Avi5) tr(e(t)) tr(p) dx dt =0 Voe W

(2.120)
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2.4.3 Mixed formulation 1

Now we are interested in finding the functions (u, o) solution of system (2.114) with the addition
of initial conditions for u. We introduce the mixed problem:

Problem 2.4.6 (Mixed PDE formulation in L*(0,T; L*(Q)25?) of linear viscoelasticity). Find

the couple (u,a) such that u € H'(0,T; Hj(Q)?), u,;, € L*(0,T; L*(Q)?), o € L*(0,T; L*(2)22)
and satisfies:

T
Jo Jopruny+o:ely)— fydxdt=0 VyeTl
fOT fQ gD :gD — 2,uelg(u)D : ED — 2,uvisg(ut)D : gD dxdt=0 VpeVY

S Jo (@) () — (et + 22) () ()

s (2.121)
— (2htvis + 2Apis) tr(e(ue)) tr(p) dx dt =0 VoeY
w,(+0) = in £,

where Y = L?(0,T; L*(Q)2X2) and T = L*(0,T; H} (2)?).

sym

Theorem 2.11. The function w is the unique solution of Problem 2.4.1 if and only if (u,q) is
the unique solution of Problem 2.4.6 where g is define (2.122).

Proof. The proof is rather long and we decided to divided it in Proposition 2.4.6 and Proposition
2.4.7. O

Proposition 2.4.6. For every (u,a) solution of Problem 2.4.6, g is unique determined by u and

g=g"+

IS]

tr(a)id = 2pere(u) + Aerdiv(u)id + 2ppis€(ur) + Apisdiv(ug)id. (2.122)

N =

Proof. Since (u,0) is a solution, then ¢ € L*(0,T;L*()2x2). From the second and third
equations of (2.121) we can deduce that

0" = 2pc1e(u)” + 2pnice(ue)”
tr(g) = (2pter + 2Aer) tr(e(w)) + (2vis + 2A0is) tr(e(u))

O

Proposition 2.4.7. The function u is solution of Problem 2.4.1 if and only if there exists o
such that (u,g) is solution of the mived Problem 2.4.6.

Proof. (=)

Let @ be solution of Problem 2.4.1, then Corollary 2.4.1 implies that @ is in H'(0,T; H}(9)?)
and u,, € L?(0,T; L*(Q)?). From the construction we have done in Section 2.4.2 we have that
(@, o), where @ is the unique solution of Problem 2.4.2, that coincides with the one of Problem
2.4.1 by construction, and g = R(q*), where ¢* is the unique solution of Problem 2.4.3 satisfies
(2.114), so it is also a solution of Problem 2.4.6 since @ satisfies the initial conditions of Problem
2.4.6.
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(<)
Now we proceed with the opposite, let w,, be the first component of a solution of Problem 2.4.6.
We want to prove that wu,, = 4. Let start by considering the following.

2dtH\/>(7mt t)Hi2(Q \/ﬁ( U 11 @tt)a\/ﬁ(@mt_@t»[,z(g)’z

\/ﬁ( mit @tt)a \/ﬁ(gmt - @t))L2(Q)2
P( Uy — Ugy)y Uy — Uy) £2(2)2
p(umtt - @tt)vumt - Et>L2(Q)2 ) (2123)

=
= (
= (
=

where we have used p > A > 0. Since u,,,, — 4, € L*(0,T; H}(2)?) and recalling that u,,, satisfies
the first equation of (2.121), and & satisfies the first equation of (2.97), from (2.123) we obtain

(P(Wingp = st)s Uy — W) p2(y2 = — (@ E(Ume) — E(at»Lz(Q)i;ﬁL

- <diV(A€l(§(’a)) + Avis (E(ﬂt)))’gmt - Et>L2(Q)2 ) (2'124)

where Aei(e(u)) = 2puere(u) 4 Aer tr(e(w))id and Ayis(e(u)) = 2pise(u) 4+ Apis tr(e(u))id.
Since w,,, —t; € L*(0,T; Hy(Q)?) we have that e(um¢) —€(ue) € L*(0,T; L*(2)22), so according
to the second and third equations of (2.121), we obtain

- <g,§(umt) - g(’ut)>L2(Q)2X2 == <Ael( (um)) + Avw( (Umt))s 6(Umt) - g(’at)>L2(Q)2X2 )

sym sym

and, since €(u,,,) — €(@,) € L*(0,T; L*(Q)2x?2), we have

sym

{div(Aer(e(w)) + Avis (€())) Uy = Q) 2 )0 = — (Aer(€(@)) + Avis (€(@)), (W) 5 252 -

sym

Denoting w = u,,, — % and w, = u,,, — &, we can rewrite (2.124) as follows

(& (W) 12 g2z + (Aet(€(@) + Avis(€(@)), (W) 2 )22
= = {Aale(w)) + Auvis (e(wr)), e(wy)) 1 )22

(G Nl s 5 Tl g + ()05 )

sym

v

— (Auia(w0), €(00)) ez = < / / o) |2 s + Ao lr(el100)?) dxdt>

sym

Y

—ZMUiSICHﬁHZé(W, (2.125)

where K is the constant of Korn. Since p, pi5 > A > 0, then from (2.123) and (2.125) we can

conclude that
d 2
a”ﬂmt - Qth(Q)z =0.

From the previous equation and because u,, and @ satisfy the same initial condition, we have

Uy = U O
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2.4.4 Mixed formulation 2

Now we aim to find (u,g) solution of system (2.120) with the addition of initial conditions for
u. We introduce the mixed problem:

Problem 2.4.7 (Mixed formulation in L?(0,T’; H(div, ) sym) of linear viscoelasticity). Find the
couple (u, @) such that u € H'(0,T; Hy ()?), uy, € L*(0,T; L*(2)?), g € L*(0,T; H(div, ) sym)
and satisfies:

fOT Jo pugy —div(a)y — fy dx dt =0 VyeA
foT fQ %D :ED - 2Helg(u)D 3£D - ZHQJisg(Ut)D :gD dxdt =0 VoeW
I o te(@) tr(e) — (2per + 2A) tr(e(w)) tr(y)

= = (2.126)
— (2ptwis + 2Apis) tr(e(ug)) tr(p) dx dt =0 VoeW
u(-,0) =y in Q
u,(+,0) = uy in €,

where W = L*(0,T; H(div, Q) sym) and A = L*(0,T; L*(Q)?).

Proposition 2.4.8. The couple (u,a) is solution of Problem 2.4.6 if and only if is solution of
Problem 2.4.7.

Proof. (=)

Let (u,o0) be solution of Problem 2.4.6, so u = @ and ¢ is define in (2.122). We have already
noticed, at the end of Section 2.4.2, that o€ L*0,T; g@iv, Q) sym), so if (u, o) satisfies (2.126),
then it is solution of Problem 2.4.7. Since piy,, f,div(g) € L*(0,T; (L*(22)?)) and u satisfies the

first equation of (2.121), then, because L*(0,T; Hj(2)?) is dense in A, for every y in A there
exists {y }nen such that y, — y in A as n — oo, then

T
0= lim / / puyy, + 0 e(yn) — fy dx dt
o Jo

n—oo

T
= lim / / puny, —div(a)y — fy dx dt
0o Ja -

n—oo
= lim (puy, —div(g) - f,y,)a

= (pﬂtt - dlv(g) — i, y)A
T
= / / PULY — div(g)g_ fy dx dt.
0 JQ

Thus the first equation of (2.126) is satisfy.

Second and third equations of (2.126) are satisfy because W C Y and the initial conditions,
because are the same, are clearly satisfy.

(<)

Let (u,o) be solution of Problem 2.4.7, we only need to verify that (u,g) satisfies (2.121).
The first equation of (2.121) is satisfy because H}(Q)? c A. Since (u,0) ‘satisfies the second
and third equations of (2.126), v € H'(0,T; Hg()?) and ¢ € LQ(O,f;g(div,Q)sym) then,
because H(div,$2)s,m is a dense subset of L?(Q)2x2, for every ¢ in L*(0,T; L*(Q)%52) there

sym>
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exists {¢ }nen in L?(0,T; H(div, Q)sym), such that ¢ — ¢ in L*(0,T; L*(Q)252) as n — oo,
L = L, 4
then

T
0= lim / /gD 0 D72,uel§(u)D o P f2uvisg(ut)D s Pdx dt
o Ja— =n - - =

n—0o0 -=n -
. D D D D
= nli)II;o (g — Q,Uelg(u) — —2/JJvisg(’UJt) ’gn )LZ(O,T;LQ(Q)EJT?L
= li ) P _op, b oD
A, (g7 = 2paglt)” = =2ituss )2 PN

D D D D
= (P —2  2Uis
<Q /f"elg(u) ,uvz.sg(ut) ) ﬁ >L2 (O,T;LZ(Q)’;‘;@)

T
D D
= / / a1 9P = 2pae(w)” 1 9P = 2puise(ue)” 9P dx dt,
0 Q - - -

and

T
0= 7}1_}11010/0 /Qtr(g) tr(ﬁn) — (2pter + 2Aer) tr(e(a)) tr(ﬁn)

- (2,uvis + 2)\vis) tr(g(ut)) tr(£ ) dx dt

= lim (tr(g) — (2per + 2Aer) tr(e(@)) — (2hvis + 2Avis) tr(e(ue)), tr(p ))L2(07T;L2(Q)§;<;fl)

n— oo — -n
= Jim (tr(2) ~ (2pe + 220 r(e(i)) ~ (2t + 2has) (el tr(2 ),

= (t1(2) = (2pe + 2Aa0) (@) = i+ o) rleln)) (@)

- /0 /Qtr@ tr(p) = (2per + 2Aer) tr(e(@)) tr() — (2ptvis + 2Avis) tr(e(ue)) tr(yp) dx dt

Thus the second and third equations of (2.121) are satisfy. Since the initial conditions are the
same, they are fulfil. O

Finally we can state the main result.

Theorem 2.12. The function u is the unique solution of Problem 2.4.1 if and only if (u,c) is
the unique solution of the Problem 2.4.7 where ¢ is define (2.122) .

Proof. A direct consequence of Proposition 2.4.8 and Theorem 2.11. O






Chapter 3

Mixed FEM discretization

The aim of this chapter is to construct a numerical method that solves equation (2.97), since
we have seen that (2.97) is equivalent to (2.126), we want to use the second equation and its
advantages. We will try different approaches to solve it: in the first two, even if g is the quantity
of interest that we want to find, it is convenient, due to the size of the matrices we have to work
with, to implement a method with u and u, as explicit variables and then, in a second moment
derive g as a function of these two. We will also introduce another method in which ¢ is an
explicitivariable as u and u, . B

3.1 Finite element spaces

Since the aim of this section is to introduce the finite-dimensional subspaces that we will use to
approximate the solution of (2.126), we will start from presenting a partition of € upon which we
will build our discretization. Then we will choose appropriate finite-dimensional subspaces, the
discretization, since we want that our method is conform, i.e. these subspaces must be contained
in the infinite dimensional spaces (Hg(€)? and H(div, Q)sym) we are trying to approximate.

As domain discretization we use the triangulation, i.e. we divide the domain into triangles T’
and we write T, = U{T'}, where T}, is the triangulation of 2 and T is a single triangle, also called
element. As the step h increase the triangulation 7;, becomes uniformly thinner in the domain.
Now that we have fixed the triangulation we are ready to do the same for the finite-dimensional
subspaces. Since u and u, live in H}(2)? we approximate them with the classical P1-Galerkin,
that, for sake of completeness, we introduce. For the moments let us focus on the scalar case, if
we define Py (T"), the set of polynomial of degree k in T, then we can introduce the following

Sh={vec®Q)|v|lr ePUT)VT €T}, },

i.e. the piecewise-continuous function that restricted to every triangle are P;(T"). Since we have
to approximate H} (), we need to find a subspace J;, of Sy, such that 7, C H}(). In order
to do that we define {®;}¥; such that J}, = span{®,}. The functions {®;} that we choose are
as many as the internal nodes of the triangulation 7; and every function values 1 on an internal
node z;, each function on a different node, and 0 on the others. Since each element T contains

81
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or not the point z; and @;|r is a P1(T):
D;lr = ag + a1x + agy.

From the conditions we have decided we can deduce that ®; is 0 in every element that does not
contain the point x;. Since the three conditions of the value of the polynomial at the vertices of
the triangle determinate uniquely the value of ®; in such element and because they all are zero
we have that ®;|r = 0. If the element T' contains the point x;, then clearly ®;|7 # 0, since ®;|r
isa P1(T) and ®;(x;) = 1. So we can notice that each ®; does have support only in the elements
that are near x;. This choice for {®;}}¥, has many advantages, one is that it usually leads to
sparse matrices since supp{®;} N supp{®;} # 0 only when z; and x;, internal nodes in which
the two functions value 1, have an edge that connects them. Another advantage is that when we
want to evaluate a function v of Jj, i.e.

v(z) = Z v;®;(x),

in a internal point. Indeed, we have
n
vlag) =Y vi®i(z;) = v;®;(z5) = vj.
i=1

Since our aim is to create a basis for V), we choose the basis spanned by {(®;,0), (0,®;)}¥
where the functions ®; are the one that we have defined above.

Now we have to define the finite-dimensional subspace that approximate H(div,2)sy, con-
formely. In order to do that we decide to introduce Qp, the space of discontinuous Galerkin
symmetric tensor that is often used as discretization for LQ(Q);JX,%, and then impose that be-
longs to H(div,Q)sym through the intersection, i.e. Qp N H(div,)sym. As before, in order to
introduce this space, it is convenient to study first the Simpgr formulation of the scalar case. We
focus on the construction of Ay, the scalar discontinuous Galerkin of degree 2 (DG2-Galerkin) :

A = {v | vy € Po(T) VT € Tr},

i.e. the function that restricted to every triangle are Po(T'). Since a polynomial of degree 2 in
R? has 6 degrees of freedom, we need to fix 6 conditions to define it uniquely: 3 conditions are
the values of the vertices, that are the same of the P;, and the other 3 are those at the middle
points of the edges. So the basis of Ay is the set of functions 7; that have value only on one
element and, in that element, on one vertex they value 1 and on the others 0 and 0 on all the
middle points of the edges, and the ones that, in the same element, are 0 on all the vertices and
1 on one middle point of an edge and 0 on the others. Since on every element we there are 6
basis function, then, we can deduce that the dimension of A5 is 6 times the number of elements.
Since we want to introduce a basis for Q,, the space of discontinuous Galerkin symmetric tensors,
then we choose the one spanned by

o) [ 5] o
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where the 7; are defined above. So for the dimension of Qj, is 18 times the number of elements.
Now we need to check that the choice of Ps is the right one, because, since we have to take
the intersection of Qp with H(div,)sym, we need to check that Qp N H(div, Q)sym # (0). In
order to do that we count th;degrees of freedom that such condition needs and verify that the
dim(Qp) is strictly greater of such number. Let o, € Qp N H(div,Q)sym, then if we take two
elements in 7y, , T and T3, with an edge in common, Lj2, we need that g must satisfy

“ng in Ly, (3.1)

g np =0

=1 2

where o L and g, represent o restricted to 77 and 15, and n; and ny are the two normal compo-
nents relative to the elements T and T, on the edge Li5. Since ¢ - n; is a polynomial of degree
2 we have that (3.1) is equivalent to impose that g (&) - n1 = g;(ﬁk) - ng are equal in 3 points
(degree of the polynomial + 1), so we have that every edge require 6 degrees of freedom. Since
we require such condition only for the internal edges we have that the number of conditions
needed is 6 times the number of internal edges. So, the dimension of Qj, N H(div, Q)sym is, if we
take the classical triangular mesh, (n — 1)(3n — 1), where n is the number of points in an edge.
Since n > 1, then working with the DG2-Galerkin symmetric tensors represent good choice for
us.

3.2 PDE formulation

Even if g is the quantity of interest and trying to introduce a numerical mixed formulation in
which it is an unknown, and not calculate it separately as a function of u and w,, is the main
purpose of this thesis, we have that if we want to implement a method with such property the
dimension of the matrices we obtain is too large. This is due to the fact that the dimension of
g, is 9 times the number of elements, instead of the dimension of w,, that is "only" 2 times the
number of internal nodes. So, we need to rewrite (2.126), in a form such that the variables are
w and v are the unknown, because we want to write it as a first order ODE, and, at the same
time, we need to taking in account that ¢ is in H(div,2)sym. So we will substitute ¢ in the first
equation and introduce the relation between w, and v using a positive define operator.

Since the solution of (2.126) and (2.97) coincide and the solution of (2.97) is strong in time we
have that also the solution of (2.126) is strong in time. This means that for every ¢ in [0, 7] the
following holds.

{fg Py (+, 1)y — div(

Yy (t)y — f(-,t)y dx =10 Yy € L2(Q)
Joa(t) [ (Acr

E(up (1)) + Avis(ewn (1)) 1 ¢ =0 Vo € H(div, Q)sym,

IS)

—

where A (7) = 2par + Aatr(z)id and Ayis(T) = 24t0isT + Avis tr(z)id. So, if we rewrite the
above equations using the discretizations we have introduced before, we obtain:

Jo PR, YR — diV(@)yi — fayn dx =0 VYyn € Wy
Joo = (Aale(wy)) + Avis(€(vy)) : T =0 Y7 € Qp N H(div, Q)sym.
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Since oy, is in @, N H (div, ) sym and the elements V, are continuous in © and P;(7') restricted
to every T, we can integrate by parts fQ div(a(-,t))y dx in the first equation and we obtain

=0 yievh

(3.2)
s(e(vp))) Th = 0 VT:h € Qn N H(div, Q) sym.

{fg PO Y + T ¢ €(yn) —

Jnyn dx
Jog: = (Aale(uy)) + Auv

From now on, in order to have simpler formulas to work with, we take f, = 0.

3.3 Construction of the matrices

In this section we will introduce the main matrices we will use later to attack (3.2) with different
approach. Since we have several summations we can take the following assumption.

Remark 3.3.1. From now on we use the Einstein convention and we write

N
;B = Z @ifi.
i=1

We start from fixing some notation, from now on we will denote with p the elements of Qp,

7 an orthonormal basis of Qp, N H(div,2)sym, respect to the usual scalar product of L2(Q)252,

and ¢ the elements of V;,. Since u;, and v, are elements of V;,, we can rewrite them using the
basis spanned by the {¢;}X; and we obtain

Now we are ready to introduce the main matrices through which we will write equation (3.2):

Aij :/Amsg(sﬂj)
Q

Bij = / Aelg(@j) B dX
Q =

Rij = / pei - p; dx.

The last matrix that we need is the one that permits to write the {Tl *, as a combination of

{pl 1= 1716

M

Zasz dx =N Z]p
=Jj

j=1
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Since g, is in Qp N H(div,Q)sym, according to the second equation of (3.2) we have

h
g, = (Aa(e(wy)) + Avis(€(vy))) i Qu N H(div, Q) sym-

Now we rewrite the previous equation through the orthonormal basis of Qn, N H (div, ) sym
spanned by {7;}Z, and we obtain

g, =(g,,7i) Ti = (Aa(e(un)), 7o) T + (Avis(€(24)), o) T

Since we can represent 7; as a composition of p; through the matrix N we can rewrite the previous
equation as follows. o

= (Aa(elwn))s pr) cuiTi + (Avis(€(vn)), o) i (3-3)

Substituting g, define in (3.3), in the second component of the first equation of (3.2) we obtain

[ 2 elom) ax = [ (Aalew).p ouzi el o

-|-/ (Avis(e(vy,)), pr) ot = e(yn) dx. (3.4)
o =T =\
Since the {r;}/, are an orthonormal basis of Q;, N H(div,)sym respects to the scalar product

of L*(Q)2x2 | then we can complete it to a an orthonormal one of Q; with {7;}17 ", and we

obtain

where we have used that fQE :7jdx=0forall je {1,2,...,M — R}.
According to (3.4) and (3.5) we obtain

/Q<Aez(g(uh)),g>g se(yn) dx = (Aele(un))s p) a1y (€(yn), Pp)
| el 59 75+ €lm) = (Auie(e). ) g (el )

Using the matrix R to define the left side of the first equation of (3.2), we can rewrite it as

follows.
Rvy,, = —P'N'NAv, — P"N'NBuy,,.

The last thing we need to do is to incorporate in the system that we want to introduce the
relation between vj, and up,, in order to do that we impose

BNN'Py, = BNN'Puy, . (3.6)
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We can notice that BNN'P is not a symmetric matrix since we are projecting into Qp N
H(div,Q)sym both B and P. This in not a problem for us since the important relation that
we need is that if BNN'Pu;, = 0, then u;, = 0, so if (3.6) is satisfies then v;, = u;,. We have
not proved this condition, but experimentally we have seen that the eigenvalues of BNN'P are
all strictly positive, so it is a positive definite form and, as a consequence, the above condition
is verify.

Now we are ready to introduce the system we are going to solve:

Rv;,, = —P'N'N Av;, — P’"N'N Bu,,
BNN'Puy, = BNN'Puj,.

If we define A= P’"N'NA and B = P'N'NB, we can rewrite it as follows.

R 0 Up, *.A -B Vh
= ) 3.7
o sl -1 VL) @7
Since a method to solve this problem has not already been defined, we have faced it with different
approaches and seen the pros and cons of each one.

3.4 Time integration

In this section we will describe three different approaches we have used to resolve (2.126). In the
first two we implement (3.7), firstly trying to written the solution as an exponential one, and
secondly using the implicit Euler method, which is more stable. The final approach we propose
is to implement a system in which ¢ is also an unknown.

3.4.1 Semi-discrete approach

We have seen in Corollary 2.4.1, in Chapter 2, that if we require div(Ays(e(vg) + Aei(e(yy)) €
(L2(2)%)*, then we have that the solution gains enough regularity to be a classical one. So, we
can represent it as an exponential solution. In order to do that it is convenient to diagonalize

the matrix .

R 0 -A -B

o s L5 o)
According to [3, Proposition 2.12] we must have that every eigenvalue A of the previous matrix,
with non zero imaginary component, satisfies Re(\) < —1 X, (A), where Re()) is the real part
of \. Since A is positive define, then Pe(\) must be strictly less then zero. Instead, also according
to the same Proposition, for the eigenvalues with null imaginary component, we should have that
Re(A) < 0. So all the eigenvalues of the previous matrix must have Re(X) strictly less then 0.
However, from a numerical point of view, we have found that the real part of some complex
eigenvalues with small modulus change sign and becomes positive (see 3.1). This is caused by
the fact that the coefficients pier,pivis, Aei, and A5 are not heterogeneous since they jump from
two different regions of the domain.
Since we have found that for severely ill conditioned problem, as ours, this approach is not good
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Figure 3.1: Eigenvalues when the problem is severely ill conditioned

for the above reason, we have tried to attack it using the implicit Euler method which is more
stable for ill problems.

3.4.2 Implicit Euler

In this subsection we introduce two different formulations using the implicit Euler method. In
the first one we try the implementation of (3.7) and in the second one we try to implement a
formulation in which also g, isa variable.

The advantage of solving system (3.7), instead of introducing g, , is that we have to work with
matrices with less possible dimension since we do not have g , as a variable. We remark that we
have used the property that o " is in H(div, Q)sym, since the matrix N represents the projection
of the elements of Qj into Qp N H(div,Q)sym.

We start form inverting the matrix on the left side in (3.7), this is possible since it is positive

define, and we obtain
-1

W =lo s [ 7))

If At is the time step we choose for the integration we have that the implicit Euler formulation
of the previous equation is

-1
B it P AR T B e A
Unlpyr  LUnly 0 0] lunfy,,

Now we multiply both side by []; [(5’)’

(5 sl DB -1 sl ),

} and we obtain
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In order to solve the previous system we have two choices that depends on the number time
steps we have to take. If we have to take a number of steps greater than 2 times the number of

i R 0 o .
internal nodes, that are the columns of [ 0 B’] , then it is convenient to pre-calculate

Ml:(ﬁ zﬂ At[z;l _OBDI Fo% zﬂ

Uh

and then solve at every time step r}h} = M, {
Uh
k+1

} . If the steps we take are less then
k

. . o . b
2 times the number of internal nodes, then it is convenient to calculate at every step {bl}
2

-1
[10% [2’} [Zh} and pre-calculate My = ( [](? 12,] —At [é,él _OB} > , S0, in this second case,
hlg

v b
the system becomes [ h} = M, [ 1] .

Ul 1 k
The problem related to this approach is that in both these cases the matrices M; and M are
not sparse, so we have tried another method.

Now we introduce the second Implicit Euler Method where g, enter in the equation as a
variable, so starting from (3.2) and (3.3), we obtain

pvth = div(g) in Vy
Aci(€(ur,)) = Aer(e(vn)) in V, (3.8)
g, = Ael(g(— ) + mS( (vn)) in Qp mg(diV, Q)sym

Since the elements of V}, are P; on each element and oy, is in Qp N H (div, Q) sym, then we rewrite
the first equation as follows. o

/Q” Ve, p; X = /Qdiv(gh)fj dx
Z—/Qgh Fe(p,) dx
= —/&: &hgkalk E(fj) dx = o'khalk(_ /le g(fj) dx>

So the first equation can be written as follows:
Ruy, = —P'N'g

In order to write the second equation it is convenient to introduce the following symmetric
matrix:

E;; = /Q Aei(e(pi)) = e(py) dx.
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So, the second equation can be written, using the matrix F, as follows:
Euy h = Ev,,.
Remark 3.4.1. We could have written the second equation introducing an orthonormal basis of

Oy and a matriz L that allow us to write this basis as a combination of {Q}fil. Then, using the
matrices B and P we should have obtained a

P'L'LBu;, = P'L'LBuj,.

Such approach is not convenient since calculating the product P'L’'LB represents a mumerical
cost that can be avoided by the introduction of E.

Now we rewrite the third equation of (3.8):
[z, ax= [ Autelwn) + Ans(elw) 7, dx
I Q
— [ Aulelw))  z + Avia(e(wn) s 7, dx
Q

- (/QAez(E(uh)) P, dx> g + (/QAms(e(vh)) P dx) .

So the third equation can be written as follows:
N'Ngj, = N'Buy, + N' Avy,.

Now we can rewrite (3.8):

R 0 0 Vh 0 0 —P/N/ Vh
0 PLLB 0| |u,| = |PLLB 0 0 un
0 0 0 lon —-N'A —-N'B N'N o

t

According to the implicit Euler method we obtain

R 0 0 Vh R 0 0 Uh 0 0 —P'N' Uh
0 PLLB 0| |up =|0 PLLB 0| |uy| +At |P'L'LB 0 0 un
0 0 0] lon k1 0 0 0] Lond, —N'A —-N'B N'N ond iy

this is equivalent to

R 0 AtP/N/ Vh R 0 0 Vh
—-AtP'L'LB P'L'LB 0 Up, = |0 PLLB 0| |uy| ,
N'A N'B —N'N Ohp k1 0 0 0 Oh &

where we have multiplicate for At the third equation.
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3.5 A simple 2D test case

In this last section we introduce the setting of the example that we have implemented using the
last approach we have introduced before: Implicit Euler where ¢ is an unknown. As domain
we have chosen € = [—1,1] x [0,1], where €; = [~1,0] x [0, 1] represents the first material and
Q3 =]0,1] x [0, 1] the second one. The parameters are as follows:

frer = 107,25 1072 fivis = 107°,107%
At =5 %1072,4% 1072 Avis = 2% 10741073,
p=12

where the first number of each parameter is for £; and the second one for . As time step
we have taken At = 0.25 For simplicity as forcing function we take f = 0, as we have done in
the previous section. In order to have g in H (div, ©2)sym we need that the initial data satisfies
Corollary 2.4.1, so we take u, and v, compactly supported in £2;:

LT T 1. . T
Uy = {<SIH(2 +—=W-73)) Sln(27TM)>X[—l,—OAG]X[O.2,0.8]7 0}

0.6 2
Yy = {07 0}'
As mesh we have used the usual uniform triangulation, see Figure 3.2.

We have reported different frames of the evolution of the viscoelastic wave subjected to the
conditions described above. Indeed, we can notice that at the initial time, see Figure 3.3, the
deformation, due to the initial conditions, acts only on £2;. From Figure 3.4 can be noticed,
when looking at the displacement in [—0.2,0] x [0,1] , the "rebound" of the wave when it hits
the second material, i.e. 5. Also from Figure 3.4, and even more from Figure 3.5, is visible the
formation of vortex due to the Dirichlet boundary conditions. For completeness we have also
put Figure 3.6 and Figure 3.7 that reported the evolution of the wave at ¢ = 15 and ¢ = 20.
From all the figures mentioned above it can be noticed how the magnitude of the velocity and
the displacement decay over time.
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Figure 3.2: Mesh with n =5

Figure 3.3: Evolution of the wave at t = 0 in the setting described in Section 3.5
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Figure 3.4: Evolution of the wave at time ¢t = 5 in the setting described in Section 3.5

Figure 3.5: Evolution of the wave at time ¢t = 10 in the setting described in Section 3.5
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Figure 3.6: Evolution of the wave at time ¢t = 15 in the setting described in Section 3.5

Figure 3.7: Evolution of the wave at time ¢ = 20 in the setting described in Section 3.5
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Appendix A

Tools

In this chapter we want to fix some notations that we need later or recall results that we are not
going to prove here but are needed in some proofs.

A.1 Convex Analysis

All the results that we are going to take in this section came from [8] where a full coverage of
the subject can be found.

Definition A.1.1 (Convex function). Let A be a convex subspace of V, and F' a mapping of A
into R. F is said to be convex if, for every u and v in A, we have:

FAu+ (1 =XNv) < AF(w)+ (1= AN F(v) YA €][0,]1] (A1)
whenever the right-hand side is defined.

Definition A.1.2 (Strictly convex function). Let A be a convex subspace of V', and F a mapping
of A into R. F is said to be strictly convex if it is convex and the strict inequality holds in A.1,
YVu,v € A,u # v and VA €]0,1]

The next definition is not in the [8] but can be found in every book of analysis.

Definition A.1.3 (Strong convex function). Let A be a conver subspace of V where V is a
normed space, and F a mapping of A into R. F is said to be p-convex if for every u and v in
A, we have:

FAu+ (1= X)v) <AF(v)+ (1= AN)F(v) — %)\(1 — Mpllu—vl3 YAe[0,1] (A.2)

whenever the right-hand side is defined.

Definition A.1.4 (Lower semi-continuous function). Let V' be a real l.c.s. (locally convex space).
A function F : V. — R is said to be l.s.c. (lower semi-continuous) on 'V if

Vu € V, liminf F(v) > F(u).

v—Uu

95
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Definition A.1.5 (lower semi-contineous regularization). Let V' be a real l.c.s. (locally convex
space) and F : V. — R a function, we define F : V — R the largest l.s.c. minorant of F and
we call it the l.s.c. regularization of F' and
Vu €V, F(u)=liminf F(v).
v—U

Proposition A.1.1. If F : V — R is a lower semi-continuous convex function and assumes
the value —oo, it can not take any finite value.

Proposition A.1.2. Let F : V — R be a convex function. The following statements are
equivalent to each other:

(i) there exists a non-empty open set 6 on which F is not everywhere equal to —oco and is bounded
above by a constant a < +00

(ii) F is a proper function, and it is continuous over the interior of its effective domain, which
18 mon-empty.

Definition A.1.6 (I'(V) and T'o(V)). Let V be a locacly convex space, T'(V') is the set of lower
semi-contnuous function from V into R, and if F takes the value —oo then F is identically equal
to —o0.

We define T'o(V) as T'(V') with out the function F that are equal to +o0o and —oo.

Definition A.1.7 (I'-regularization). Let V' be a real l.c.s. (locally conver space) and F : V —
R a function, we define G the largest minorant of F in T'(V) and we call it the T -regularizationof
F.

Proposition A.1.3. Let F: V — R, and G be its T'-regularization, then
(i) G<F<F;
(ii) if F is convexr and admits a continuous affine minorant, F = G.

Definition A.1.8 (Legendre Transform). Let V and V* be two vector spaces placed in duality,
let F:V — R be a function. We define the Legendre transform of F' from V* to R as

F*(u*) = 51615 [ (v*,v) — F(v)].

and F* e T(V*).

Proposition A.1.4. Let F be a function of V into R. Then its bipolar F** is none other its
T-regularization. In particular, if F € T(V), then F** = F.

Definition A.1.9 (subdifferentiability). A function F of V into R is said to be subdifferentiable
at the point uw € V if it has a continuous affine minorant which is exact at u. The slope u* € V*
of such a minorant is called a subgradient of F' at u, and the set of subgradients at u is called
the subdifferential at w and is denoted OF (u).

A much more easier characterization is
u* € OF(u) < F(u) is finite and F*(u*) = (u*,u) — F(u).

We have also the following results
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Proposition A.1.5. Let F be a function from V to R, then
(i) if OF (u) # 0, then F(u) = F**(u),
(i) if F(u) = F**(u), then OF (u) = 0F**(u).

Proposition A.1.6. Let F be a convex function of V into R, finite and continuous at the point
u€V. Then OF (u) # 0

Proposition A.1.7. Let F be a conver function of V into R. If F is Gateaua-differentiable at
u €V, it is subdifferentiable at v and OF (u) = {F’(u)}.

A.2 Functional analysis

The results in this section came from [5] and [16] where, as before, a full coverage of the subject
can be found.

Definition A.2.1 (Banach space). (V,|-||/) is a Banach space if it is a complete normed space
where V' is a vector space over a field K, for us will be R, and ||-||,, : V' — R is a norm on V.

Definition A.2.2 (Hilbert space). V is a Hilbert space if (V,||-||) is a Banach space where the
norm ||-|| is the one induced by the scalar product (-,-)y : V xV — R.

Proposition A.2.1. IfV and X are two Banach spaces (Hilbert spaces), then V- x X s still a
Banach space (Hilbert space) with the norm ||(v, )|/, x = [vlly + |zl x for all v € V and for
all x € X (with the scalar product ((v,z), (w,y))vxx = (v,w)y + (x,y)x for all v,w € V and
forallz,y € X ).

Here we recall few spaces that we are using later, from now on we consider 2 C R™.
1) L?(Q) is a Hilbert space with
(f.9) = [ fg o
Q
2) H*(Q) is a Hilbert space with

(f,g)Z/Qfgder/QDf-ngx,

where Df and Dg denote the weak derivatives of f and g.

3) Hi(Q) = Cg"(Q)‘HIH1 ;which is the closure of test function C2°(£2) respect to the norm ||-|| ;.
in H(2), is a Hilbert space with

= [ Df-Dgdx.
(f.9) /Q f- Dy dx
4) H(div, ) is a Hilbert space with
(f.9) = /Qi-gd:n—l-/gdiv(i) div(g) du.

The elements of H(div,) are the elements of L*(2)™ with div(f) € L*(Q2).
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The space H(div,$)) has to be seen as an intermediate space between L?(Q)" and H!(Q)"
where we are not requiring that all the weak derivative exists and D*f; € L?(2) for all a, j €
{1,...,n} but only that div(f) exists and is in L?(€2). In the exact same way as it is done for
Sobolev spaces we require that div(f), in order to exists, must work in a good way with the
elements of C°(€2), which means

/Qdiv(i)Lpdx:—/Qi-Vgodx.

So, for example, for a fixed function f € L*(€2)™ if there exists a function g € L?(£2) such that

/gg@d:c:—/i-Vgodx Vo € C°(Q),
Q Q

then we can say that f € H(div, Q) and div(f) = g.

We recall that the extension of the div operat%r to the matrices of function is equal to apply the
standard divergence to the lines of the matrix getting a vector of the same size of the number
lines of the matrix, so if g is a matrix with n lines and m columns, then

dw Z (“)o”

we will denote div(g) = {div(a)1,div(a)2, . .. div(a)n}-
5) H(div,Q), where g € H(div,Q) if 0;; € LQ(Q) for all 4,5 € {1,...,n} and div(g) € L*(Q)",
is an Hilbert space with

(o,7) = /a de—i—/dw ~div(z) da.

As done for the space H (div,2), we require that for div(g), for o € H(div, ), in order to exist
it must satisfy

/div(g)-apdmz—/g:Vg&dm Yo e C° ()",
R o 4 g:Vve L

Q

where with V ¢ we denote the Jacobian.

6)H (div, ) sym, which is the subspace of H(div, Q) where 0;; = 0j; for all i,j € {1,...,n}, it is
also an Hilbert space with the same scalar product as above.

We have that for a given function u € Hj(Q2)" we can define the strain tensor ¢(u) through the
linear map ¢ : Hj(Q)" — L*(Q)7%" where

sym

e(g)ij - 5(6% + 8$2)

The relation between the strain tensor € and H(div, Q) sym is that the condition for the existence
of div(g) becomes

/ div(g) - ¢ dv = —/ g:e(p)de  VpelX(Q)".
Q Q
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2X2

So, as we have done before, for a fixed tensor g € L?(€2)252

such that

if there exists a function g € L(Q)"

/g~£dm:7/g:g(£) dr Yo e CX(Q)". (A.3)
Q Q

then we can say that ¢ € H(div,Q)synm and div(g) = g.
7)H (sym, Q) where u is in H(sym, Q) if u € L*(Q)", e(u) € L*(Q)72%" and e(u) in order to exists

sym
must operate in a good way with the elements of C2°(Q)5,51:

/ e(u) : p de = —/ u-div(p) de Vo € C2(Q)5m-
Q - = Q = = -
The norm of this space is the following one:

otz sy = Il Z2 @y + €152y

This space in not only a Banach space, but it is also an Hilbert space with scalar product:

(H,Q):/K)M'de—k/gg(g):g(y) dx.

Now we recall few inequality that are needed later. The first one is the classical Poincaré
inequality, even if in [5] (Corollary 9.19 pag.290) the statement is for a general p we fix p = 2
for simplicity. The second one is the Korn inequality that can be found in [12] (Theorem 2.2 at
pag.14) that will allow us to estimate function from above e show strong convexity.

Proposition A.2.2 (Poincaré inequality). Let Q be a bounded open set. Then there exists a
constant C, depending on 2, such that

lull L2y < ClIV ull 2y Vu € Ho(R)

In particular, the expression ||V ul ;2 q) is a norm on HY(Q) and it is equivalent to the norm

HY(Q) ; on H5(Q) the expression 31—, [, du vy is a scalar product that induces the norm
: ; Oz,

IV ull g2y and it is equivalent to the norm |[u

-

Proposition A.2.3 (Korn inequality 1). Let Q a bounded domain in R. Then every vector
valued function v € HE ()™ satisfies the inequality

> [ les @l = Kl o (A4)
ij=1"%

where K > 0 s the constant of Korn and it depens only on Q.

Proposition A.2.4 (Korn inequality 2). Let Q a bounded domain in R. Then every vector
valued function v € HY ()™ satisfies the inequality

ellrs e < Kl 2y + @) gyoen)- (A5)

where K > 0 is the constant of Korn and it depens only on Q.
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Now we want to see the dual space of the previous spaces and recall the most important
result that are used later. A full coverage of this subject can be found in [5]

Definition A.2.3 (Dual space). Let V' be a vector space over R, then we denote with V* its
dual space which is the space of all continuous linear functional on V. The norm on V* is

. (v*, )|
[v*[ly. = sup ———
v v*eV* ”vHV
If V is an Hilbert space, then we have the following theorem (Theorem 5.5 pag.135) that
relate an element of V* with an unique element of V.

Theorem A.1 (Riesz—Fréchet representation theorem). Given any v* € V* then there exists an
untque v € V' such that
" w) = (v,w) YweV.

Moreover,
[[0%]

Ve = ||UHV

So we can define a map R : V* — V such that R(v*) = v, this map is a bijection and it is an
1sometry.

So all the dual space of the previous spaces are isomorphic to themself. Sometimes we will
denote the dual space of H{(Q) with H~1(Q). Now we recall a useful result that we need if we
will work with product of Hilbert spaces.

Proposition A.2.5. Let us consider H x V where H and V are two Hilbert spaces. Then
(HxV)y*=H"xV*

So, for example: (H}(Q)?)* = (HE(Q) x H}(Q)* =2 H-Y(Q) x H-1().
Now we recall the fundamental lemma of calculus of variation:

Lemma A.2.1 (Fundamental lemma of calculus of variations). Let Q C R™ and f € LY(Q),
such that

/ fe=0 VpelX(9).
Q
Then f =0 a.e. in )
We recall that if  is bounded then LP(Q) C L9(Q) if p > g > 1, so L?(Q2) C L*(Q).
We present a version of Trace theorem that came from [11] (Theorem 18.1 pag. 592) and one
important result (Theorem 18.7 pag.595):

Theorem A.2 (Trace theorem). Let Q@ C R™, n > 2, be an open set whose boundary OX) is
Lipschitz continuous, let 1 < p < oo. There exists a unique linear operator

Tr: WhP(Q) — LY

loc

(09)

such that
(i) Tr(u) = u on OQ for all u € WHP(Q) N C(Q)
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(ii) for all u € WHP(Q), all p € CL(R™), and all i = 1,...,N, the following formula holds

8:01 / w@azz dm+/ Tr(u)y; dH" "

where v; is the normal component.

If we have a function v € H(Q)", with Tr(v) we indicate the vector where Tr(v); = Tr(v;).

Theorem A.3 (Trace and W, (Q)). Let @ € R", n > 2 whose boundary O is Lipschitz
continuous, let 1 < p < oo and let u € WHP(Q). Then Tr(u) = 0 if and only if u € Wol’p(ﬂ).

Now we introduce a problem, that we will analyse in chapter 3, and then state a theorem

that guarantee us existence and uniqueness of solution for it. The following result came form
[15], where a full study of the argument can be found.
Let V and W two Hilbert spaces such that V' is a dens subspace of W for which the injection
is continuous. Let A,C and B are a linear operators respectively form V to V*, W to W* and
D(B), subspace of V, to V*. Let ug € V, uy € W and f € C([0,00), W) then our aim si to find
u € CH(0,T],V)NC([0,T],V)NC2(0,T], W)NC([0,T], W) such that u(0) = ug and u;(0) = uy
and

for all t > 0, where D(B) is

DB)={zeV]| hlilgl+ M = D" (5(0)z) exists in V }.

Before recalling Theorem 2.2 at pag. 148 we need the following definition:
Definition A.2.4 (Hélder continuous). Let I an interval in R, H a Banach space and0 < oo < 1,

then f : 1 — H is an Hdélder continuous function if

lf(z)— fWllg <lz—y|® Vez,y,€l

Problem A.2.1. Let V and W be Hilbert spaces with V a dense subspace of W for which the
injection is continuous. Thus, we identify W* < V* by duality. Let A be a continuous linear
operator from V to V* and C be a continuous linear operator from W to W* be given. Suppose
D(B) <V and B: D(B) — V* is linear. If up € V, uy € W and f € C((0,00); W*) are given,
we consider the problem of finding u € C1((0,T]; H} (£2)) NC°([0, T); HF (2)) NC?((0,T); L2(Q)) N
CH([0,T); H} () such that u(0) = ug and u(0) = u; and

Cutt (t) + But (t) + Au(t) = f(t),

for allt > 0.
From [9] we have

Proposition A.2.6 (Gronwall’s inequality). Let v(t) : [0,T] — R be a non negative, absolute
continuous function on [0,T), such that

vi(t) < D) (t) + (1),
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where ®(t) and ¥ (t) are non negative, locally integrable function on [0,T]. Then
t
v(t) < elo ®) A1y (0) + / ¥(s) ds] (A.6)
0

From [5] we have

Theorem A.4 (Banach—Alaoglu-Bourbaki). Let V' be a Banach space, V* its dual and let

By = {v" € V*|||v"|

ye <1}

is compact in the weak topology o(V*,V).



Nomenclature

Constants

K The Korn constant

i, A The Lamé coefficients

p The mass density

Objects

a Scalar

v Vector

v-w The dot product

vw Alternative notation for the dot product. We use this notation after the first chapter in
order to have shorter notation

T Tensor

tr(g) The trace of tensor g : tr(z) = >, Tii

id The identical tensor with 1 on the diagonal and 0 outside it

P The deviatoric component of the tensor ¢, i.e. o = g — Ltr(g)id where n is the
dimension of the space

7:g The duble dot product between two tensor 7 : g = ZZ ; TiiOij

Spaces

Q The domain

o0 The boundary of €2

v The closure of V/

% The dual space of the vector space V

The natural number

The real number

103



104 NOMENCLATURE

C(2) The set of continuous functions in Q

C°(£2) The set of test functions in 2

Functional operators

(u,v)y The scalar product between « and v in V
(v*,v),, The dual pairing between v* and v, where v* € V* and v € V
Vit The second time derivative of the function u
Vg The first time derivative of the function u
div(v) The divergence of v

Vv The Gradient of v

A* The transpose oprator of the linear operator A
lv]l, The norm of v in the space V

O.f  The partial derivative of f respects to x

R The Riesz oprator

€(u)  The symmetric tensor of u, usually we denote with e(u) the symmetric tensor of the
vector u, in order to emphasize that the object we obtain is a tensor and to mantain a
cleaner notation we write ¢(u) instead of €(u)

Tr(f) The trace of the function f

tr(a

~—

The trace of o: tr(r) = >, Tis

vp, — v The weakly convergence of {v,} to v
Convex analysis tools

P The primal probelm

P* The dual probelm of primal problem P
o The Legendre transform of ®

[o(V) The set of lower and semi continuous function from V to R that can not be constantly
equal to +oo

0®(x) The subdifferential of ® in x

L The Lagrangian
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