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Riassunto

Questa tesi approfondisce i modi quasi-normali dei buchi neri, le oscillazioni caratteristiche di questi
sistemi. Il primo passo è introdurre il formalismo necessario per trattare le perturbazioni nel contesto
della relatività generale, in particolare per i buchi neri di Kerr. Per poter ottenere un’equazione
differenziale separabile è necessario presentare il formalismo di Newman-Penrose, che ci permette di
ricavare l’equazione di Teukolsky. Da questa possiamo ridurci a studiare due equazioni differenziali
accoppiate, una per la variabile angolare (l’altro angolo e il tempo vengono trattati sfruttando le
simmetrie del problema) e una per quella radiale. Gli autovalori di queste equazioni ci permettono
di trovare le frequenze dei modi quasi-normali. Quest’ultime, a causa della presenza dell’orizzonte
degli eventi che rende il problema non Hermitiano, hanno una parte reale e una parte immaginaria
(negativa), che descrive uno smorzamento esponenziale del modo nel tempo, da cui il nome quasi-
normali. Successivamente, presentiamo i metodi numerici impiegati per calcolare le frequenze dei modi
quasinormali. Il metodo di Leaver riduce il problema al calcolo delle radici di una frazione continua,
mentre l’approssimazione WKB fornisce un’utile stima analitica. Concentrandoci sui buchi neri di
Kerr, suddividiamo l’analisi in più regimi: non estremale, quasi estremale ed estremale. Nel primo
regime, implementiamo il metodo di Leaver per determinare lo spettro e lo confrontiamo con i risultati
dell’approssimazione WKB. Nel regime quasi estremale, sempre studiato con il metodo di Leaver, lo
spettro dei modi quasinormali presenta un comportamento peculiare: all’aumentare del parametro di
rotazione, emergono due classi distinte di modi. I primi, detti damping modes, mantengono una parte
immaginaria non nulla anche in prossimità dell’estremalità, mentre gli altri, gli zero-damping modes,
tendono a frequenze reali. Per stabilire se le frequenze nel caso estremale siano ottenibili come limite di
quelle del caso quasi estremale, introduciamo un nuovo metodo, ispirato a quello di Leaver, che sfrutta
una diversa frazione continua. Questo nuovo approccio si rende necessario poiché il metodo di Leaver
originario non è applicabile a questo caso. Applicando il nuovo metodo, osserviamo che i damped modes
nel caso estremale rappresentano effettivamente il limite di quelli ottenuti nel regime quasi estremale.
Per gli zero-damping modes non è possibile giungere a una conclusione analoga, poiché anche questo
metodo fallisce. Ciononostante, sappiamo che nel limite estremale gli zero-damping modes tendono
a un valore noto sull’asse reale, quindi possiamo inserire questo valore nell’equazione di Teukolsky e
verificare che le soluzioni corrispondenti soddisfino le condizioni al contorno. Si dimostra che queste
non sono rispettate, indicando che queste frequenze sono associate a modi di scattering piuttosto che
a veri e propri modi quasinormali. I risultati numerici sono ottenuti attraverso calcoli indipendenti
in cui abbiamo implementato i metodi descritti utilizzando Mathematica e concordano perfettamente
con la letteratura.

iii





Contents

Introduction 1

1 Black hole perturbation theory 2
1.1 Linear perturbations of the Kerr black hole . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 Newman-Penrose formalism and Petrov’s classification . . . . . . . . . . . . . . 3
1.2 Teukolsky equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Computing QNMs: non-extremal Kerr 8
2.1 Leaver’s continued fraction method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1 Solving the angular equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Solving the radial equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 WKB method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 WKB for Kerr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Schwarzschild . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Non-extremal Kerr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 WKB approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Computing QNMs: near-extremal and extremal Kerr 20
3.1 Near-extremal kerr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.1.1 Damped modes and zero-damping modes . . . . . . . . . . . . . . . . . . . . . 20
3.1.2 WKB for near-extremal Kerr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.3 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Extremal Kerr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.1 The extremal case: a modified continued fraction method . . . . . . . . . . . . 22
3.2.2 Zero-damping modes and boundary conditions . . . . . . . . . . . . . . . . . . 25

Conclusions 28

v





Introduction

The study of characteristic oscillations is a powerful tool for understanding the properties of various
physical systems. By analyzing the absorbed and emitted waves, we can infer important physical
characteristics of the source. This thesis focuses on black holes, unique solutions to Einstein’s field
equations of general relativity. These objects are characterized by a spacetime singularity behind an
event horizon, a boundary nothing can escape from, not even light. In our perturbation problem we
must consider the horizon as a one-way membrane, making the eigenvalue problem non-Hermitian.
This prevents a normal mode analysis, as the frequencies have a non-zero (negative) imaginary part.
This indicates that the modes are inherently dissipative, hence the term quasinormal modes. These
features make quasinormal modes an interesting subject, with a rich phenomenology that gives us
insight on the underlying geometry of the spacetime. This research topic was born in the 1950s
with the development of the first techniques for studying perturbations of the Schwarzschild metric
by Regge and Wheeler. Since then, the field has grown and several methods were developed or
imported from other fields in order to study different types of black holes and spacetime geometries.
Recently, interest in quasinormal modes has grown once more, and they represent an interesting field
of research. Quasinormal modes of black holes are crucial for astrophysics, particularly in gravitational
wave astronomy. Black hole mergers produce signals detectable by interferometers, and quasinormal
modes describe the final stage of the merger, known as the ringdown. Analyzing the frequencies and
damping rates of these modes allows us to infer the mass, spin, and other properties of the resulting
black hole. Modeling and characterizing quasinormal modes are essential for understanding black
holes, as gravitational wave astronomy is rapidly advancing, representing a fundamental tool to study
these systems, as only indirect effects can be detected in the electromagnetic spectrum. This thesis
focuses on rotating neutral black holes, known as Kerr black holes, though research is active also for
other types of geometries, such as the Reissner-Nordström or the Kerr-Newman metrics. Kerr black
holes have an upper limit on their angular momentum determined by their mass. Black holes with
the maximum possible angular momentum compatible with their mass are called extremal, and while
astrophysical processes cannot accelerate these objects to exact extremality, highly spinning near-
extremal black holes do exist. Extremal black holes are also valuable for studying quantum gravity
effects: in the extremal limit black holes have a vanishing Hawking temperature and do not radiate,
making them a perfect toy models to study the phenomenology of quantum gravity [1–3].

This work reviews and compares with concrete calculations different methods for computing the Kerr
quasinormal modes, focusing on the peculiarities of the near-extremal and strictly extremal limits.
In chapter 1 we introduce perturbation theory for rotating black holes, which are our main object of
study. In this framework, we present the boundary conditions that define quasinormal modes, based
on the physical properties of the system we are considering. Here, the event horizon plays a key
role, as we must impose the absence of outgoing modes at this point, meaning our modes will decay
exponentially in time. Then, we introduce the formalism necessary to obtain a manageable differential
equation. In particular, we present the Newman-Penrose formalism and Petrov’s classification to
obtain the Teukolsky master equation, a separable partial differential equation, whose eigenvalues will
give us the modes’ frequencies. In chapter 2, we derive two methods which allow us to calculate the
values of quasinormal frequencies: Leaver’s continued fraction method and the WKB approximation,
familiar from quantum mechanics. Using these two methods separately we compute the spectra of
Schwarzschild and non-extremal Kerr black holes, and then compare results to test the accuracy of the
WKB approximation. Our results are obtained through an independent calculation, performed with
Mathematica notebooks, aimed at reproducing numerical results in the existing literature, particularly
in [4–6]. What we find is perfect accord with the literature. In chapter 3, we use Leaver’s method
to calculate the near-extremal spectrum and introduce a modified continued fraction method which
allows us to deal with the extremal case. In the near-extreme regime, we see emerge a class of modes
whose imaginary part tends to zero as we approach extremality, resulting in a bifurcation of the
spectrum. As in the chapter before, we use methods from the literature, but we do our calculations
independently, finding perfect accord, for example see [7, 8]. Finally, we discuss boundary conditions
for these modes in the extremal case, proving that some of these frequencies actually correspond to
scattering modes.
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1. Black hole perturbation theory

Our objective in this section is to solve the linearized Einstein’s equations around a Kerr black hole.
Following [9] we build the tools needed to study black hole perturbations, and define black hole
quasinormal modes. First we introduce the Kerr metric (which is the main object of our study)
as a solution to Einstein’s field equations, and then we develop the formalism needed to obtain a
differential equation that is sufficiently manageable. We find that the characteristic modes of the
system are described by a discrete set of complex frequencies, whose imaginary parts are negative,
therefore describing an exponential decay in time. These frequencies can be ordered in decreasing
magnitude of the imaginary part (at least for slowly spinning black holes, we will see how this changes
when we approach extremality), and numbered by an overtone number n.

1.1 Linear perturbations of the Kerr black hole

The action that describes our problem is the following (we do not consider the cosmological constant
Λ):

S =
1

16πG

∫
d4x
√
−gR+

∫
d4x
√
−gL[Φi

M , gµν ], (1.1)

where gµν is the metric, g its determinant, R the Ricci scalar and L[Φi
M , gµν ] the lagrangian density

of matter fields Φi
M . The index i allows us to change the nature of the fields, which in this thesis

will only be scalar, electromagnetic or gravitational. Varying the action with respect to gµν gives
Einstein’s equations (see for example [10] for a detailed derivation):

Rµν −
1

2
Rgµν = 8πGTµν , (1.2)

while varying with respect to Φ gives the equation of motion for the matter field. We will work
with Kerr black holes, whose metric can be expressed in Boyer-Lindquist coordinates (t, r, θ, ϕ) and
geometrized units (G = c = 1) as

ds2 = −
(
1− 2Mr

ρ2

)
dt2 − 4Mar sin2 θ

ρ2
dtdϕ+

ρ2

∆
dr2 + ρ2dϕ2 +

(
r2 + a2 + 2Ma2r sin2(θ)

ρ2

)
sin2 θdϕ2,

(1.3)
where a = J

M (J being the angular momentum of the black hole and M its mass), ρ2 = r2 + a2 cos2 θ,
∆ = r2 − 2Mr + a2. In these coordinates the event horizons occur at those fixed values of r for
which grr = 0, that is when ∆(r) = 0. This means we have two horizons, an inner and an outer one,
respectively at r− and r+, given by r± =M±

√
M2 − a2. In general a/M ≤ 1, if a/M = 1, the system

is said to be extremal and at this limit r− = r+. This is the maximum possible value of a/M for any
physical black hole, as at higher values we would have a naked singularity, a singularity without an
event horizon [10].

In order to study perturbations of this system, we introduce the following notation: ”background”
refers to all unperturbed quantities ḡµν , Φ̄

i
M , and since we want to study the intrinsic oscillations of

the black hole, we will put Φ̄i
M = 0. We can then write perturbations of these quantities as follows:

gµν = ḡµν + hµν , Φi
M = Φ̄i

M + δΦi
M ,

where hµν and δΦi
M are small.

The metric has two Killing vectors ∂t and ∂θ, meaning there is not an explicit dependence on t or ϕ in
the equations and we can perform a Fourier transform. Since ϕ is a periodic coordinate with period
2π, we have a discrete sum over the Fourier modes (indexed by m). We can collectively denote the
metric and the matter fields as Φi(t, r, θ, ϕ) and obtain:

Φi(t, r, θ, ϕ) =
1

2π

∫
dωe−iωt

∑
m∈Z

eimϕF i(r, θ). (1.4)

2



1.1. LINEAR PERTURBATIONS OF THE KERR BLACK HOLE 3

Before writing the physical boundary conditions, let us introduce a set of convenient coordinates
(v∗, r∗, θ, ϕ∗), called the Eddington-Finkelstein coordinates. r∗ is called tortoise coordinate, v∗ = t+r∗,
and the following hold:

dr∗ :=
r2 + a2

∆
dr, dϕ∗ := dϕ+

a

∆
dr. (1.5)

The first condition we must impose is

e−iωt+imϕF (r, θ)
r→r+−−−→ e−iωv∗+imϕF (θ). (1.6)

This means that there are only modes which go into the black hole at the event horizon. We also
want to prevent the stimulated emission of the black hole, meaning we only want to study intrinsic
emissions of the system. Thus, we ask to only have outgoing modes at infinity (problems where the
black hole reacts to waves coming from spatial infinity are scattering problems, which we will not
discuss):

e−iωt+imϕF (r, θ)
r→∞, u fixed−−−−−−−−→ e−iωu+imϕF̃ (θ), (1.7)

where u = t − r is called asymptotically flat retarded time. Now, we would be tempted to linearize
Einstein’s equations keeping terms up to first order in hµν and δΦi

M , however we would get a quite
complicated system of coupled differential equations. In 1973, Teukolsky found a way to overcome
this problem and obtain decoupled differential equation using a different formalism, called Newman-
Penrose (NP) formalism, which is the object of the next section [11].

1.1.1 Newman-Penrose formalism and Petrov’s classification

In order to obtain the Teukolsky master equation, we need to give an introduction to a useful formalism
in general relativity, the tetrad formalism. We will be very brief, for a more extensive introduction see
for example [10] for the tetrad formalism and [9, 12] for the Newman-Penrose formalism (introduced
later in this section).

In this framework, our quantities are not expressed as functions of the metric gµν , but we work in
a coordinate free system: the elements of the basis of such system are called tetrads. The formal
definition goes as follows. Given a manifold and its tangent space Tp at point p, we define a tetrad as
a basis for the tangent space ê(a), a = 0, 1, 2, 3 which satisfies

g(ê(a), ê(b)) = ηab, (1.8)

where ηab is the Minkowski metric of the tangent space at each point and g( , ) is the usual metric
tensor. We can express the our basis vectors ê(µ) = ∂µ in terms of the tetrads:

ê(µ) = eµ
aê(a), (1.9)

eµ
a is an invertible matrix and with a small abuse of notation we will refer to eµ

a as the tetrad. We
will denote its inverse as eµa, which satisfies:

eµaeν
a = δµν eµ

aeµb = δab . (1.10)

We can also rewrite (1.8) as

gµνe
µ
ae

ν
b = ηab, or equivalently gµν = eµ

aeν
bηab. (1.11)

The Newman-Penrose (NP) formalism is a tetrad formalism with complex tetrads and Minkowski
metric at every point

ηab =


0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0

 . (1.12)

The tetrad is a set of 4 null vectors lµ, nµ,mµ, m̄µ with

gµν = −lµnν − nµlν +mµm̄ν + m̄µmν , (1.13)
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where lµ and nµ are real, mµ and m̄µ are complex conjugated [12]. Now, we need to redefine parallel
transport in terms of this formalism, so we define 4 locally defined directional derivatives:

D = lµ∇µ ∆ = nµ∇µ δ = mµ∇µ δ̄ = m̄µ∇µ. (1.14)

In this formalism, instead of using Christoffel symbols (which have 24 components) we define 12
complex spin coefficients which are:

κ = −mµlν∇ν lµ, σ = −mµmν∇ν lµ, ϵ = −1

2
(nµlν∇ν lµ +mµlν∇νm̄µ), (1.15)

λ = −nµm̄ν∇νm̄µ, ν = −nµnν∇νm̄µ, γ = −1

2
(nµnν∇ν lµ +mµnν∇νm̄µ, (1.16)

ρ = −mµm̄ν∇ν lµ, µ = −nµmν∇νm̄µ, α = −1

2
(nµm̄ν∇ν lµ +mµm̄ν∇νm̄µ), (1.17)

τ = −mµnν∇ν lµ, π = −nµlν∇νm̄µ, β = −1

2
(nµmν∇ν lµ +mµmν∇νm̄µ). (1.18)

We also wan to to introduce a new object, in place of the Riemann tensor, called Weyl tensor, which
represents the traceless part of the Riemann tensor. It is defined as

Wµνρσ = Rµνρσ − gµ[ρRσ]ν + gν[ρRσ]µ +
1

3
Rgµ[ρgσ]ν . (1.19)

The Weyl tensor has 10 independent components, which can be described through 5 complex scalars
defined in the NP formalism as follows:

ψ0 =Wαβγδl
αmβlγmδ, ψ1 =Wαβγδl

αnβlγmδ, ψ2 =Wαβγδl
αmβm̄γnδ,

ψ3 =Wαβγδl
αnβm̄γnδ, ψ4 =Wαβγδn

αm̄βnγm̄δ. (1.20)

This object, as it is not dependent on matter fields, represents the purely gravitational field. For
example, for every void solution (Tµν = 0) the Ricci tensor is always zero, while the Weyl tensor
may be non-vanishing. One last part of formalism we need is the Petrov’s classification, which is
an algebraic, coordinate-independent, classification of solutions to Einstein’s equations, which Petrov
obtained using NP formalism in 1954 [13]. We mention here only the results which are useful in our
derivation of Teukolsky equation, a more in depth introduction can be found in [9].

There are three equivalent formulations of such classification. The first one, due to Petrov, classifies
the Weyl tensor by the number of degenerate local eigenvalues and (antisymmetric) eigenbivectors of
the Weyl tensor. The eigenvalue equation is Wµν

αβX
αβ = λXµν . Another formulation follows from a

result by Penrose (1960) which proves that this problem is equivalent to the classification of spacetimes
based on the number of principal null directions of the Weyl tensor. The null vectors that span these
directions are given by k[αWβ]γδ[ρkσ]k

γkδ = 0. The last formulation, and the one that is most useful to
us, relates the classification of the spacetime solutions to the five Weyl-Newman-Penrose scalars 1.20,
namely to how many of these scalars can be made zero for a given spacetime by a suitable orientation
of the tetrad frame. In particular, the Kerr spacetime is called a Petrov type D spacetime, meaning it
has two distinct but double degenerate principal null directions, and thus we can find a tetrad where
ψ2 is the only non-vanishing scalar [9].

1.2 Teukolsky equation

We now present a derivation of Teukolsky equation for gravitational perturbations following [11]. The
derivation of the equation for the other types of fields can be found in [11] for the electromagnetic case
and [9] for the scalar case, other types of fields are discussed in [11, 14]. The gravitational quantities
we will focus on are

ψ0 = −Wµνρσl
µmν lρmσ, ψ4 = −Wµνρσn

µm̄νnρm̄δ, (1.21)

In fact, these are the only two scalars whose perturbations can be studied by performing a simple
analysis without any additional information on how the mass and the angular momentum of the
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black hole M and J change. Instead of acting on the metric writing gµν = ḡµν + hµν , we perturb
the tetrad components l = lA + lB and so on, with the quantities denoted with the apex B small,
and we keep everything up to first order. Our perturbation equations are therefore of the form
ψ0 = ψA

0 + ψB
0 , D = DA +DB, ...

Since the Kerr black hole is a Type D spacetime, we know we can choose two principal null directions
of the Weyl tensor so that only ψA

2 ̸= 0, in particular these will be lµ and nµ and therefore:

ψA
0 = ψA

1 = ψA
3 = ψA

4 = 0, κA = σA = νA = λA = 0. (1.22)

We have the following three non vacuum equations, which can be obtained by rewriting Bianchi’s
identity and the Einstein’s equations in terms of NP quantities (see [11,14] for the derivation):

(δ̄ − 4α+ π)ψ0 − (D − 4ρ− 2ϵ)ψ1 − 3κψ2 = (δ + π̄ − 2ᾱ− 2β)Φ00 − (D − 2ϵ− 2ρ̄)Φ01+

+2σΦ10 − 2κΦ11 − κ̄Φ02, (1.23)

(∆− 4γ + µ)ψ0 − (δ − 4τ − 2β)ψ1 − 3σψ2 = (δ + 2π̄ − 2β)Φ01 − (D − 2ϵ+ 2ϵ̄− ρ̄)Φ02+

−λ̄Φ00 + 2σΦ11 − 2κΦ12, (1.24)

(D − ρ− ρ̄− 3ϵ+ ϵ̄)σ − (δ − τ + π̄ − ᾱ− 3β)κ− ψ0 = 0. (1.25)

The Φµν are given by:

Φµν = −1

2
RαβM

αVβ = 4πTαβM
αVβ = 4πTMV, (1.26)

with µ = 0, 1, 2 , 3, and M, V = l, n, m, m̄, so for example we will have Φ00 = −1/2Rαβl
αlβ = 4πTll

or Φ01 = −1/2Rαβl
αnβ and so on. Using this and (1.22) we can perturb (1.25) and obtain

(δ̄ − 4α+ π)AψB
0 − (D − 4ρ− 2ϵ)AψB

1 − 3κBψA
2 = 4π[(δ + π̄ − 2ᾱ− 2β)ATB

ll − (D − 2ϵ− 2ρ̄)ATB
lm],

(1.27)

(∆− 4γ + µ)AψB
0 − (δ − 4τ − 2β)AψB

1 − 3σBψA
2 = 4π[(δ + 2π̄ − 2β)ATB

lm − (D − 2ϵ+ 2ϵ̄− ρ̄)ATB
mm],
(1.28)

(D − ρ− ρ̄− 3ϵ+ ϵ̄)AσB − (δ − τ + π̄ − ᾱ− 3β)AκB − ψB
0 = 0. (1.29)

To simplify notation, we will now drop the label A from background quantities. The background ψ2

satisfies
Dψ2 = 3ρψ2, δψ2 = 3τψ2. (1.30)

Therefore, we have that (1.29) can be written as

(D − 3ϵ+ ϵ̄− 4ρ− ρ̄)ψ2σ
B − (δ + π̄ − ᾱ− 3β − 4τ)ψ2κ

B − ψB
0 ψ2 = 0. (1.31)

Now we want to eliminate ψB
1 from (1.27) and (1.28). This can be done using the commutation relation

obtained by Teukolsky in [11]:

[D − (p+ 1)ϵ+ ϵ̄+ qρ− ρ̄](δ − pβ + qτ)− [δ − (p+ 1)β − ᾱ+ π̄ + qτ ](D − pϵ+ qρ) = 0, (1.32)

where p, q are two constants. Therefore, we can apply (D − 3ϵ + ϵ̄ − 4ρ − ρ̄) on (1.28) and (δ + π̄ −
ᾱ− 3β − 4τ) on (1.27) and subtract one from the other. What we get is:

(1.33)[(D − 3ϵ+ ϵ̄− 4ρ− ρ̄)(∆− 4γ + µ)− (δ + π̄ − ᾱ− 3β − 4τ)(δ̄ + π − 4α)− 3ψ2]ψ
B
0

+ {[D − 3ϵ+ ϵ̄− 4ρ− ρ̄](δ − 2β − 4τ)− [δ − 3β − ᾱ+ π̄ − 4τ ](D − 2ϵ− 4ρ)}ψB
1

+ [(D − 3ϵ+ ϵ̄− 4ρ− ρ̄)ψ2σ
B − (δ + π̄ − ᾱ− 3β − 4τ)ψ2κ

B − ψB
0 ψ2] = 4πT0,

where the coefficient of ψB
1 is 0 because of (1.32) (with p=2, q=-4), and terms with ψ2 cancel out

because of (1.31). We have also defined

(1.34)T0 = (δ + π̄ − ᾱ− 3β − 4τ)[(D − 2ϵ− 2ρ̄)TB
lm − (δ + π̄ − 2ᾱ− 2β)TB

ll ]

+ (D − 3ϵ+ ϵ̄− 4ρ− ρ̄)[(δ + 2π̄ − 2β)TB
lm − (D − 2ϵ+ 2ϵ̄− ρ̄)TB

mm].
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We are then left with

(1.35)[(D − 3ϵ+ ϵ̄− 4ρ− ρ̄)(∆− 4γ + µ)− (δ + π̄ − ᾱ− 3β − 4τ)(δ̄ + π − 4α)− 3ψ2]ψ
B
0 = 4πT0.

This is the decoupled equation for ψB
0 . From this, we can derive an analogous result for ψB

4 by applying
this transformation: l ←→ n, m ←→ m̄. All NP equations are invariant under this transformation
and this symmetry is not broken by choosing the null directions which determine Eq. (1.22) [15]. We
get:

(1.36)[(∆ + 3γ − γ̄ + 4µ+ µ̄)(D + 4ϵ− ρ)− (δ̄ − τ̄ + β̄ + 3α+ 4π)(δ − τ + 4β)− 3ψ2]ψ
B
4 = 4πT4,

where

(1.37)T4 = (∆+ 3γ − γ̄ + 4µ+ µ̄)[(δ̄ − 2τ̄ + 2α)Tnm̄ − (∆ + 2γ − 2γ̄ + µ̄)Tm̄m̄]

+ (δ̄ − τ̄ + β̄ + 3α+ 4π)[(∆ + 2γ + 2µ̄)Tnm̄ − (δ̄ − τ̄ + 2β̄ + 2α)Tnm].

Now, we want to write our result in a Boyer-Lindquist coordinates (t, r, θ, ϕ). One possible choice
of the tetrad components is the so called Kinnersley tetrad (see appendix A of [11] for a detailed
discussion of the degrees of freedom), where we have:

lµ = (
r2 + a2

∆
, 1, 0,

a

∆
), nµ =

(r2 + a2,−∆, 0, a)
2Σ

, mµ =
(ia sin θ, 0, 1, i/sin θ)√

2(r + ia cos θ)
. (1.38)

The only nonzero Weyl component is ψ2 =Mρ3, and the non-zero spin coefficients are

ρ = − 1

r − ia cos θ
, β = − ρ̄ cot θ

2
√
2
, π =

iaρ2 sin θ√
2

, τ = − iaρρ̄ sin θ√
2

,

µ =
ρ2ρ̄∆

2
, γ = µ+

ρρ̄(r −M)

2
, α = π − β̄. (1.39)

We can use these expressions, together with the definition of D,∆, δ to obtain the Teukolsky master
equation. It is pretty convenient to write the equation in the following form, allowing for a more
general discussion of massless perturbation for different spins:

(1.40)

[
(r2 + a2)2

∆
− a2 sin2 θ

]
∂2ψ

∂t2
+

4Mar

∆

∂2ψ

∂t∂ϕ
+

[
a2

∆
− 1

sin2 θ

]
∂2ψ

∂ϕ2

−∆−s ∂

∂r

(
∆s+1∂ψ

∂r

)
− 1

sin θ

∂

∂θ

(
sin θ

∂ψ

∂θ

)
− 2s

[
a(r −M)

∆
+
i cos θ

sin2 θ

]
∂ψ

∂ϕ

− 2s

[
M(r2 − a2)

∆
− r − ia cos θ

]
∂ψ

∂t
+ (s2 cot2 θ − s)ψ = T.

Based on the value of s, by choosing the appropriate form ψ and T one can describe gravitational
(s = ±2, we derived both these equations, one is the equation for ψ0, the other for ψ4), electromagnetic
s = ±1 or scalar (s = 0) perturbations. The equation also has physical meaning for fractional values
s = 1/2, 3/2 But these will not be considered in this thesis. Some values for ψ are in Table 1.1, while
since we will set T = 0 we will not worry about it. All these values for ψ and the ones for T can be
found in [4, 14,16].

Table 1.1: Teukolsky wavefunction ψ for each value s of the spin. The spin-coefficient ρ ≡ −1/(r − ia cos θ).
The quantities Φ0 and Φ1 are defined from the Maxwell tensor as Φ0 = Fµ,ν l

µmν , Φ2 = Fµνm̄
µnν

s 0 (+1,−1) (+2,−2)
ψ Φ (Φ0, ρ

−2Φ2) (ψ0, ρ
−4ψ4)
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An important note is that there are relations between the solutions with +s and −s, the Teukolsky-
Starobinsky identities, which allow us to only study either positive or negative values of s without
losing any physical information [17].

Using Fourier transform we can write the general solution to the Teukolsky equation in the separable
form

ψ(t, r, θ, ϕ) =
1

2π

∫
dωe−iωt

∞∑
l=|s|

+l∑
m=−l

eimϕRs
lmw(r)S

s
lmw(cos θ). (1.41)

Plugging this in the equation we obtain the so called angular and radial equations, which are[
d

dx
(1− x2) d

dx

]
Ss
lmω +

[
a2ω2x2 − 2aωsx+ s+As

lm −
(m+ sx)2

1− x2

]
Ss
lmω = 0, (1.42)

∆−s ∂

∂r

(
∆s+1∂R

s
lmω

∂r

)
− V (r)Rs

lmω(r) = Tlmω(r), (1.43)

where x = cos θ, source Tlmw(r) and potential

V (r) = −(Kmω)
2 − 2si(r −M)Kmω

∆
− 4siwr + λlmω, (1.44)

Kmw = (r2 + a2)ω −ma, λlmω = As
lmω − 2amω + a2ω2. (1.45)

We have been a little sloppy with indices: we should have written ωs
lm, however we dropped the indices

for conciseness. The angular equation is known in literature, and its solutions are called spin-weighted
spheroidal harmonics (a detailed discussion of eigenvalues of such functions can be found in [18]). We
state some important symmetries of this equation in terms of the angular separation constant As

lm:

• As
lm = Ās

l−m which relates positive and negative values of m

• A−s
lm = As

lm + 2s which relates positive and negative values of the spin weight s

• To any solution (ωs
lm, A

s
lm) corresponds another solution (−ω̄s

l−m, Ā
s
l−m)

From now on, in order to make the notation lighter, we will write As
lm → Alm, ωs

lm → ω.



2. Computing QNMs: non-extremal
Kerr

2.1 Leaver’s continued fraction method

2.1.1 Solving the angular equation

The Teukolsky master equation offers us the starting point for our determination of quasinormal
frequencies, however, we still need practical ways of computing these numbers. The main method we
will use in this thesis was developed by Leaver in [19] and it allows us to calculate quasinormal modes
as roots of a continued fraction. Following Leaver, to make the calculation lighter, in this section we
set M = 1/2 (however we will always plot Mω, so that it is easy to generalize the results for different
values of M). As we said before, the solutions of (1.42) Ss

lmω(x) (x = cos θ) are called spin-weighted
spheroidal harmonic, which, for any fixed value of s, form an orthogonal set of functions in the interval
[−1, 1], that is: ∫ 1

−1
dxSs

lmω(x)S
s
l′m′ω′(x) = δll′δmm′δ(ω − ω′). (2.1)

The parameters l,m only take integer values, and it must hold l ≥ s and |m|≤ l (otherwise the function
is identically null) [18]. When s = 0 the functions are the so-called spheroidal harmonics. We are
interested in finding semi-analytical approximations to our solution, and one solution can be found
using the Frobenius method. This method allows us to solve second order differential equation in the
form

V (x)y′′ + P (x)y′ +Q(x)y = 0. (2.2)

The theorem of Frobenius states that if, for x0 : V (x0) = 0, limx→x0(x−x0)P (x)/V (x) and limx→x0(x−
x0)

2Q(x)/V (x) exist (meaning x0 is a regular singular point), we can write a solution to the equation
as a power series around x0 (see [20] for a more formal statement of the theorem). Our equation (1.42)
has two regular singular points at x = ±1, and an irregular one at x = ∞, and we impose boundary
conditions such that the solution is well behaved at these points (we want it to be finite). Lets start
with x = +1. If we consider only the dominant terms in the equation as x→ 1 we have[

d

dx
(1− x2) d

dx

]
Ss
lmω(x)−

m2 + 2msx+ s2

1− x2
Ss
lmω(x) = 0. (2.3)

Always for x→ 1 we can write

4(1− x)2 d
2

dx2
Ss
lmω(x)− 4(1− x) d

dx
Ss
lmω(x)− (m+ s)2Ss

lmω(x) = 0, (2.4)

which implies an asymptotic behaviour of Ss
lmω(x) ∼ (1+x)±

1
2
|m+s| as x→ 1. Similarly, we can obtain

that for x→ −1 we have Ss
lmω(x) ∼ (1− x)±

1
2
|m−s|. As x tends to ∞ the equation is again integrable

and we find Ss
lmω(x) ∼ eiaωx. Therefore, we have a natural ansatz for the complete solution in the

form:

Ss
lmω(x) = eiaωx(1 + x)

1
2
|m+s|(1− x)

1
2
|m−s|

+∞∑
n=0

an(1 + x)n. (2.5)

Then, we substitute this ansatz in our equation (1.42) and equate all terms which multiply the same
power of x. It is possible to show that the coefficients of the expansion are related by the following
recursion relation: {

αθ
0a1 + βθ0a0 = 0,

αθ
nan+1 + βθnan + γθnan−1 = 0 n = 1, 2, ...

(2.6)

8
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The motivation behind the apex θ, denoting we are working with the angular equation, will become
evident in the next section. The explicit form of the coefficients is the following

αθ
n = −2(n+ 1)(n+ 2k1 + 1),

βθn = n(n− 1) + 2n(k1 + k2 + 1− 2aω)− [2aω(2k1 + s+ 1)− (k1 + k2)(k1 + k2 + 1)]+

−[a2ω2 + s(s+ 1) +Alm],

γθn = 2aω(n+ k1 + k2 − s),

(2.7)

where k1 = 1
2 |m − s| and k2 = 1

2 |m + s|. Now, we define rn = an+1/an and the second equation in
(2.6) becomes αθ

nrn + βθn + γθn/rn−1 = 0. Solving this for rn−1 gives:

rn−1 = −
γθn

βθn + αθ
nrn

= − γθn

βθn − αθ
n

γθ
n+1

βθ
n+1−αθ

n+1

γθn+2
...

. (2.8)

Using the first of Eq. 2.6 we can write (using another notation for the continued fraction)

β0
α0

= −a1
a0

= −r0 =
γθ1
βθ1−

αθ
1γ

θ
2

βθ2−
αθ
2γ

θ
3

βθ3−
. . . , (2.9)

and from this one we can solve for the angular separation constant Alm. Note that the terms depend
on ω, which we still do not know: as we will see in the next section, this means we have to solve
the angular and radial equation simultaneously. This is not true for the Schwarzschild metric, where
a = 0 and the radial and angular equations decouple.

2.1.2 Solving the radial equation

The radial equation can be solved in the same fashion as the angular one. In this case, the singular
points are the two roots of ∆, which are the outer and inner horizons of the black hole, respectively
r+ and r− (the event horizon and the Cauchy horizon). At r = r+ the equation can be integrated
giving Rs

lmω(r) ∼ riσ+ and Rs
lmω(r) ∼ r−s−iσ+ , where we defined σ+ = (ωr+−am)/

√
1− 4a2. The first

solution must be excluded because only modes going into the horizon are allowed. We can do the same
at ∞ and again we obtain two possible solutions: Rs

lmω ∼ r−1−2s+iωeiωr and Rs
lmω ∼ r−1−iωe−iωr,

however, the second one is discarded because the mode at infinity must be outgoing. Therefore, our
ansatz can be written as:

Rs
lmω(r) = eiωr(r − r−)−1−s+iω+iσ+(r − r+)−s−iσ+

+∞∑
n=0

dn

(
r − r+
r − r−

)n

. (2.10)

Note that for extremal black holes (a/M = 1), where r+ = r−, this method cannot work. Plugging
this into the radial equation gives another recursion, similar to the first:{

αr
0d1 + βr0d0 = 0,

αr
ndn+1 + βrndn + γrndn−1 = 0, n = 1, 2, ...,

(2.11)

which gives rise to the following continued fraction

0 = βr0 −
αr
0γ

r
1

βr1−
αr
1γ

r
2

βr2−
αr
2γ

r
3

βr3−
. . . (2.12)

The recurrence coefficients are (b =
√
1− 4a2):


αr
n = n2 + (c0 + 1)n+ c0,

βrn = −2n2 + (c1 + 2)n+ c3,

γrn = n2 + (c2 − 3)n+ c4 − c2 + 2,



c0 = 1− s− iω − 2i
b

(
ω
2 − am

)
,

c1 = −4 + 2iω(2 + b) + 4i
b

(
ω
2 − am

)
,

c2 = s+ 3− 3iω − 2i
b

(
ω
2 − am

)
,

c3 = ω2(4 + 2b− a2)− 2amω − s− 1 + (2 + b)iω+

−Alm + 4ω+2i
b

(
ω
2 − am

)
,

c4 = s+ 1− 2ω2 − (2s+ 3)iω − 4ω+2i
b

(
ω
2 − am

)
.

(2.13)

Now we can search numerically for roots of both Eq. 2.12 and 2.9, and find the values for ω and Alm.
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2.2 WKB method

The WKB method is a powerful approximation which allows us to calculate quasinmormal modes in
a rather simple and computationally efficient way. The first thing we need to do is to rewrite our
master equation in the form

d2

dx2
Ψ+Q(x)Ψ = 0, (2.14)

whereQ(x) will be a potential function in some coordinate system, and then apply the WKB technique,
first developed in quantum mechanics to solve Schrödinger’s equation. This has also an intuitive
interpretation: in this view, quasinormal modes are seen as stationary waves at the circular null
geodesic (the light ring of the black hole) slowly leaking away [6]. This method was first introduced
in the field of quasinormal modes to solve the radial equation in the case of Schwarzschild black
holes [21,22]. Here, we present some results of this method which we will apply to the Kerr black hole,
for a more in depth discussion of the WKB approximation and all its possible application see [23,24].
In the quantum mechanics version of the problem Q(x) = −2m

h̄ [V (x)− E] (with E the energy of the
particle, m its mass and V (x) the potential) [23]. If the potential is constant the solution is a plane
wave or a decaying exponential of the form Ψ = e±i

√
Qx, so, if the potential is slowly varying (we will

see in detail what we need as an assumption), we can guess a solution inspired by the plane waves as:

Ψ(x) = e
±i

∫ x
x0

√
Q(ξ)dξ

. (2.15)

Plugging this into our differential equation we get:

d2Ψ

dx2
+Q(x)Ψ =

(
d2

dx2
+Q(x)

)
e
±i

∫ x
x0

√
Q(ξ)dξ

= ±i Q′(x)

2
√
Q(x)

e
±i

∫ x
x0

√
Q(ξ)dξ

, (2.16)

meaning our approximation holds if

|Q′(x)/(2
√
Q(x))|≪ |Q(x)|, (2.17)

which will be our condition to find a WKB approximation. Then, we can compute higher order
approximation assuming a function as in Ψ(x) = eiS(x) and substitute it in the differential equation:

iS′′(x)− S′(x)2 +Q(x) = 0. (2.18)

We can solve this equation using an iterative process of successive approximations:

S0 = ±
∫ x

x0

√
Q(ξ)dξ, Sn = ±

∫ x

x0

√
Q(ξ) + iS′′

n−1(ξ)dξ. (2.19)

For our purposes, we only use the approximation S1:

S1(x) = ±
∫ x

x0

√
Q(ξ) + iS′′

0 (ξ)dξ = ±
∫ x

x0

√
Q(ξ)

√
1± i Q′(ξ)

2
√
Q(ξ)Q(ξ)

dξ (2.20)

≈
∫ x

x0

(
±
√
Q(ξ) + i

Q′(ξ)

4
√
Q(ξ)Q(ξ)

)
dξ = ±

∫ x

x0

√
Q(ξ)dξ +

i

2
log
√
Q(x), (2.21)

up to a constant of integration. Note that we used our assumption 2.17 when expanding the square
root and that from the second step we see S1 is close to S0, suggesting convergence; more formal
proofs are in [23,24]. This implies a solution (also called physical-optics approximation) of the form:

Ψ(x) = eiS1(x) =
C

Q(x)1/4
exp

(
±i
∫ x

x0

√
Q(ξ)dξ

)
. (2.22)

If we are treating the radial equation for the quasinormal modes of a black hole, x will be a tortoise
coordinate such that the horizon will be at −∞, while spacial infinity will be at ∞, and the potential
satisfies our condition 2.17. Now we want to connect our problem of QNMs to a known quantum
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mechanics scattering problem. In our case we have no incoming wave from +∞ and at the event
horizon waves can only be ingoing into the hole. Therefore, using nomenclature from scattering, we
expect transmitted and reflected waves from the interaction with the potential (which has a peak
outside the black hole) of similar amplitude. If we calculated the transmission coefficients of this kind
of problem we would get a similar result only if the function −Q(x) had one maximum where Q(x)
is zero (then, the transmission coefficients are of equal magnitude for the transmitted and reflected
wave, each a factor 1/

√
2 of the incident one) [24]. This suggests that for normal modes to exist we

must have (if the maximum is at x0) −Q(x0) = −Q0 ≈ 0, which turns out to be our case [21]. In
particular, we have Q0 ≳ 0, and we call x1 < x2 the two turning points where Q(x−) = Q(x+) = 0
(of course it must be x1 < x0 < x2). Let us define 3 regions:

Region I x < x1, Region II x1 < x0 < x2, Region III x > x2. (2.23)

In regions I and III (far from the turning points) the solution is of the same form as Eq. 2.22:

ΨI(x) ≈ [Q(x)]−1/4 exp

(
±i
∫ x1

x
(Q(ξ))

1
2dξ

)
, ΨIII(x) ≈ Q(x)−1/4 exp

(
±i
∫ x

x2

(Q(ξ))
1
2dξ

)
.

(2.24)
Between the turning points we approximate Q(x) with a parabola (this is justified if the turning points
are close together):

Q(x) ≈ Q0 +
1

2

d2

dx2
Q(x)

∣∣∣∣
x=x0

(x− x0)2. (2.25)

Now we perform the changes of variables:

k :=
1

2
Q′′

0, t := (4k)
1
4 ei

π
4 (x− x0), ν +

1

2
:= −i Q0

(2Q′′
0)

1
2

, (2.26)

so that we can rewrite our equation (2.14) in the form:

d2Ψ(t)

dt2
+ (ν +

1

2
− 1

4
t2)Ψ(t) = 0. (2.27)

The general solution to this equation can be written as

Ψ = ADν(t) +BD−ν−1(it), (2.28)

where Dα(z) are parabolic cylinder functions. Having done all this we can use the know asymptotic
behaviour of these functions to write [24]:

Ψ ≈ Be−3iπ(ν+1)/4(4k)−(ν+1)/4(x− x0)−(ν+1)eik
1/2(x−x0)2/2 + [A+B(2π)1/2e−iνπ/2/Γ(ν + 1)]

eiπν/4(4k)ν/4(x− x0)2eik
1/2(x−x0)2/2, x≫ x2,

Ψ ≈ Ae−3iπν/4(4k)ν/4(x− x0)νe−ik1/2(x−x0)2/2 + [B − iA(2π)1/2e−iπν/2/Γ(−ν)]
eiπ(ν+1)/4(4k)−(ν+1)/4(x0 − x)−(ν+1)eik

1/2(x−x0)2/2, x≪ x1.

(2.29)

The exponential terms exp[−ik1/2(x − x0)2/2] of both solutions match the wave solutions in (2.24)
that respect our boundary conditions, therefore the coefficients of the term exp[ik1/2(x−x0)2/2] must
be zero. This is only possible if B = 0 and Γ(−ν) = ∞ which implies that ν is an integer. But from
the definition of ν this also implies:

Q0√
2Q′′

0

= i(n+
1

2
), n = 0, 1, 2, . . . (2.30)

This is a simple condition for the quasinormal modes, as one only needs to compute Q0 and its second
derivative at the extremum point and solve for ω (which is implicitly in Q). For the Schwarzschild
black hole it is possible to write a radial eigenvalue problem in ω (withouth any dependence on Alm)
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with a potential which already satisfies our assumptions, thus this method is extremely useful and
simple to implement, and generalizations at higher orders are also possible (see for example [25] which
reviews expansions up to the 13th order). Note that in order to satisfy WKB requirements, x must
be the tortoise coordinate r∗, and therefore derivatives must be done respect to this variable, and
not r. Kerr black holes, as we will see in the next section, present more challenges, and require the
discussion of another type of potential, namely one where we have two turning points far apart and
Q(x) > 0 in between the turning points. To deal with this case, following [24], our strategy is to
consider two one-turning-point problems, and then match the solutions we find, meaning we require a
single smooth final solution. We start considering one such problem where we can assume the turning
point to be at x = 0, and we assume our potential has a first order zero at this point, meaning we can
write −Q(x) ∼ ax (for definiteness we assume a > 0, and −Q(x) < 0 for x < 0, while −Q(x) > 0 for
x > 0). For now, let us neglect the second turning point and assume Q(x) is slowly varying the way
to ±∞ (except of course in the neighbourhood of the turning point). We will then change name to
our regions:

Region I x≫ 0, Region II |x|≪ 1, Region III x≪ 0. (2.31)

We start with region I where the physical-optics approximation holds and our function has the form:

ΨI = C[−Q(x)]−1/4exp

[
−
∫ x

0

√
−Q(ξ)dξ

]
. (2.32)

In region II our differential equation becomes Ψ′′ = axΨ. We can solve this in terms of Airy functions
by making the substitution t = a1/3x and writing the solution

ΨII = DAi(t) + EBi(t). (2.33)

Now, we want to match these solutions, assuming we have some region where our approximations
overlap. We will not prove this assumption, for a more formal derivation see [23, 24]. We write our
solution in region I for our linear potential

ΨI ∼ C(ax)−1/4 exp

(
−2
√
ax3/2

3

)
. (2.34)

Using the asymptotic behaviour of the Airy functions we find

Ai(t) ∼ 1

2
√
π
t−1/4 exp

(
−2

3
t3/2
)
, Bi(t) ∼ 1√

π
t−1/4 exp

(
2

3
t3/2
)
, t→ +∞, (2.35)

(2.36)

meaning

ΨII(x) ∼
1√
π
a−1/12x−1/4

[
1

2
D exp

(
−2

3
a1/2x3/2

)
+ E exp

(
2

3
a1/2x3/2

)]
. (2.37)

This implies thatD = 2
√
πa−1/6C and E = 0.We can then match the two functions in the region where

both expressions hold, meaning we must impose that in this region they have the same asymptotic
behaviour, obtaining D =

√
πa−1/6e−iπ/4, E =

√
πa−1/6eiπ/4. Now we want to do the matching with

our solution in region III, so we can use the asymptotic expansion for Ai and the general expression
of ΨIII :

Ai(t) =
1√
π
(−t)−1/4 sinϕ(t), ϕ(t) ∼ 2

3
(−t)3/2 + π

4
, t→ −∞, (2.38)

ΨIII = F [Q(x)]−1/4 exp

[
+i

∫ 0

x

√
Q(ξ)dξ

]
+G[Q(x)]1/4 exp

[
−i
∫ 0

x

√
Q(ξ)dξ

]
. (2.39)

This means we have to choose F and G such that ΨII and ΨIII match in the region they share:

ΨIII =
2C

[Q(x)]1/4
sin

[∫ 0

x

√
Q(ξ)dξ +

π

4

]
∼ 2C

(−ax)−1/4
sin

[
2

3
a1/2(−x)3/2 + π

4

]
, (2.40)

ΨII ∼
D√
π
a−1/12(−x)−1/4 sin

[
2

3
a1/2(−x)3/2 + π

4

]
. (2.41)
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We now have solved the one-turning-point problem, as we have found functions that approximate our
solution in all regions. Now, to apply this to our problem with two turning points, we consider two
solutions of the kind we just found and match them in the region between the turning points. We
then have

Ψ1 =
2C1

[Q(x)]1/4
sin

[∫ x+

x

√
Q(ξ)dξ +

π

4

]
, Ψ2 =

2C2

[Q(x)]1/4
sin

[∫ x

x−

√
Q(ξ)dξ +

π

4

]
. (2.42)

If we rewrite the first one as

2C1

[Q(x)]1/4
sin

[∫ x

x−

√
Q(ξ)dξ +

π

4
−
(∫ x+

x−

√
Q(ξ)dξ +

π

2

)]
. (2.43)

In order for the two solutions to have the same functional form we must ask for the expression in
round brackets to be a multiple of π, moreover, since it is positive, we require that∫ x+

x−

√
Q(ξ)dξ =

(
p+

1

2

)
π, p = 0, 1, 2, . . . , (2.44)

which in quantum mechanics is known as Bohr-Sommerfeld condition.

2.2.1 WKB for Kerr

In this section we want to apply the result we just obtained to the Kerr black hole in the eikonal
limit, that is for l ≫ 1. The procedure is not trivial because we have to simultaneously solve for the
angular and radial separation constants ω, Alm, and because we have to deal with complex quantities.
We start by writing the radial and angular equations keeping only the leading terms for l ≫ 1 (and
dropping the indices from Ss

lm and Rs
lm):

1

sin θ

d

dθ

[
sin θ

dS

dθ

]
+

[
a2ω2 cos2 θ − m2

sin2 θ
+Alm

]
S = 0,

d2R

dr2∗
+
K2 −∆λlm
(r2 + a2)2

R = 0, (2.45)

where r∗ (the so called tortoise coordinate) and the other quantities we have introduced are:

dr∗
dr

=
r2 + a2

∆
, K = −ω(r2+ a2)+ am, λlm = Alm+ a2ω2− 2amω, ∆ = r2− 2Mr+ a2. (2.46)

We used the fact that ωR = R(ω) ∼ O(l), ωI = −I(ω) ∼ O(1) (we define ωI with a minus sign so that
it is a positive quantity) and Alm ∼ O(l2). This comes from the knon results for the Schwarzschild
black hole and slowly rotating Kerr black holes (see [6,26]). Note that the equations no longer depend
on s. Our strategy to solve the problem is the following: first we solve the problem for only real
separation constants, then we consider the imaginary parts as perturbations.

We start with the angular equation, which we rewrite as

d2S

dx2
+V θS = 0, x = log

(
tan

θ

2

)
, dx = csc θdθ, V θ = a2ω2 cos2 θ sin2 θ−m2+Alm sin2 θ. (2.47)

The variable x acts as a tortoise coordinate: as θ → 0, π, then x → ±∞. If we look at the potential
written in this form, it is clear that for m ̸= 0 the function S must go to 0 (meaning waves do not
propagate) as x→ ±∞ (θ → 0, π), while for m = 0, S must tend to a constant (not necessarily 0).

We start considering a real frequency ω = ωR, and, since ωR is real, then Alm(ωR) must be real
too, and we call it Alm(ωR) ≡ AR

lm. Now we want to understand how this potential is shaped: at
the boundary (θ = 0, π) the potential is V θ = −m2, independent of AR

lm(ωR), which means that the
solutions to Eq. 2.47 must be decaying exponentially. We are looking for wave-like solutions, which
are only possible if V θ > 0 in some region. Looking at the definition of V θ we can have two cases:
if AR

lm ≥ a2ω2 the potential has one maximum at θ = π/2, while if AR
lm < a2ω2 it has two identical

maxima, located symmetrically about π/2. It turns out that solutions where there is some region with
Vθ > 0 are of the first kind [6]. The potential in this form is now suited for a WKB analysis, but
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we need to check for the condition 2.17 before applying our results. What need to be satisfied is the
following: ∣∣∣∣ 1√

V θ

dV θ

dθ

∣∣∣∣≪ |V θ|. (2.48)

Empirically it can be shown that this is true everywhere except the points where V θ = 0, the so called
turning points, see [6]. We solve V θ = 0 and find the turning points to be:

sin2θ± =
2m2

Alm + a2ω2
lm ∓

√
(Alm + a2ω2

lm)2 + 4m2
, (2.49)

where we only kept the physical solution. In order to fix notation, we assume 0 < θ− < π/2, which
implies θ+ = π − θ−; we will call x± the corresponding points in the x coordinate. Now we use our
WKB result for the two-turning-point problem to write the solution of the wave equation in the region
x− < x < x+. Using 2.39, we obtain:

S(x) =
a+e

i
∫ x
0 dx′
√

V θ(x′) + a−e
−i

∫ x
0 dx′
√

V θ(x′)

[V θ(x)]1/4
, (2.50)

where a± are constant to be fixed by the boundary conditions. Similarly we can find solutions in the
other regions (we apply 2.32):

S(x) =
c+e

−
∫ x
x+

dx′
√

−V θ(x′)

[V θ(x)]1/4
, forx > x+ and S(x) =

c−e
−

∫ x−
x dx′

√
−V θ(x′)

[V θ(x)]1/4
, forx < x−. (2.51)

At the turning points we find solutions using V θ(x ∼ x±) ∝ x− x± (our linear approximation of the
potential). Then, as we have already seen, the matching of the solutions lead to this quantization
condition 2.44, which in this case reads as:∫ θ+

θ−

dθ

√
a2ω2

R cos2 θ − m2

sin2 θ
+AR

lm = (L− |m|)π, (2.52)

where set n = l − |m| in 2.44 and defined L ≡ l + 1/2.

It is now useful to define some new quantities:

µ ≡ m

L
, αR(a, µ) ≡

AR
lm

L2
, ΩR(a, µ) ≡

ωR

L
, (2.53)

which are all O(1) in the expansion in L. We can then rewrite our integral and its limits of integration
as

sin2 θ± =
2µ2

α+ a2Ω2 ∓
√

(α+ a2Ω2
R)

2 + 4µ2

∫ θ+

θ−

dθ

√
αR −

µ2

sin2 θ
+ a2Ω2 cos2 θ = (1− |µ|)π.

(2.54)
We now want to express αR as function of µ and ΩR, this way we effectively decouple the angular
problem from the radial one. The exact expression involves elliptic integrals, but in the case of aΩR

small we obtain a pretty simple relation (the proof of this is quite lengthy and can be found in [6]),
which reads:

αR ≈ 1−
a2Ω2

R

2
(1− µ2). (2.55)

We make a check on our approximation for αR by comparing this result with the Schwarzschild case,
in which ASchw

lm = l(l+1)− s(s+1), which means that our approximation is correct up to corrections
of order O(1/L2). It turns out (as shown in [6]) that it is a very good approximation in the case of
highly spinning black holes too, so let us give a little insight on why it works so well. We consider
corotating modes (m positive and large, or µ ≈ 1), which, as they have the highest frequencies, are our
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”worst case scenario” for the magnitude of the parameter aΩR. If we assume ωR to be a monotonically
increasing function of a, and ωlm

R (a) ≤ ωlm
R (a =M) = mΩa=1

H = m
2M , where the upper bound is found

using the fact that the low-overtone frequencies, for m > 0, approach mΩH in the extremal regime
(we will explore this feature in greater detail in the next chapter), and we defined ΩH ≡ a

2Mr+
the

horizon frequency of the black hole. Then, our bound can be rewritten as aΩR ≤ (µ/2)(a/M) ≤ 1/2,
and even for aΩR = 1/2 the relative accuracy of our approximation 2.55 can be found numerically to
be 0.2 % [6].

Now, having obtained a manageable expression for αR = AR
lm, we proceed with our discussion of

the WKB approximation taking into account the imaginary part of Alm. We work in the hypothesis
of ωI ≪ ωR, thus allowing us to treat AI

lm, as a perturbation in the angular equation. We apply
perturbation theory from quantum mechanics (see for example [23]) to our angular equation, finding
at first order of correction:

AI
lm = −2a2ωRωI⟨cos2 θ⟩, ⟨cos2 θ⟩ =

∫
cos2 θ|S|2sin θdθ∫
|S|2sin θdθ

=

∫ θ+
θ−

cos2 θ√
a2ω2

R cos2 θ− m2

sin2 θ
+AR

lm

dθ∫ θ+
θ−

1√
a2ω2

R cos2 θ− m2

sin2 θ
+AR

lm

dθ
. (2.56)

We can simplify this expression: taking the derivative of Eq. 2.52 with respect to z ≡ aωR, and
treating Alm = Alm(z) we can rewrite Eq. 2.56 as

⟨cos2 θ⟩ = − 1

2z

∂AR
lm(z)

∂z

∣∣∣∣
z=aωR

, AI
lm = aωI

[
∂AR

lm(z)

∂z

]
z=aωR

. (2.57)

We have then obtained an expression for Alm = AR
lm + iAI

lm; in particular, we can rewrite what we
obtained before in Eq. 2.55 (defining Ω = ω/L) as

Alm ≈ L2 − a2ω2

2

[
1− m2

L2

]
, or α ≈ 1− a2Ω2

2
(1− µ2). (2.58)

We have successfully obtained an expression for the angular separation constant as a function of ω,
meaning we can decouple the radial equation and determine the quasinormal frequencies. Similarly
as we did before, we start by rewriting the radial equation as a bound state problem

d2R

dr2∗
+ V rR = 0, V r(r, ω) =

[ω(r2 + a2)−ma]2 −∆[Alm(aω) + a2ω2 − 2maω]

(r2 + a2)2
. (2.59)

We notice that V r is an analytic function of ω and it is real-valued when ω is real. This potential is
ready for a WKB analysis, however this time we invoke the results from the previous section for very
close turning points. In general we write our radial solution far from the extremum of the potential as

R = b+e
i
∫ r∗
√

V r(r′∗)dr
′
∗ + b−e

−i
∫ r∗
√

V r(r′∗)dr
′
∗ , (2.60)

where we used 2.24. However, in order to satisfy the boundary conditions, we will actually have

R = b+e
i
∫ r∗
√

V r(r′∗)dr
′
∗ , as r∗ → −∞, R = b−e

−i
∫ r∗
√

V r(r′∗)dr
′
∗ , as r∗ → +∞.

Now, we want to invoke Eq. 2.30. Since for a real frequency everything on the left-hand side is real, the
following conditions must hold (the second equality comes from the definition of r0 as the maximum
of the potential):

V r(r0, ωR) =
∂V r

∂r

∣∣∣∣
(r0,ωR)

= 0, (2.61)

which, after some work, can be expressed as

ΩR =
µa

r20 + a2
±
√
∆(r0)

r20 + a2
β(aΩR), 0 =

∂

∂r

[
ΩR(r

2 + a2)− µa√
∆(r)

]
r=r0

. (2.62)
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We defined

β(z) =
√
α(z) + z2 − 2µz ≈

√
1 +

z2

2
− 2µz +

µ2z2

2
, (2.63)

and we used the fact that for r > r+, (r
2 + a2)2/∆ is a monotonically increasing function, as well as

the fact that the quantity in square brackets in Eq. 2.62 is never zero when V r = 0. Note that we lose
the dependence on the index n which would represent the overtone number. We will see later that
we recover the dependence on n only in the imaginary part of the frequency. In order to determine
ωR = ΩRL, we need to solve both equations 2.62, however the calculations are different for m = 0 and
m ̸= 0. Let us start with m ̸= 0. The first step is to use the second one of Eq. 2.62 to express ΩR as
a function of r0 as

ΩR =
(M − r0)µa

(r0 − 3M)r20 + (r0 +M)a2
, (2.64)

and use this and the first of Eq. 2.62 to eliminate r0. If we use the approximate formula for β(z), r0
is found as the root of the polynomial (defining x = r0/M):

2x4(x−3)2+4x2[(1−µ2)x2−2x−3(1−µ2)](a/M)2+(1−µ2)[(2−µ2)x2+2(2+µ2)x+(2−µ2)](a/M)4.
(2.65)

For each (µ, a/M) there are in general two real roots for x, corresponding to a positive or a negative
ΩR. We saw at the end of chapter 1 that this is to be expected and that we do not lose any information
by only consider one of the two solutions (to any solution (ωlm, sAlm) corresponds another solution
(−ω̄l−m, sĀl−m)). Thus, we can assume ΩR > 0. If instead m = 0, both numerator and denominator
of 2.64 vanish and the procedure we just outlined does not work. In this case, we directly require

(rp − 3M)r2p + (rp +M)a2 = 0. (2.66)

rp can be found in closed form and inserted in Eq. 2.62 to obtain:

ΩR(a, µ = 0) = ±1

2

π
√
∆(rp)

(r2p + a2)EllipE[a2∆(rp)/(r2p + a2)2]
, (2.67)

where EllipE is an elliptic integral of the second kind (see [6] for details on the calculation). What is
left is to calculate ωI , which we can find using our result 2.30: we expand the left-hand side at first
order in ωI to obtain

ωI = −(n+
1

2
)

√
2
(
d2V r

dr2∗

)
r0, ωR(

∂V r

∂ω

)
r0, ωR

, (2.68)

where n is the overtone number. Recalling that V r also depends on ω both explicitly and through
Alm, we use our approximate formula for α to obtain a final solution to our problem

ωI = −
(
n+

1

2

) ∆(r0)
√
4(6r20Ω

2
R − 1) + 2a2Ω2

R(3− µ2)
2r40ΩR − 4aMr0µ+ a2r0ΩR[r0(3− µ2) + 2M(1 + µ2)] + a2ΩR(1− µ2)

. (2.69)

We have then obtained analytical expressions for the real and imaginary part of our frequencies. Note
that the dependence on the overtone number n is only in the imaginary part and that there is no
dependence on the spin weight s. In the next sections we will compare these results with the ones
obtained with the continued fraction method, in order to determine the accuracy of this approximation.

2.3 Numerical results

2.3.1 Schwarzschild

We now begin calculating the quasinormal frequencies with the methods presented before. The first
case we analyze is the Schwarzschild black hole, where we set the rotational parameter a = J/M = 0
(J being the angular momentum of the black hole, M its mass). In this case the radial and angular
equations decouple, allowing us to directly calculate the the angular separation constant analytically,
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Figure 2.1: From the left: modes for the Schwarzschild black hole for different values of the spin weight s and
l = |s|, plots of the (logarithm of the absolute value of) the continued fraction at different number of inversions
(N).

its value being Alm = l(l+1)− s(s+1), where s is the spin weight [19]. To compute the quasinormal
modes we calculate the continued fractions 2.12 truncated at a sufficiently high term guaranteeing
convergence up to a certain threshold. This might not be the same for all modes, in fact we observe that
for higher overtones the number of terms in the continued fraction needs to be increased significantly
in order to guarantee a stable numerical result. Another important observation is that even though
the roots of the continued fraction do not vary by inverting it, its topology changes significantly. For
example in panels (a) and (b) in Fig. 2.1 we plot the logarithm of the absolute value of the continued
fraction, N being the number of inversions. Quasinormal frequencies, being the zeros of the continued
fraction, can be identified as the points where contours cluster. Note that there are both darker and
lighter clusters, the former are quasinormal modes, while the latter are poles, which have no physical
meaning, as they change position by changing the number of inversions of the continued fractions.
One last remark is that the absence of certain modes in either of the panels does not mean that the
functions have different zeros, but that with the used precision we cannot distinguish all of the modes.
This means it might be easier to find certain roots with a different number of inversions. Usually, the
nth overtone is found to be the most stable root of the n = Nth, inversion of the continued fraction,
although this is not always the case. We use the fact that inversions do not change the roots of the
continued fraction to test the stability of our results: checking whether we can find the same mode
with different inversions is faster than increasing the number of terms in the fraction, and can be a
first test in spotting mistakes.

We implement Leaver’s method in a Mathematica notebook, our code being a modified version of the
one found in [5]. The algorithm we use to find the roots of the continued fraction is the non-linear
root finding algorithm of Mathematica, FindRoot. One thing we note is that, particularly for higher
overtones, the algorithm is heavily dependent on the initial guess, therefore in order to obtain all
QNMs we set a search grid of initial values and test each value against different numbers of inversions
of the continued fraction, the spacing of the grid chosen small enough to guarantee to find all modes.
Roots found in this way are then used as initial values for the root finding algorithm using a different
number of inversions and increasing number of terms in the continued fraction (quasinormal modes
must be stable against these tests). In this way we are certain that all the values we find are actually
part of the spectrum. As we said before, to find modes further away from the real axis it is necessary
to increase the number of terms in the continued fraction. Our results for the Schwarzschild metric are
summarized in the panel on the left in Fig. 2.1, where we calculated frequencies for s = 0, −1, −2 and
l = |s|. We find perfect accord with the existing literature, see for example Fig. 5 in [4] or [5]. Note
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that we do not plot the negative real axis: in the Schwarzschild case, since we have no dependence
on m, the symmetry ωlm = −ω∗

l−m implies the spectrum is symmetric about the imaginary axis.
This will not be the case for other values of the rotational parameter a. We notice by looking at the
spectrum for different values of the spin weight s that only gravitational perturbation touch the the
imaginary axis, at the so-called algebraically special mode. These modes are extremely interesting
and their phenomenology quite rich, but it would take too much space in this thesis, more on these
modes in [4,27]. This mode is also quite difficult to obtain numerically, as we observe that we need a
very high number of terms in the continued fraction before it converges. We find a result is in accord
with [5], however numerical determination of this mode has been quite problematical and it has been
studied in great detail, see for example appendix A in [4]. Another difficulty we notice regards modes
close to the imaginary axis, for example electromagnetic modes (s = −1) with a large imaginary part
require more terms in the continued fraction.

2.3.2 Non-extremal Kerr

We now turn to Kerr black holes. First, we study the non extremal case, meaning we keep the
rotational parameter away from the extremal limit a/M = 1. We use a method similar to the one
employed in the last section: we implement Leaver’s method in a Mathematica notebook and use the
function FindRoot to compute the zeros of the continued fraction. However, since the angular and
radial equations (Eq. 1.42 and Eq. 1.43) are coupled, we need to solve for both separation constants
ωlm and Alm simultaneously. This is done through an iterative process, where we first initialize both
quantities with a certain value and then solve one of the continued fractions (Eq. 2.9 or Eq. 2.12) and
use the result in the other. We repeat this until there is convergence. Since we are computing these
modes for different values of a, starting from a = 0 (the Schwarzschild case), we use as initial values
the ones we find for the previous value of a, starting from the ones obtained in the last section.

We now present our results: we calculated the first eight overtones for the Kerr black hole with
s = −2, l = 2 and m = 0, ±1, ±2. The choice of these values is not random, as these are the
ones that dominate the ringdown of black hole mergers, and thus the most interesting ones from an
astrophysical perspective (actually we should add m ≥ 0, but here we are interested in seeing the
features of negative m too ) [28, 29]. Our results are summarized in Fig. 2.2 and reproduce the ones
obtained for example in Fig. 3 in [19] or [5]. We do not plot the negative real axis, as it would not give
any new information. However, unlike the Schwarzschild case, due to the m dependence, there is not
perfect symmetry about the imaginary axis. To reconstruct the entire spectrum we proceed as follow:
take a mode ωlm such that R(ωlm) > 0 and m > 0, then the −m branch will have R(ωl−m) < 0,
however, it exists a mode which has negative real part for positive m and whose −m branch will
be the reflection of the lost branch about the imaginary axis (which is represented in the plot). An
important observation is that the dependence on m causes a Zeeman-like splitting of the spectrum,
with different branches corresponding to different m, see panel (a) in Fig. 2.2.

2.3.3 WKB approximation

We now want to compare our WKB approximation with the results obtained with Leaver’s method.
Since we have performed an expansion up to the next-to-leading order for ωR we expect the error to be
scaling as O(1/L2) (L = l + 1/2), while, since we only calculated the leading order for the imaginary
part ωI , we would expect an error of order O(1/L). In Fig. 2.3 we have represented our results: we
used the formulas we obtained in 2.64, 2.67 and 2.69 to calculate the approximate values of the real and
imaginary part of the frequency for the fundamental mode at various µ = m/L. We are considering
gravitational perturbations, s = −2, which are the ”worst case scenario”, as the WKB approximation
does not depend on the spin weight (thus, it should work the best in the scalar case). We plot the
relative errors δω/ω multiplied by L2 for both the real and imaginary part of the frequency, where the
exact values are obtained with Leaver’s method and checked against [30]. The scaled relative error of
the real frequency quickly becomes constant as L increases, confirming our prediction. If we look at
the relative error of the imaginary frequency, however, we find that it still scales as 1/L2, meaning our
approximation is even better than what we anticipated. Our results are perfectly in agreement with
the literature (see Figs. 6, 8 in [6]).
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Figure 2.2: In panel (a) the fundamental mode of Kerr black hole with 0 ≤ a/M ≤ 0.9, s = −2, l = 2 and
m = 0, ±1, ±2. In panels (b)-(d) the first 8 QNMs for Kerr black hole, with 0 ≤ a/M ≤ 0.9, l = 2 and
m = 0, ±1, ±2. The points highlighted in red are the Schwarzschild modes.
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Figure 2.3: Comparison between WKB approximation and continued fraction method. We plot the relative error
(δω/ω)L2 for the fundamental gravitational mode as a function of µ = m/L for different values of L = l + 1/2
(l from 2 to 14) and a/M . In each plot the uppermost line (or in any case the darkest one) is l = 2, then,
l = 3, 4, . . . going down.



3. Computing QNMs: near-extremal
and extremal Kerr

3.1 Near-extremal kerr

3.1.1 Damped modes and zero-damping modes
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Figure 3.1: Taken from [7]. Phase diagram
for the existance of DM and ZDM. Large
purple dots (s = −2) and gold crosses (s = 0)
correspond to (l, m) pairs with only ZDMs,
while smaller blue dots correspond to (l, m)
pairs with both ZDMs and DMs. The green
line is the phase boundary computed using
the eikonal approximation and the WKB
method.

We now turn our attention to the case of near-extremal
Kerr. Here the peculiar characteristics of the spectrum
call for a more careful studying of the quasinormal modes.
Until now, we have classified modes with the same indices
(l,m) by the overtone number n, which labeled frequencies
based on the magnitude of their imaginary part. As we
approach extremality, however, we have certain values of
(l,m) for which the spectrum bifurcates, and this is not
possible anymore. We distinguish two types of QNM:
damped modes (DM) and zero-damping modes (ZDM).
The former maintain a nonzero imaginary part even in the
extremal limit, while the latter all tend to a common value
Mω → m/2, which is purely real (hence the name zero-
damping). ZDMa are also called synchronous frequencies
and exist for all (l,m ≥ 0), while DMs exist for any
(l,m ≤ 0). There are no ZDMs theoretically predicted
for m < 0 as discussed in [7], while for m ≥ 0 there are
situations in which the two types of modes can coexist.
The boundary between the values of l and m where the
two types of modes coexist is called phase boundary (see
Fig. 3.1).

3.1.2 WKB for near-extremal Kerr

We want to apply our WKB technique the nearly extremal limit as a→ 1, following what is outlined
in [7]. We give a very brief idea on how the WKB method gives us insight on the difference between
DMs and ZDMs, for a more in depth description see [6,7]. We start rewriting the radial potential (Eq.
2.59) in the extremal limit (we set for brevity r+ = r− =M = 1) as

V r = L2 (r − 1)2

(r2 + 1)2

[
(r + 1)2

4
µ2 − α+

3

4
µ2
]
, (3.1)

where µ = m/L, α = Alm/L
2, L = l + 1/2. As we approach this limit, for some µ > 0, the peak of

the potential r0 approaches the horizon. This only happens above some critical value µc. What we
want to show here is that µc can be used to define the boundary in the phase diagram in Fig. 3.1.
We could show that for values below µc the peak of the potential stays outside the horizon even as
a→ 1, and the horizon is another extremum point. Above µc in the extremal limit there is only one
peak at the horizon. By this definition of µc, we write the condition µ > µc as

(r + 1)2

4
µ2 − α+

3

4
µ2 > 0 for r = 1. (3.2)

It is useful to rewrite this by defining the quantity F0 = L
√

7µ2

4 − α|ΩR=µ/2 (ΩR = R(ω)/L). Then,

our condition is the simple F2
0 > 0. Using our approximation of Alm 2.55 we find µc ≈ 0.744. We

can write the radial coordinate of the horizon as r+ = 1 +
√
2ϵ where we expanded up to first order

in ϵ = 1 − a ≪ 1. Now, consider the case F2
0 > 0: if we assume that r0 approaches the horizon with

a similar behaviour, that is writing r0 = 1 + c
√
ϵ, with c to be determined, we obtain, by solving the

WKB equations for r0 and ω (Eq. 2.65, 2.64, 2.69) [7]:

r0 = 1− m
√
2ϵ

F0
, ω =

(
m

2
− F0

√
ϵ

2

)
− i
(
n+

1

2

)√
ϵ

2
. (3.3)

20
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That is, for F2
0 > 0, modes have a vanishing imaginary part, and the only peak is at the horizon: only

ZDMs exist. If F2
0 < 0, the WKB approximation predicts DMs, and the potential peak is outside of

the horizon. To explain how ZDMs are allowed too when F2
0 < 0, we would need a more in depth

analysis of the near-to-extremal solutions of Teukolsky equation. In this work we will not review these
arguments, however, these calculations and more on the geometrical interpretation of quasinormal
modes are found in [6, 7].

3.1.3 Numerical results

DM0

DM1

ZDM0

ZDM1

ZDM2

ZDM3

ZDM4

ZDM5

0.46 0.48 0.50 0.52 0.54 0.56 0.58
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-MωI

Figure 3.2: QNMs for (s = −2, l = 2, m = 1). Lines
start from a/M = 0.9 and end at a/M = 0.99999 with
logarithmically spaced points. Some lines in the upper
part of the plot have been truncated to better see the
other modes.

In this section, as we did in the non-extremal
case, we focus our analysis on the gravitational
modes with l = 2, particularly the ones with
m ≥ 0. Now, let us consider a case in
which both DM and ZDM exist, for example in
Fig. 3.2 we report our results for the case of
gravitational perturbation l = 2 and m = 1.
We computed these modes in the same way as
in the non-extremal case (see Sec. 2.3.2), using
a Mathematica notebook to implement Leaver’s
continued fraction method. Lines start at a/M =
0.9 and end at a/M = 0.99999, and points are
calculated for logarithmically spaced values of
a. In the numerical analysis we notice that, as
we approach the extremal limit, it is crucial to
reduce the spacing between different values of
a in order to proceed as before using the last
found value of ωlm as a starting guess for the
new a. One particular problem was the mode D1
in Fig. 3.2,which required the highest number
of inversions to converge to its correct value in
the extremal limit. Our results are in great
agreement with Fig. 8 of [7]. Looking at Fig. 3.2,
and comparing it with Fig. 2.2 we can see that, as
we approach extremality, the single branch that
we have in the case of Schwarzschild and slowly rotating Kerr black holes bifurcates into two different
branches. This means that for some value of the rotational parameter a the spectrum bifurcates.

In order to better understand what happens at this bifurcation, we study contour plots of the continued
fraction, a method which allows us to observe multiple QNMs for a fixed value of the rotational
parameter. We plot the value of the continued fraction in a region of the frequency complex plane (for
each point we have to calculate its coupled angular separation constant Alm) for different values of m
and a in Fig. 3.3. These results are in accord with accord Fig. 7 of [7]. We start from the case m = 0.
In panel (a) of Fig. 3.3 we can see a clear bifurcation of the spectrum when the angular parameter is
a/M = 0.998. On the right branch we see a high number of DMs (11) with R(ω) > 0, a twelfth one
on the imaginary axis and also some of the symmetric modes with R(ω) < 0 . The identification of
the twelfth mode as a DM comes from an analysis at a higher a, as from this graph we cannot predict
whether the imaginary part of that mode will decrease. The ZDMs are clustered on the imaginary
axis (the all tend to Mω → m/2 = 0). Panel (d) is a zoom on the first three ZDMs; once again we
stress that it is important not to confuse QNMs with the poles in the function. The case of m = 1
(panels (b) and (e) in Fig. 3.3) is close to the phase boundary (for m = 2 no DMs exist), and it shows
a clear spectrum bifurcation. By increasing the angular momentum from a = 0.99 to a = 0.999 we
see that the first ZDM has a lower imaginary part than the highest DM, meaning we have crossed
the bifurcation point. In this case we only have two DMs, thus we can re-number ZDM with a new
overtone index n′ = n − 2 (the third QNM will then be the first ZDM, and so on). This case is also
interesting because these values of the rotational parameter are not far from what can be reached
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in models of astrophysical black holes (for example [31] puts a limit on the rotational parameter of
a rotating black hole which swallows matter and radiation from an accretion disc of a/M ≲ 0.998,
while [32] puts a limit even closer to extremality). Finally, for of m = 2 (panels (c) and (f) in Fig.
3.3), we only have ZDMs, and we can see that, approaching extremality, all frequencies tend to the
predicted value Mωlm → m/2 = 1 (careful not to be confused with poles, the right branch clusters
are not QNMs).
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(d) ϵ = 2 · 10−3, m = 0
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(e) ϵ = 2 · 10−3, m = 1
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(f) ϵ = 2 · 10−3, m = 2

Figure 3.3: Contour plots of Leaver’s continued fraction varying m and ϵ ≡ 1− a/M .

3.2 Extremal Kerr

3.2.1 The extremal case: a modified continued fraction method

We now want to explore the extremal case in which a/M = 1. In this regime Leaver’s method cannot
be employed, but it is still possible to tackle this problem and calculate QNM frequencies with a
continued fraction method, though the expansion is different than the one proposed by Leaver. In this
section we describe a method, developed by Richartz in [33], which allows us to calculate QNMs for
the extremal Kerr black hole ( though not in the case Mω = m/2 of synchronous frequencies). We
want to see if by assuming a/M = 1 from the beginning we obtain the same result as we would by
taking the limit of the near-extremal case, and thus if Leaver’s method can approximate the modes of
the strictly extremal Kerr black hole.

First, we proceed as in the non-extremal case, solving the radial equation 1.43 in the asymptotic
limits of r → M and r → ∞. We can find analytical solutions in both cases, and after imposing our
boundary conditions, only ingoing modes at the horizon and only outgoing modes at infinity, we are
left with (in our geometrized units, in the extremal case, r− = r+ =M):

R(r) ∼ e
J0

r−M (r −M)J1 , as r →M, R(r) ∼ rJ1+J2eiωr, as r →∞, (3.4)

where we defined J0 = iM(2Mω − m), J1 = −2s − 2iMω and J2 = −1 + 4iMω. Here is the first
difference from Leaver: instead of expanding the radial solution around the event horizon, we do it
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around the non-singular point r = 2M , obtaining

R(r) = eiωre
J0

r−M (r −M)J1rJ2
∞∑
n=0

an

(
r − 2M

r

)n

. (3.5)

After plugging this back in the radial equation we find a recurrence relation the coefficients must
satisfy, though it is more complicated than the Leaver case:

α1a2 + β1a1 + γ1a0 = 0, (3.6)

α2a3 + β2a2 + γ2a1 + δ2a0 = 0, (3.7)

αnan+1 + βnan + γnan−1 + δnan−2 + ϵnan−3 = 0. (3.8)

The coefficients for the five-term recurrence relation (3.8) are given explicitly by



αn = n2 + n,

βn = P1n,

γn = −2n2 + P2n+ P3,

δn = P4n+ P5,

ϵn = n2 + P6n+ P7,

where



P1 = 4(im− iMω − s),
P2 = 2(1− 4im+ 16iMω),

P3 = −2[1 + 2s+ 2Alm + 2iMω(4 + 23iMω),

−2im(1 + 6iMω)],

P4 = 4(im− iMω + s),

P5 = −4(im− iMω + s)(1 + 4iMω),

P6 = −3− 8iMω,

P7 = 2[1 + 6iMω − 8(Mω)2].

(3.9)

We now want to prove the series’ convergence, through the ratio test. We study an+1/an as n → ∞
and use our recurrence relation to find four different asymptotic solutions:

RI
± =

an+1

an
= 1± 2

√
−iMω

n
+ O(n−1), RII

± =
an+1

n
= −1±

√
−J0
Mn

+ O(n−1). (3.10)

|an+1/an|→ 1 in all four cases, therefore our sum is convergent as long as M < r < ∞. However,
what we need is convergence also for r =M and r =∞, as in order to have QNMs we need to impose
boundary conditions at these points. To gain more information on the convergence of our series we
use Raabe’s test. Let us define

ρn ≡ n

[
an
an+1

(
r − 2M

r

)−1

− 1

]
, (3.11)

then the test states that series converges if ρ > 1, it diverges if ρ < 1, and we have no additional
information if ρ = 1. In our case, by studying the cases r = M and r → ∞ we see that the only
acceptable solutions are RI

− and RII
+ . This does not work when iMω or J0 are positive real numbers,

as in the case the coefficient of the term ∝ n−1/2 in our ratios becomes purely imaginary, or if
Mω = m/2, in which case J0 = 0. In these hypothesis, then, our series converges. The relation 3.8
has four independent solutions (each one of them giving one of the four asymptotic ration behaviour
mentioned above), while Eq. 3.7 and Eq. 3.6 remove two degrees of freedom. Another way of
seeing this (which is useful for the computation of the continued fraction) is to perform two Gaussian
eliminations in order to transform our three recurrence relations in a single three-term relation

α′′
nan+1 + β′′nan + γ′′nan−1 = 0, n ≥ 1, (3.12)

where the new coefficients are obtained recursively from the original ones as:
α′
1 = α1, β

′
1 = β1, γ

′
1 = γ1,

α′
2 = α2, β

′
2 = β2, γ

′
2 = γ2, δ

′
2 = δ2,

ϵ′n = 0, α′
n = αn, β

′
n = βn − ϵn

δ′n−1
α′
n−1, n ≥ 3

γ′n = γn − ϵn
δ′n−1

β′n−1, δ
′
n = δn − ϵn

δ′n−1
γ′n−1, n ≥ 3


α′′
1 = α′

1, β
′′
1 = β′1, γ

′′
1 = γ′1,

α′′
n = α′

n, β
′′
n = β′n −

δ′n
γ′′
n−1

α′′
n−1, n ≥ 2

γ′′n = γ′n −
δ′n

γ′′
n−1

β′′n−1, δ
′′
n = 0, n ≥ 2.

(3.13)
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For a generic ω this recursion has two linearly independent solutions, which in general will produce
divergent sums, and will therefore be incompatible with our boundary conditions. Then, what we
we need to do is to find solutions of Eq. 3.12 which satisfy our convergence condition. However, we
still need a way of calculating such frequencies (we know how to deal with three-term recurrences,
not five), and once we find them we can check the values against our conditions. In order to obtain
a useful procedure we first write a recurrence relation for the even and odd coefficients of the series.
We start from the odd case, so we want a three-term relation between a2n+3, a2n+1 and a2n−1. This
can be achieved by writing our three-term recurrence relation for 2n+ 2 and 2n, and eliminating the
terms a2n and a2n+2, that is we express a2n+2 as a function of a2n+1 and a2n−1 obtaining

a2n+2 = −
β′′2n+1

α′′
2n+1

a2n+1 +
γ′′2n+1(α

′′
2na2n+1 + γ′′2na2n−1)

α′′
2n+1β

′′
2n

, (3.14)

and plugging this result in Eq. 3.12 for 2n+ 2. By redefining dn = a2n+1 we obtain

αo
ndn+1 + βondn + γondn−1 = 0, n ≥ 1,


αo
n = α′′

2n+2,

βon = γ′′2n+2 −
β′′
2n+1β

′′
2n+2

α′′
2n+1

+
β′′
2n+2α

′′
2nγ

′′
2n+1

α′′
2n+1β

′′
2n

,

γon =
β′′
2n+2γ

′′
2nγ

′′
2n+1

α′′
2n+1β

′′
2n

.

(3.15)

We can also find a similar relation for the even terms (cn = a2n)

αe
ncn+1 + βencn + γencn−1 = 0, n ≥ 1,


αe
n = α′′

2n+1,

βen = γ′′2n+1 −
β′′
2nβ

′′
2n+1

α′′
2n

+
β′′
2n+1α

′′
2n−1γ

′′
2n

α′′
2nβ

′′
2n−1

,

γen =
β′′
2n+1γ

′′
2n−1γ

′′
2n

α′′
2nβ

′′
2n−1

.

(3.16)

Now we proceed as we did in the non-extremal case. Our recurrence relations can be associated with
continued fractions as in the Leaver case as

a1
a0

= − γ′′1
β′′1−

α′′
1γ

′′
2

β′′2−
α′′
2γ

′′
3

β′′3−
. . . (3.17)

Now, by dividing Eq. 3.6 by a0 so that we can use our expression for c1/c0 and a1/a0
1

α1
c1
c0

+ β1
a1
a0

+ γ1 = −α1
γe1
βe1−

αe
1γ

e
2

βe2−
αe
2γ

e
3

βe3−
· · · − β1

γ′′1
β′′1−

α′′
1γ

′′
2

β′′2−
α′′
2γ

′′
3

β′′3−
· · ·+ γ1 = 0. (3.18)

We have not yet mentioned the angular equation 1.42, that is because we have no problems in the
extremal limit regarding that equation, meaning we can proceed in the same way as for the non-
extremal case, using Leaver’s continued fraction, and solving simultaneously equations 3.18 and 2.9.
As we said before we cannot study the synchronous frequencies where Mω = m/2, so we limit our
study to the investigation of damped modes.

3.2.1.1 Numerical results

We now turn to numerical results. What we find studying the extremal case of damped modes is that
the difference between these values and those obtained with Leaver’s continued fraction method in the
near-extremal case is minimal: [33] shows that for a variety of modes the relative difference between
the real part of a mode with a/M = 0.999 and an extremal one is ∼ 0.01% (and even less for the
imaginary part). This allows us to conclude that not only the transition to extremality seems to be
smooth (though we will see this is not always the case), but also that Leaver’s method is excellent
even for values of the rotational parameter close to the extremal limit. As we have already mentioned,
these results do not apply in the case of ZDM. In order to obtain numerical values, we used the same
procedure as in the case of non-extremal Kerr, however, we note that finding roots of this new fractions
is much more delicate than before.

1We believe there is a typo in [33], and in equation 3.11 the apex o should be an e.
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Figure 3.4: In red the extremal values for
the first and second damped modes of (s =
−2, l = 2, m = 1).

As a matter of fact, the absolute value of the function is
pretty close to zero in a wide region around QNMs, and
we used Mathematica’s capability of setting high working
precision (higher than machine precision) to find the exact
values. As an application of this method we compute the
first and second damped modes for (s = −2, l = 2, m = 1).
Fig. 3.4 then completes the case we studied before with the
strictly extremal values Mω = 0.581433 − 0.038255i and
Mω = 0.538855− 0.118628i. These results match perfectly
the ones found in [33,34] (note that the latter reference uses
a different method for calculating these modes).

3.2.2 Zero-damping modes and boundary
conditions

We have not yet presented a method to calculate ZDM
frequencies in the extremal case. Leaver’s method does not work when a/M = 1, and the modified
continued fraction method fails when the frequency equals that of the horizon, that is ω = mΩH , with
ΩH = a/2Mr+. However, since all ZDMs tend to the same value, we can simply plug that specific
value into the Teukolsky equation, which in this case can be solved analytically, and check whether the
solutions still satisfy the boundary conditions of our problem. Here we present the argument from [8].
We start by studying how the behaviour of our solution changes at the horizon when we assume the
frequency to be ω = mΩH from the beginning. In this case the horizon is a regular singular point
for the wave functions both in the extremal and non-extremal case, meaning we can use Frobenius
method to find solutions written as power series around the event horizon. In the non-extremal case,
the authors in [8] find the two independent solutions of the radial equation 1.43 to be (we dropped
some indices)

RI
s(r) ∼ (r − r+)ξI , RII

s (r) ∼ Zs log(r − r+)RI
s(r) + (r − r+)ξII , (3.19)

where ξI = max{0,−s}, ξII = min{0,−s}, and Zs ̸= 0 is a constant that depends on s. It can also be
shown that logarithmic terms are leading only for the case of s = 0. For the extremal black hole we
have the solutions:

RI, II
s ∼ (r −M)−1/2−s±δs , δ2s = δ2s(l,m) =

(
1

2
+ s

)2

− 7

4
m2 +Alm

(m
2

)
, (3.20)

plus next-to-leading-order corrections, and where the ± refers to the indices I (+) and II (-) (Alm(ω =
m/2) is the angular separation constant). Since we have defined in Eq. 3.20 δs up to a sign, we can
assume δs =

√
δ2s , that is, since it is a complex quantity, R(δs) > 0 in general and I(δs) > 0 if the

real part is zero. We also note that since A−s
lm(m/2) = As

lm(m/2)+ 2s, δs is independent of the sign of
s. One last propriety of this parameter is that since we are considering a purely real frequency, then
As

lm(aω) is also real, and therefore, from its definition, δs is either purely real or purely imaginary.
Now we have to understand how to formulate our boundary conditions. In general, we can write
asymptotic solutions to the radial Teukolsky equation in terms of the tortoise coordinate r∗, defined
by dr∗/dr = (r2 + a2)/∆, and the function Ys(r) = ∆s/2

√
r2 + a2Rs(r) as:

Ys(r∗) = Kh
in(r − r+)−s/2e−ikr∗ +Kh

out(r − r+)s/2eikr∗ (3.21)

near the event horizon (r∗ → −∞, r → r+), and

Ys(r∗) = K∞
in r

se−iωr∗ +K∞
outr

−seiωr∗ (3.22)

far away from the black hole (r∗ →∞, r →∞), where k2 = (ω −mΩH)2 [8]. However, in the case of
synchronous frequencies k = 0 and we loose the characteristic oscillatory behaviour. Thus, we need a
more general kind of boundary conditions, and what we ask is for the wave function to be regular at
event horizon, so that the energy-momentum tensor is well behaved and our test field approximation
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Synchronous Extremal RI
s(r) RII

s (r) GI
s(r) GII

s (r)

No No (r − r+)−s−iJ0 (r − r+)iJ0 1 (r − r+)−s+2iJ0

No Yes e
iJ1

r−M (r −M)−2s−2iMω e
−iJ1
r−M (r −M)2iMω 1 e

−2iJ1
r−M (r −M)−2s+4iMω

Yes No (r − r+)ξI
(r − r+)ξII , if s ̸= 0

(r − r+)ξI
(r − r+)ξII , if s ̸= 0

log(r − r+), if s = 0 log(r − r+), if s = 0

Yes Yes (r −M)−
1
2
−s+δs (r −M)−

1
2
−s−δs (r −M)−

1
2
+im−s+δs (r −M)−

1
2
+im−s−δs

Table 3.1: Table taken from [8]. The different near-horizon behaviors of the field for the two radial functions

Rs(r) and Gs(r), defined as Υs = Rs(r)Ss(θ)e
imϕ−iωt and Γs = Gs(r)S−s(θ)e

imϕ̃−iωv. The parameters are
J0 = 2Mr+(ω − mΩh)/(r+ − r−), J1 = 2M2(ω − mΩh), ξI = max{0,−s}, ξII = min{0,−s}, and δs =√(

1
2 + s

)2 − 7
4m

2 +Alm

(
m
2

)
. Logarithmic terms are present in the synchronous, nonextremal cases also when

s ̸= 0, but they are never of leading order near the horizon.

holds. However, we cannot do this using Boyer-Lindquist coordinates (t, r, θ, ϕ), as they are singular
at the horizon. One possibility is using ingoing Kerr coordinates (v, r, θ, ψ̃), defined as

dv = dt+
r2 + a2

∆
dr, dϕ̃ = dϕ+

a

∆
dr. (3.23)

We also note that the Kinnersley tetrad which we used to obtain Teukolsky equation is not well behaved
at the future event horizon, so we use a tetrad proposed by Hartle and Hawking [35, 36] which we
obtain making the substitution (t → −t, ϕ → −ϕ). Therefore the function Υs = Rs(r)Ss(θ)e

imϕ−iωt

changes to Γs = 2s∆−sΥ−s. Now we separate these new fields in radial and angular part as Γs =

Gs(r)S−s(θ)e
−iωveimϕ̃, and it can be shown that we can separate the angular equation from the radial

one, obtaining the following equation for Gs(r):

∆
d2Gs

dr2
+ [2(s+ 1)(r −M)− 2iK]

dGs

dr
+ [−2(2s+ 1)iωr +Xs]Gs = 0, (3.24)

where Xs = 2amω − a2ω2 − Alm and K = ω(r2 + a2) − am. We could also use the relation between
Υs and Γs and our change of coordinates to write Gs(r) in terms of Rs(r) as

Gs(r) = R−s(r)2
s(r − r+)−s(r − r−)−s+2iMω exp

(
iωr + 2iMr+(ω −mΩH)

∫
r

dr′

∆

)
. (3.25)

The asymptotic solutions for Gs are analogous with the ones for Rs in the non-extremal case, while
for an extremal black hole one gets GI,II

s ∼ (r −M)−1/2+im−s±δs . All these asymptotic behaviours
(and some others) are summarized in Table 3.1, taken from [8].

Since the tetrad we have adopted is regular at future event horizon, we can assume as a natural
boundary condition that Γs (and therefore Gs) must be regular at the event horizon. For a generic
solution with ω ̸= mΩH this is the same as imposing an ingoing group velocity at the event horizon,
however for synchronous frequencies the former is the only possibility, as the wave character of the
solution is lost. Once we have determined the boundary conditions for Gs(r) we can use Eq. 3.25 to
determine the boundary conditions on Rs(r). Our most general solution for Gs(r) is of the form

Gs(r) = CI
sG

I
s(r) + CII

s G
II
s (r), (3.26)

where GI
s and GII

s are two independent solutions of 3.24 and CI, II
s are constants. We need one last

step before formulating our boundary conditions, which has to do with the transformation s → −s.
The index s in the Teukolsky equation can be both positive or negative and in both cases the angular
and radial equation separate, however, as discussed before, the two equations for +s and −s do not
bring different physical information. This means we cannot have Υs independent of Υ−s and the same
holds for Rs and Gs. The relations between these quantities are the Teukolsky-Starobisnki identities
(given in terms of Rs):

D2R−1 =
Bem

2
R1, (D†)2∆R1 =

2B̄em

∆
R−1, D4R−2 =

1

4
BgravR2, (D†)4∆2R2 =

4B̄grav

∆2
R−2.

(3.27)
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where D = ∂r − iK/∆, and D = ∂r + iK/∆ are differential operators, and Bem and Bgrav are the
so called Starobinski-Churilov constants [17]. A consequence of these identities, once applied to our
asymptotic formulas for RI, II

s is that CI
s ∝ CI

−s and CII
s ∝ CII

s [8]. Now, we can formulate our
boundary conditions in terms of CI

s and CI
s I. Looking at Table 3.1, we see that in all first three cases

GI
s and all its derivatives are always well behaved at the event horizon, while GII

s always diverges
for s ≥ 0, which implies that CII

s = 0 for s ≥ 0. This, together with the relations 3.27, means that
CII
s = 0 for all values of s. The last case, that is to say synchronous and extremal, must be discussed

more in detail. If m = 0 then ω = 0, and we can write Alm = l(l+ 1)− s(s+ 1) and δs = l+ 1/2. We
have GI

s ∼ (r −M)l−s and GII
s (r) ∼ (r −M)−l−s−1. Since l ≥ |s|, then GI

s is always regular, while
GII

s is always irregular. On the other hand, if m ̸= 0, GI,II
s is regular at the horizon (r = M) if and

only if R(−1/2 + im− s± δs) > 0, so this means we have two cases:

• R(δs) = 0 (δ2s < 0), the condition becomes s < −1/2, which is automatically satisfied for s = −1
and s = −2, but never for s ≥ 0, therefore we need CI

s = CII
s = 0 for s ≥ 0 which implies

CI
s = CII

s = 0 for all s, meaning the only regular solution is the trivial one.

• I(δs) = 0 (δ2s > 0) our condition becomes −1/2− s± δs > 0. For GII
s (the minus sign), we have

that the condition cannot be satisfied by positive s, which again implies it can never be satisfied,
and thus CII

s = 0. Lastly we consider the case of the plus sign, by imposing the regularity of
both GI

s and GI
−s, the conditions that must be satisfied are δs > 1/2 + s and δs > 1/2− s.

Therefore, we can summarize the case m ̸= 0 with the conditions δ2s > 0 and δs > 1/2 + |s|. Since we
adopt the convention R(δs) ≥ 0 and we can consider only nonnegative spinweights s, we can write

δ2s > (1/2 + s)2, s ≥ 0. (3.28)

If m = 0, when the we can write the most general solution to Teukolsky equation as:

Rs = As(r −M)l−s +Bs(r −M)−l−s−1, (3.29)

where As and Bs are constants. Bs must be zero to have a well behaved solution at the horizon (just
compare this expression with the ones discussed before). However, if As ̸= 0 Rs(r) (and therefore
also Gs(r)) will diverge at spacial infinity (r → ∞) unless l = s = 0. This is clearly true in the case
l ̸= s, and for l = s > 0, we can invoke the solution with −s = −l which would diverge at the event
horizon. This means that if Mω = m = 0, we can have nonzero solutions which respect our boundary
conditions only if these are scalar modes with l = 0, whose associated solution is a constant. The
argument for m ̸= 0 is more complicated. The general solution is

Rs(r) = (r −M)−1−s

[
AsM

(
−im+ s, δs;

im(r −M)

M

)
+BsM

(
−im+ s,−δs;

im(r −M)

M

)]
,

(3.30)
where As and Bs are constants and M(β, γ; z) is the Whittaker M function [8]. We can use the
asymptotic behaviour of this function M(β, γ; z) → zγ+1/2 as z → 0 to see how the As solution is
”related to” RI

s , while Bs to R
II
s . We just derived Bs = 0 and δs > 1/2+|s| for the boundary conditions

at the event horizon, now we have to check if it is possible to simultaneously satisfy the conditions for
r → ∞. To do so, we use the asymptotic series expansion of the confluent hypergeometric function,
giving, far away from the black hole (setting Bs = 0),

Rs(r) = Csr
−1−2s+ime

imr
2M +Dsr

−1−ime−
−imr
2M , (3.31)

where

Cs = As

(
im

M

)im−s e−im
2 Γ(1 + 2δs)

Γ
(
1
2 + im− s+ δs

) Ds = As

(
− im
M

)−im+s ei
m
2 (−i)−1−2δsΓ(1 + 2δs)

Γ
(
1
2 − im+ s+ δs

) . (3.32)

This is a superposition of both ingoing and outgoing waves, whose coefficients are both proportional
to As, meaning it is impossible to satisfy all our boundary conditions simultaneously. This means that
ZDMs are not allowed as natural oscillations in extremal black holes, but they are always associated
with scattering modes and should not be classified as (quasi)normal modes [8].



Conclusions

In this thesis we introduced perturbation theory for rotating black holes and calculated the spectra of
these systems for different values of the rotational parameter, ranging from the static Schwarzschild
case up to the extremal one.

First we introduced the Kerr metric as a solution to Einstein’s field equations, and using its symmetries
we reduced the problem to one radial and one angular coordinate. Solutions of the angular problem
are spin-weighted spheroidal harmonics, and are characterized by two discrete indices l, m. Using
Newman-Penrose formalism and Petrov’s classification of the Kerr spacetime, we deduced Teukolsky
equation, which allows us to describe different kinds of perturbations, scalar, electromagnetic and
gravitational, through a single separable partial differential equation. The problem is therefore
formulated as two coupled eigenvalue equations, and the eigenvalues of the radial equation give us the
quasinormal frequencies. These modes are complex-valued, with negative imaginary part (meaning
they are decaying in time), and they are characterized by three discrete indices l, m, n the last one
called overtone number, which orders the modes based on their imaginary part.

Afterwards, we presented two methods for computing quasinormal modes for the Kerr spacetime. The
first one, Leaver’s method, allows us to calculate the frequencies as roots of a continued fraction, and
using this technique we computed some spectra of Kerr black holes, away from the extremal limit.
The second one is the WKB approximation, which allows us to calculate approximate values of the
frequencies in the limit l≫ 1 with an analytic expression.

Finally, we presented the near-extremal and extremal cases. As for near-extremal Kerr black holes,
we used Leaver’s method once again to calculate spectra as a/M → 1. In this regime we recognized
two different classes of modes, one in which modes keep a non-zero imaginary part even in the near-
extremal limit, called damped modes, and others which, independently of the overtone, all tend to
the same purely real value of Mω = m/2, called zero-damping modes. To study the strictly extremal
case, we introduced a modified continued fraction method (Leaver’s method does not work in this
case). This allowed us to extend our previous results for damped modes even in the extremal case,
proving that for these frequencies the extremal case is indeed the limit of the near-extremal one and
that Leaver’s method gives us a very good approximation. As for zero-damping modes, however, this
new technique does not work. Since they all tend to the same real frequency, all we had to do was to
check whether this value respects our boundary conditions. What we concluded was that this is not
the case, and these frequencies are actually associated with scattering modes.

Even though this thesis essentially reproduced existing results in the literature, we did it through
independent calculations that combined numerical and analytical methods. It serves as an introduction
to black hole quasinormal modes. For a more in-depth study, one could delve into the mathematical
aspects of the solutions to Teukolsky equation, or the calculation of the modes in different spacetimes,
such as Reissner-Nordström or Kerr-Newman, or different asymptotic metrics, as we only dealt with
asymptotically flat spacetimes. Moreover, we only limited our analysis to massless fields, another
avenue could be to study a different type of fields (see e.g. [37] for very recent results in this direction).
Black holes, particularly in the extremal regime, are valuable testbeds for new theories of gravity, and
studying the effect of these theories on quasinormal modes, which are experimentally measurable,
could give new insights on the limits of general relativity, making this an active area of research.
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