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Abstract

Quantum Key Distribution (QKD) represents an innovative technique of generating an en-
cryption key shared between two interlocutors which allows overcoming the problems of clas-
sical cryptography. The purpose of the thesis is to build and test a QKD system operating at a
wavelength of 1310 nm, which allows a better coexistence of the quantum signal with a classic
communication signal at 1550 nm on the same optical fiber. Another objective of the thesis is
to demonstrate the operating principle of an advanced version that works for both discrete and
continuous variable QKD.
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1.1. Cryptography 1. Introduction to Quantum Key Distribution

Caesar cipher
Another of the earliest known cryptographic methods is the Caesar cipher, used around 100
BC by Julius Caesar during the Gallic War to secretly communicate with his officers. The mes-
sage to be sent was encrypted simply using a translated alphabet, in which each letter was re-
placed with another letter translated into the alphabet by a fixed number of steps as shown in
Figure 1.2. In this case, the key consisted of the number of translation steps from the original
alphabet. The problem with this method is that there are only 25 possible keys (since the let-
ters of the alphabet are 26), and therefore it is possible to decrypt the message even without
knowing the key through a brute force attack, i.e. simply by trying all the possible keys.

 

Figure 1.2: The action of a Caesar cipher is to replace each letter with a different one a fixed number of places down the
alphabet. The Caesar cipher illustrated here uses a left shift of three. [9]

The security of cryptographic systems initially, as in those discussed so far, wasmainly based
on being able to keep the cryptographic method hidden. But as cryptography progressed, in
1880, Auguste Kerckhoffs formulated the Kerckhoffs Principle, which states that the security
of a cryptographic system must not reside in the cryptographic algorithm but in keeping the
decryption key hidden. [5][7][10][11]

Enigma machine
Moving on to more recent times, in the 1920s the Nazis used a machine, called Enigma, to
encrypt and decrypt secret messages exchanged duringWorldWar II. It was an electromechan-
ical machine consisting of a sequence of rotors, wired gear wheels on which the letters of the
alphabet were imprinted. The machine shuffled the letters of the alphabet by connecting an
input letter to a different output letter generated by the machine. It was possible to vary: the
settings on the single rotor and the sequence in which the rotors operated in such a way as to
have numerous possible combinations of setting the machine. Arrangements were made so
that each day the settings of the Enigma machine were changed according to a calendar cipher
distributed in advance with each machine. The safety was based on the fact that the possible
combinations of themachine were somany that it was not possible to test them all in the entire
life of a human being. The British, led by the mathematician Alan Turing, used another elec-
tromechanical machine, called the Bomb, to decipher the messages encrypted by the Enigma
machine.
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1. Introduction to Quantum Key Distribution 1.1. Cryptography

Figure 1.3: Stack of rotors inside an Enigma machine. [12]

World War II brought advances that marked a turning point for cryptography. Later in the
Information Age, thanks to the development and spread of personal computers, the ability to
exchange data in a secure manner has become a priority and encryption has become an area of
central importance and a tool within everyone’s reach. [2][7][13][14]

1.1.1 One-time pad
In 1917GilbertVernam invented a cryptographic system, called theVernamcipher or one-time
pad, whichwas later shown to be unconditionally secure byClaude Shannon in 1949. The one-
time pad works as follows: let’s consider that we have a message written as a binary sequence to
be encrypted and suppose to add to thismessage, through a bitwiseXORoperation, a sequence
of completely random bits that represent our key. This way we get a completely random en-
crypted message. An example is shown in Figure 1.4. To decrypt the message and recover the
original message, the same random keymust be added to the encryptedmessage again. The key
must satisfy the following conditions:

• it must be composed of completely random data,

• it must be as long as the message to be encrypted,

• it can never be reused (this is the reason for the name one-time pad),

• it must be shared between sender and recipient and kept completely secret.

1 10 001 1 1 1 10 0 01

10 0 0 0 0 00111 1 1 1

1111111 10000
=

+0

0 1

random key

encrypted

message +

message

Figure 1.4: Example of one‐time pad encryption.
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1.1. Cryptography 1. Introduction to Quantum Key Distribution

The feature of this cryptographic system is that it is unconditionally secure. All crypto-
graphic systems devised before the one-time pad could theoretically be broken using enough
computational power, while the one-time pad is in principle undecipherable. The one-time
pad was used, for example, during the ColdWar to communicate securely between the US and
the USSR. The main limitation of this system, however, is that it is necessary to have a secure
method of sharing a key as long as the entire message to be encrypted. This is the main reason
whymost cryptographic systems currently rely on other systems that use short keys and are not
unconditionally secure but are computationally secure. [2][7][15]

1.1.2 RSA
In cryptography, by convention, the sender of themessage is calledAlice, the recipient Bob and
any interceptor who wants to decrypt the message is called Eve. Two types of cryptographic
systems can be distinguished:

• Symmetric cryptography (or private key cryptography): the same private key is used to
encode and decrypt the message and must be known only by the sender and receiver as
shown in Figure 1.5. An example of such encryption is the one-time pad (discussed in
Section 1.1.1).

• Asymmetric cryptography (or public key cryptography): two different keys are used, a
public one to encrypt the message and a private one to decrypt it as shown in Figure
1.6. The two keys are linked by a function that is easy to calculate in one direction but
very difficult (computationally) to calculate in the opposite direction so it is easy to ob-
tain the public key from the private one, but vice versa is very difficult. An example of
asymmetric cryptography is the RSA.

4





1.1. Cryptography 1. Introduction to Quantum Key Distribution

make it unsolvable in practice. To give an example, a classic computer would need about 300
trillion years to break a key of 2048 bit. The RSA works like this:

• Bob randomly chooses two very large prime numbers p and q and calculates their prod-
uct n = pq;

• Bob chooses a coprime number ewith (p− 1)(q− 1) and such that

1 < e < (p− 1)(q− 1) (1.1)

(two numbers are coprime if they have no different common divisor from 1 and -1);

• Bob calculates d such that

ed ≡ 1 (mod(p− 1)(q− 1)) ; (1.2)

• (n, e) constitute the public key and (n, d) the private key;

• Bob shares the public key with Alice;

• Alice encodes the messagem using the public key with the operation:

c = me (modn) ; (1.3)

• Alice sends the encoded message c to Bob;

• Bob decodes Alice’s message using the operation:

m = cd (modn) ; (1.4)

The advantages compared to the Vernam cipher are that:

• the public key can be known by anyone, while the secret key is owned only by Bob and
it is not necessary to exchange it;

• the public key can be reused.

If the prime factors p and q of n are found, then d can be easily calculated from Eq. (1.2)
since e is known and the RSA cryptosystem can be hacked. But the best classical algorithm cur-
rently known for factoring integer prime numbers requires exponential time with the number
of bits. On the contrary, the operation of multiplying two prime numbers requires a poly-
nomial time. Therefore it is easy to obtain the public key from the private one, but vice versa
takes such a long time that it is not practicable. However, it is not excluded that amore efficient
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1. Introduction to Quantum Key Distribution 1.2. Quantummechanics

classical factorization algorithmmay be discovered in the future. Furthermore, the security of
cryptography depends on the length of the key and this has been increased over the years be-
cause advances in technology have led to computers with greater computational capabilities,
which have shown that the length used was no longer secure. Today the suggested key length
is 2048 bits. The General Number Field Sieve (GNFS) algorithm is the most efficient classical
algorithm known for factoring large integers (greater than 10100), for factoring an integer N it
works in sub-exponential time:

O
(

e
3
√

64
9 (lnN)1/3(ln lnN)2/3

)

. (1.5)

In 1994 Peter Shor devised a quantum algorithm, called Shor’s algorithm, which is able to solve
the problem of factorising integer primes on a quantum computer in polynomial rather than
exponential time:

O
(
(lnN)2(ln lnN)(ln ln lnN)

)
. (1.6)

For example, the GNFS would take more than a billion years to factor a 2048 digit key, but
using Shor’s algorithm (at 1MHz) it would take between tens of seconds and less than amonth
(depending on the architecture). This means that a quantum computer, with enough qubits,
could use Shor’s algorithm to break currently used public key cryptographic schemes such as
RSA. Such a quantum computer does not yet exist today, because they do not have a sufficient
number of qubits and the error rate that we have in quantum computers today is too high
for factorising large integers, but research in this field continues to continue. So the threat of
making current cryptographic systems vulnerable is real. [2][7][10][13][17][18][19]

1.2 Quantummechanics

1.2.1 Qubit
In the classical case, the exchange of information takes place using the bit, the smallest unit in
which the classical information can be encoded. The bit is a Boolean variable that can only
take two values: 0 or 1, and can be implemented in any physical two-state system. An example
is two distinct levels of voltage or current in an electrical circuit, or two distinct levels of light
intensity.

In quantum systems, the equivalent of the bit is the qubit (contraction of quantum bit).
The qubit is represented by a vector in a two-dimensional complex vector spaceC2with a scalar
product, called Hilbert space, which has two linearly independent states, called |0⟩ ≡

(1
0

)
and

|1⟩ ≡
(0
1

)
, which form an orthonormal basis. The most important difference is that, while the

bit admits only two possible values, the qubit can assume infinite values given by the overlap-
ping of the base states |0⟩ and |1⟩:

|ψ⟩ = α |0⟩+ β |1⟩ with α, β ∈ C . (1.7)

7





1. Introduction to Quantum Key Distribution 1.3. Idea of quantum cryptography

It is important to point out that the Bloch sphere is a different thing from the Hilbert space
inwhich the qubit is bounded: the qubit actually belongs to a complex two-dimensional space,
while the Bloch sphere is in a real three-dimensional space and is useful for representing it geo-
metrically and visualize it. For example, states that are orthogonal inHilbert space are opposites
in the Bloch sphere.

In addition to the states |0⟩ and |1⟩, it is possible to choose other orthonormal states as the
basis for a qubit, such as the vectors |+⟩ and |−⟩, defined as

|+⟩ ≡ 1√
2
(|0⟩+ |1⟩) and |−⟩ ≡ 1√

2
(|0⟩ − |1⟩) . (1.10)

The qubit of Eq. (1.7) can be expressed using this new base:

|ψ⟩ = α+ β√
2

|+⟩+ α− β√
2

|−⟩ . (1.11)

If we measure using this basis, we obtain with a probability of
∣
∣
∣
α+β√

2

∣
∣
∣

2
the state |+⟩ and with a

probability
∣
∣
∣
α−β√

2

∣
∣
∣

2
the state |−⟩.

Some examples of qubits are: the polarization of photons and the spin of electrons.[2][7]
[20][21][22]

1.3 Idea of quantum cryptography
As alreadymentioned in Section 1.1.1, the one-time pad cryptographic system provides uncon-
ditional security and is in principle indecipherable but it is necessary that the key be completely
random and that it be shared secretly between sender and recipient. A system that guaran-
tees such secrecy and randomness can be provided only by quantummechanics. The meeting
point between quantum mechanics and cryptography is called quantum cryptography. This
has the advantage of having security based on physical laws such as the no-cloning theorem
and Heisenberg’s uncertainty principle. In particular, Quantum Key Distribution (QKD) is
an application of quantum cryptography that allows a key to be shared securely and secretly be-
tween two parties. This key can then be used to apply classical encryption algorithms, such as
the one-time pad. The two parties who want to establish secret communication, traditionally
calledAlice and Bob, have two channels available to communicate with each other: a quantum,
through which they transmit information encoded as qubits and a classic public one. A third
party, usually called Eve, aims to intercept the communication betweenAlice andBob and steal
the information exchanged. The quantum channel is used to transmit a random sequence of
qubits, which can be used as a key. The classic channel allows Alice and Bob to identify them-
selves (it is therefore an authenticated channel), while Eve, although she can intercept, cannot
participate in the conversation. The quantum channel, on the other hand, allows manipula-
tion by third parties. Unlike the classic case, however, if this were to happen, the information
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1.3. Idea of quantum cryptography 1. Introduction to Quantum Key Distribution

exchangedwould bemodified so that Alice and Bob could discover it and act accordingly. This
is due precisely to the fact that a quantum system is being used inwhich the following theorems
hold, a summary of which is reported:

1. No-cloning: an unknown quantum state cannot be copied.

2. Informationgain implies disturbance: it is notpossible todistinguish twonon-orthogonal
quantum states without introducing noise to the signal.

The only way Eve can obtain the encrypted information is to perform a measurement on
the system, not being able to obtain a copy of the message. The second statement implies that
measurements made on the system perturb it and cause a disturbance, which can be detected
by comparing a part of the data on the classic channel. In this way it is also possible to estimate
the amount of information leaked, an estimate that would be impossible in the classic case.
Essentially, Alice sends Bob a key through a quantum channel and, if it is intercepted, Alice
and Bob find out and discard the key, and then generate another. Since the key is completely
random, it does not contain any information on the secret message to be transmitted and can
be safely discarded. Once Alice and Bob are sure they have shared a secret key, they can use it
to encrypt and decrypt messages sent over the classic channel. [1][15][20][22][23]

10



2
Discrete-Variable QKD

2.1 BB84 protocol
BB84 is the first QKDprotocol, published in 1984, and owes its name to Bennett and Brassard.
In this protocol, it is assumed thatAlice uses a source of single photonswhose polarization state,
which represents the qubit, will be exploited. It is possible to use a two-component vector to
describe the polarization of an electromagnetic wave, using the Jones formalism. In Table 2.1
some polarization states and the corresponding vector according to this formalism are reported,
while in Figure 2.1 there is a representation on the Bloch sphere of these states.

Polarization state Jones vector

Linear horizontal (0°) |H⟩ =
(1
0

)

Linear vertical (90°) |V⟩ =
(0
1

)

Linear diagonal (45°) |D⟩ = 1√
2

(1
1

)

Linear antidiagonal (−45°) |A⟩ = 1√
2

( 1
−1

)

Left circular |L⟩ = 1√
2

(1
i

)

Right circular |R⟩ = 1√
2

( 1
−i

)

Table 2.1: Jones vectors and corresponding polarization states. [2]

11





2. Discrete-Variable QKD 2.1. BB84 protocol

Bit State Polarization Base

0 |0⟩ |H⟩ ⊕

1 |1⟩ |V⟩
0 |+⟩ |D⟩ ⊗

1 |−⟩ |A⟩

Table 2.2: Polarization bit encoding in BB84 protocol.

• To measure the state of each received photon, Bob uses a randomly chosen base.
• Bob thus obtains a sequence of bits. Those that correspond to thequbitsmeasured
using the same base as Alice retain the information sent, while the others assume
a random value.

2. Public discussion:

• Sifting: Alice andBob compare the bases used for eachbit through the classic chan-
nel and eliminate the bits obtained using different bases from the sequence. The
remaining bits make up the sifted key.

• Security check: Alice randomly chooses a portion of bits from the remaining se-
quence and compares them with Bob in the classic channel to understand if an
interception has occurred. In the ideal case, with no noise in the channel and no
interception, there would be no discrepancy in the comparison. In this case, pro-
ceed using the remaining bits, otherwise, the presence of errors could be due to
noise or an interception. In the latter case, the sifted key is discarded and the pro-
cedure is repeated.

• At the end of the process Alice and Bob have a shared and secret key, built from
the sifted key.

For greater clarity, Figure 2.2 shows a schematic of the process.

13





2. Discrete-Variable QKD 2.1. BB84 protocol

2.1.1 Decoy state protocol
The idea behind the decoy state is thatAlice prepares a set of additional states, called decoy state,
created specifically to detect PNS attacks. For the decoy state the intensity of the laser pulse
μ is used as a parameter: using a laser attenuated at the single photon level, Alice modulates
its intensity by randomly choosing between several possible values of the average number of
photons. The μ parameter carries no information about the key, but it is only used to check for
Eve’s presence. Typical values are: μ1 = 0.5, μ2 = 0.1 and μ3 = 0. Alice randomly changes the
value of μbetweenpulses and, at the end of the exchange, she reveals the sequence of values sent.
During a PNS attack, Eve alters Bob’s photon statistic, revealing her presence. [15][26][27]

2.1.2 Efficient BB84 protocol
In the original BB84 protocol, 50% of the exchanged bits are discarded because the bases ran-
domly chosen by Alice and Bob do not coincide in the sifting process. To make the process
more efficient, in the efficient BB84 protocol, the two bases are used with different probabil-
ities. Typically one base, called base Z = {|0⟩ , |1⟩}, is used for generating the key, while the
other mutually unbiased base, called baseX = {|+⟩ , |−⟩}, is used for detecting the intercep-
tor. The Z base is used with high probability pZ ∼ 1, while the X base is used with very low
probability pX = 1− pZ ≪ 1. This is true both for the sender, who encodes the bits with high
probability in base Z and with low probability in base X, and for the receiver, who measures
with high probability in base Z and with low probability in base X. In this way, the sifting
probability, i.e. the probability that Alice and Bob both use the base Z, is given by p2Z which is
very close to 1. Unlike the standard BB84 protocol, where the key is generated by the measures
on both bases, in efficient BB84 only the bits in baseZ are used to generate the key. The bits in
baseX are used only to understandwhat the interceptor is aware of, bymeasuring the quantum
bit error rate.

Bit State Polarization Base Probability Use

0 |0⟩ |H⟩
Z pZ ∼ 1 key generation1 |1⟩ |V⟩

0 |+⟩ |D⟩
X pX ≪ 1 Eve detection1 |−⟩ |A⟩

Table 2.3: Bit encoding in efficient BB84 protocol.

2.1.3 Three-state and one-decoy state protocol
The three-state and one-decoy state protocol is a further variation of the BB84 protocol that
simplifies practical implementation using fewer polarization states. Specifically, three polariza-

15



2.2. Coexistence of classical and quantum channels 2. Discrete-Variable QKD

tion states are needed instead of four and one decoy state. Below is a summary of the key steps
in the protocol:

1. State preparation: for the coding Alice randomly chooses a base betweenX and Zwith
probability pAX and pAZ = 1 − pAX respectively. When she uses the base Z she generates
the states |H⟩ or |V⟩, while when she uses the base X she only prepares the state |D⟩.
The laser pulse is also modulated by randomly choosing between two average numbers
of photons: μ1 and μ2, with probability respectively p1 and pμ2 = 1 − pμ1 and so that
μ1 > μ2 > 0. μ1 is denoted as the signal level while μ2 is the decoy level. Alice sends the
qubits to Bob.

2. Bob performs a measurement of the qubits received by randomly choosing a base be-
tweenX and Zwith probability pXB and pZB = 1− pXB .

3. Basis reconciliation: Alice andBob communicate the bases they have chosen. The events
of the base Z are used to generate the key, while those of the baseX are used to check if
there have been interceptions.

[28]

2.2 Coexistence of classical andquantumchannels

2.2.1 Attenuation in optical fibers
In optical fibers, attenuation limits the optical power transmitted and therefore also the perfor-
mance as a data transmission channel. Due to absorption, the optical power of a light beam trav-
elling through an optical fiber decreases exponentially with distance according to the Lambert-
Beer law:

P(l) = P(0)e−αl , (2.2)

where P(l) is the optical power transmitted through a fiber of length l and P(0) is the incident
optical power. α is the attenuation coefficient, whichhas theunit ofmeasurement of the inverse
of a length

α =
1
l
ln

P(0)
P(l)

. (2.3)

Expressing it in units of decibels it becomes:

αdB =
1
l
10 log10

P(0)
P(l)

. (2.4)

Therefore it follows that:
αdB =

10
ln 10

α ≃ 4.34 α . (2.5)

16



2. Discrete-Variable QKD 2.2. Coexistence of classical and quantum channels

The power transmission ratio is defined as:

T =
P(l)
P(0)

= e−αl = 10−αdBl . (2.6)

If different absorption systems are considered, the total power transmission ratio will be the
product of the single power transmission ratios. Due to the logarithm in Eq. (2.3), the total
absorption coefficient will be the sum of the individual absorption coefficients.

Fused silica (amorphous silicon dioxide, SiO2) is the most widely used material in optical
fibers. The absorption coefficient of silica depends on the wavelength, as shown in Figure 2.3.
There is a mid-infrared absorption band due to vibrational transitions and an ultraviolet ab-
sorption band resulting from electronic and molecular transitions.

Figure 2.3: Attenuation coefficient α of silica glass versus free‐space wavelength λ0. There is a local minimum at 1310 nm
(α ≃ 0.3 dB/km) and an absolute minimum at 1550 nm (α ≃ 0.15 dB/km). [29]

Another phenomenon that contributes to the attenuation of light in silica is Rayleigh scat-
tering. Rayleigh scattering is generated from the interaction of the light with fluctuations in
the index of refraction due to random thermal motion in the silica glass. The random localized
variations of the molecular positions in the silica glass create random inhomogeneities in the
refractive index that act as tiny scattering centers. The amplitude of the Rayleigh scattering
field is proportional to the square of the angular frequency of the light ω and to the square of
the reciprocal of the wavelength λ. The scattering intensity is therefore proportional to 1/λ4,
so that the short wavelengths are scatteredmore than the long wavelengths. Light in the visible
spectrum region is therefore scattered more than infrared light. As shown in Fig. 2.3, in the
visible region Rayleigh scattering is a more important absorption source than the tail of the
ultraviolet absorption band. However, Rayleigh scattering becomes negligible compared to

17



2.2. Coexistence of classical and quantum channels 2. Discrete-Variable QKD

infrared absorption for wavelengths greater than∼ 1600 nm. Total absorption in silica, there-
fore, is dominated by Rayleigh scattering for short wavelengths and by infrared absorption for
long wavelengths. In the near infrared, at the wavelength of 1550 nm, there is an absolute min-
imum of the absorption coefficient and a second local minimum at 1300 nm. So 1550 nm
is the wavelength that minimizes absorption losses in silica optical fibers and this is the reason
why current commercial communication systems in optical fiber are designed to operate at that
specific wavelength. [29]

2.2.2 Raman scattering
Three important scattering processes in photonics are Rayleigh, Raman, and Brillouin scatter-
ing. Rayleigh scattering is a process in which a photon incident on a material interacts in an
elastic way and only changes its direction but the energy remains the same, as schematized in
Figure 2.4 (a). It is engendered by variations in a medium that are finer than the wavelength of
light, such as random density fluctuations in air or random refractive index inhomogeneities
in glass. It can also be brought about by the presence of particles whose sizes are much smaller
than the wavelength of light, such as electrons, atoms or molecules. As already mentioned, the
scattered intensity is proportional to ν4, and thus to 1/λ4, where ν and λ are the frequency and
wavelength of the illumination. Short wavelengths thus undergo greater scattering than long
wavelengths. Raman scattering, on the other hand, is a process in which a photon of frequency
ν1 interacts inelastic with a material and emerges at a lower frequency νA = ν − νR (Stokes
scattering) or at a higher frequency νA = ν1 + νR (anti-Stokes scattering ), as shown in Figures
2.4 (b) and (c), respectively. In the inelastic scattering process, the change in the photon fre-
quency is due to an exchange of hνR energy with a rotational or vibrational mode of amolecule.
In the Stokes scattering the photon gives energy to the molecule, while in the anti-Stokes scat-
tering vice versa occurs. In general, the spectrum of light scattered from a material contains a
Rayleigh-scattered component, at the incident frequency, together with red-shifted and blue-
shifted sidebands corresponding to inelastically scattered Stokes and anti-Stokes components,
respectively. In crystalline materials, the vibrational spectrum is usually discrete and Raman
lines are narrow, while glasses have wide vibrational spectra andwideRaman spectra. Brillouin
scattering, on the other hand, is conceptually the same as Raman scattering but the exchange
of hνB energy occurs with acoustic modes of the medium, rather than vibrational ones.
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Figure 2.6: Measured effective Raman cross‐section ρ(λ) (per km fibre length and nm bandwidth) for a pump laser wave‐
length centred at 1550 nm in a standard single mode fibre at room temperature. [30]

The other big problem in choosing the wavelength for the quantum channel is related to
the losses in the optical fibers in silica, which has already been discussed in the previous section.
From Figure 2.3 it can be seen that 1310 nm is the wavelength corresponding to the second
minimum of the absorption losses in the optical fibers in silica, therefore an alternative is to
use the classical channel at 1550 nm and the quantum one at 1310 nm. Using this wavelength
would simultaneously reduce the problems due to Raman scattering and have few absorption
losses in silica optical fibers. This is why it was decided to build a QKD system at a wavelength
of 1310 nm.

2.3 Components of a state source for QKD
A QKD source must allow the realization of states of different intensity and polarization. In
practice, these are created by an intensity modulator and a polarizationmodulator respectively,
controlled via Field Programmable Gate Array (FPGA). The optical pulses are generated by a
laser, which is also controlled by the FPGA. The intensity modulator is useful for generating
decoy states, as it allows you to adjust the intensity of the optical pulse coming from the laser
through an electrical signal. The polarizationmodulator, on the other hand, is used to control,
again by means of electrical impulses, the state of polarization that encodes a qubit. Figure 2.7
schematically represents a state source for QKD consisting of these devices.
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LASER PM

FPGA

FIBER FIBER FIBER

OUTPUTIM

Figure 2.7: Schematic of a QKD state source consisting of a laser, an intensity modulator (IM), a polarization modulator
(PM) and a Field Programmable Gate Array (FPGA), which allows devices to be controlled by electrical signal. [22]

2.3.1 iPOGNAC polarization modulator

2.3.1.1 Birefringence

Birefringence is a property of optically anisotropic materials in which the refractive index de-
pends on the polarization direction of the incident wave. In a crystal, there are three directions
orthogonal to each other, known as the optical axes of the crystal. In an anisotropic crystal,
by choosing these axes as coordinate axes, it is possible to define the ellipsoid of the refractive
indices:

x2

n2x
+

y2

n2y
+

z2

n2z
= 1 . (2.7)

Crystals exhibiting birefringence are divided into monoaxial and biaxial. Biaxial crystals have
the refractive indices nx ̸= ny ̸= nz, but they will not be dealt with in this thesis because only
monoaxic crystals were used in the experiments. The latter are also called uniassic and have the
property of having refractive indices nx ̸= ny = nz. In the latter case, the axis along the refrac-
tive index nx is an axis of symmetry of the crystal and is called the optical axis or extraordinary
axis. The axes along the refractive indices ny and nz are, on the other hand, indicated by the
name of ordinary axes. Therefore nx is called extraordinary refractive index and denoted by ns,
while ny = nz ordinary refractive index, denoted by no. The ellipsoid (2.7) then becomes:

x2

n2s
+

y2 + z2

n2o
= 1 , (2.8)

and is represented in Figure 2.8a. Consider the front of a planewave passing through the center
of the ellipsoid (2.8): the intersectionbetween this and the ellipsoid is an ellipsewith semiaxisno
and ne, of which an example is shown in Figure 2.8b. The semiaxis ne varies with the direction
normal to the wavefront ûn, assuming values between no and ns. There are three situations: if
ûn is parallel to the optical axis, the intersection ellipse is a circle with radius ne = no; if ûn is
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Pockels effect are called electro-optical materials and are devoid of inversion symmetry (for this
reason they are called non-centrosymmetric). A widely used material of this type is lithium
niobate (LiNbO3). For an anisotropic crystal the ellipsoid of the refractive indices is described
by Eq. (2.7) where x, y and z are the principal dielectric axes, i.e. the directions in the crystal
alongwhich the electric displacement vectors D⃗ and electric field E⃗ are parallel. The application
of an external electric field, in the specific case of the Pockels effect, introduces a perturbative
contribution:

Δ
(

1
n2

)

i
=

3∑

k=1

rikEk , (2.10)

where i can only assume the values i = 1, 2, 3, 4, 5, 6 and Ek is the component of the electric
field applied in the k direction. rijk is the electro-optic tensor which, since the symmetry rijk =
rjik holds, could be written using a contracted notation on two indices where i replaces the
pair ij with the following convention: i = 1, 2, 3, 4, 5, 6 corresponds, respectively, to ij =
11, 22, 33, 23, 13, 12 with the relation 1 = x, 2 = y, 3 = z. Therefore the ellipsoid takes the
form

(

1
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+
3∑
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r1kEk

)

x2 +

(

1
n2y

+
3∑

k=1

r2kEk

)

y2 +

(

1
n2z

+
3∑
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r3kEk

)

z2 +

+ 2yz
3∑

k=1

r4kEk + 2zx
3∑

k=1

r5kEk + 2xy
3∑

k=1

r6kEk = 1 . (2.11)

It can be seen that the electric field has changed both the direction of the dielectric axes and the
length of the half-axes of the ellipsoid. Since the variations in the refractive index are generally
small, the first order Taylor expansion can be used:

1
n2

≈ 1
n20

− 2
n3

(n− n0) ⇒ Δ
(

1
n2

)

i
≈ − 2

n3i
Δni

⇒ Δni ≈ −n3i
2
Δ
(

1
n2

)

i
= −n3i

2

3∑

k=1

rikEk , (2.12)

fromwhich the linear dependence between the variation of the refractive index and the applied
electric field is evident. Depending on the crystalline symmetry of the considered material,
some coefficients of the electro-optic tensor may be zero. For example, for the LiNbO3, which
belongs to the 3m symmetry group, the only non-zero coefficients are r12 = −r22 = r61, r13 =
r23, r33, r42 = r51. The largest tensor element is r33 and, for this reason, it is the one usually
used for electro-optical modulators built with this material. [22][29][33][34][35][36]
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2.3.1.3 Phase modulator

An electro-optical modulator is a device that generally uses the Pockels effect to modulate the
phase, amplitude (and thus intensity) or polarization of a light beam via an electrical control
signal. Depending on what the modulator modulates, it is called phase, intensity or polariza-
tionmodulator. The simplest phase modulator consists of a Pockels cell. This is nothingmore
than an electro-optical crystal connected to electrodes which, by varying the electrical voltage
applied, allows to control of the phase delay of a beam of light that propagates through the
crystal, modifying its refractive index. If the polarization of the incident wave is not to bemod-
ified, it must be aligned with one of the optical axes of the crystal. Consider a phase modulator
consisting of a Pockels cell of LiNbO3 of lengthL, which exploits the high coefficient r33 of the
crystal. Have an incident beam of wavelength λ0 polarized linearly along the optical axis and
apply an electric field E3 to the crystal in the direction of this axis. Using Eq. (2.12) the phase
shift produced by the Pockels effect will be:

ϕ =
2π
λ0

Δn3L = −2π
λ0

r33n33E3

2
L . (2.13)

In particular, if the crystal is shaped like a parallelepiped with thickness d along the optical axis,
a potential difference V applied along this axis, produces an electric field E3 =

V
d , from which

the Eq. (2.13) becomes:

ϕ = − π
λ0

r33n33V
d

L = −π
V
Vπ

with Vπ =
λ0

r33n33
d
L
. (2.14)

Therefore there is a linear dependence between the phase shift and the applied potential dif-
ference, which allows, by modifying the voltage, to modulate the phase of an incident ray. Vπ
is the electrical voltage necessary to induce a phase change of π in a Pockels cell and is called
half-wave voltage. Usually, Pockels cells have voltages Vπ of hundreds or thousands of Volts
but using highly non-linear crystals, such as LiNbO3, lower voltages are sufficient. Since Vπ
depends linearly on d and inversely on L, decreasing d and increasing L you can decrease the
value of Vπ: thanks to this you can build electro-optical modulators that work on the same
principle, but at lower voltages, using waveguides in such a way that d ≪ L. These particular
modulators are part of the integrated optics. An example of a phase modulator of this type is
constituted by a waveguide, created in a substrate of electro-optical material, and by electrodes
that act on the waveguide (Figure 2.9).
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Figure 2.9: An integrated‐photonic phase modulator using the electro‐optic effect. [29]

In particular, it is possible to create a waveguide in a substrate of LiNbO3 by doping with
titanium (titanium-indiffused), in order to slightly increase the refractive index compared to
that of pure crystal. It is also possible to use these modulators with optical fibers in input and
output. [22][29][35][36][37][38]

2.3.1.4 Polarization modulator

A polarization modulator allows, using an electrical signal, to control the state of polarization
at the output. Modulating the polarization of photons is useful for encoding qubits in QKD.
A simple method of doing this is to use as many different lasers as there are polarization states
required by the QKD protocol. The disadvantages, however, are that:

1. this system is expensive in economic terms and wasteful in energy terms because it re-
quires several lasers and different systems to manage them such as temperature con-
trollers and laser current drivers;

2. very high precision is required in the calibration and control of lasers because the pulse
differences belonging to different lasers could be exploited to find out the polarization
state without making a direct measurement.

To solve these problems it is possible to use a single laser together with a simple polarization
modulator consisting of a birefringent phase modulator in an inline configuration, which ex-
ploits a birefringent material and the electro-optical effect. Entering with photons polarized at
45° with respect to the optical axis of the birefringent crystal and applying an electrical voltage
to its ends, the ordinary and extraordinary refractive indices of the crystal will vary differently,
allowing to control of the relative phase between the polarizations |H⟩ and |V⟩.
Describing inmore detail how this type of polarizationmodulator works: the orientation of

the electro-optical material and the direction of the electric field can be configured to control
the value of the refractive indices of the ordinary and extraordinary axes. In this way, due to the
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Pockels effect, it is possible to have electro-optical coefficients rx and ry, such that the refractive
indices hold {

nx′ ≈ nx − 1
2n

3
xrxE

ny′ ≈ ny − 1
2n

3
yryE

, (2.15)

where nx and ny are the refractive indices in the absence of an electric field. Therefore the two
components of the wave propagate inside the material at two different speeds, producing a
relative phase difference between the two, which is

Γ =
2π
λ0

(nx′ − ny′)L = Γ0 −
π
λ0
(n3xrx − n3yry)EL , (2.16)

where Γ0 = 2π
λ0 (nx − ny)L is the phase delay in the absence of applied voltage. In other words,

through a variation of the electric field, it is possible to modulate the phase difference between
the components of the wave, thus changing its polarization. Eq. (2.16) can also be written as a
function of theVπ parameter:

Γ = Γ0 − π
V
Vπ

dove Vπ =
d
L

λ0
rxn3x − ryn3y

. (2.17)

Vπ represents the voltage necessary to obtain a phase delay of π. Figure 2.10 shows an example
of an experimental setup tomodulate the polarization through a birefringent phasemodulator
in an inline configuration. The phase modulator has a polarization-maintaining fiber (PMF)
at the input with the fiber input of themodulator rotated 45° with respect to the optical axis of
the crystal. PMF is a type of fiber that preserves the state of input polarization if parallel to one
of the optical axes of the fiber. In this way, entering the fiber with a linear polarization parallel
to the optical axis, a wave with diagonal polarization arrives at the modulator, which allows
for the exploitation of the ordinary and extraordinary refractive indices. An electrical signal
consisting of square waves sent to the modulator allows you to switch between two different
polarization states. Vπ is the potential difference necessary to have a transition between two
states orthogonal to each other. To obtain the necessary states for the realization of the BB84
it is sufficient to apply an appropriate potential difference to the electrodes of the modulator.
For example: if the state |D⟩ corresponds to 0 V, the state |A⟩ is obtained with a voltage equal
toVπ, while if you pass from a voltage of−Vπ

2 to that of Vπ
2 , we obtain a transition between the

states |H⟩ and |V⟩.
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Figure 2.10: Schematic of a simple experimental setup with a polarization modulator consisting of a birefringent phase
modulator in an inline configuration. The phase modulator has a polarization‐maintaining fiber at the input with the fiber
input of the modulator rotated by 45° with respect to the optical axis of the crystal. The abbreviations indicate: PMF =
polarization‐maintaining fiber, PM = phase modulator, H = horizontal polarization and D = diagonal polarization.

In this case, the drawbacks are that:

1. polarization modulation is very sensitive to temperature and bias voltage drift, which
generate an involuntary variation of the modulator output and requires active stabiliza-
tion;

2. polarizationmode dispersion (PMD) induced by birefringence reduces the degree of po-
larization, the two orthogonal components of the polarization travel at different speeds
and the phase shift can be large enough to separate them by a value greater than the co-
herence length of the source;

3. it is necessary to apply high electrical voltages to the modulator to be able to obtain all
the polarization states required by the QKD protocol.

To solve problem 1 it is possible to use the birefringent phase modulator together with a
Faraday mirror (FM) in a two-pass scheme, as in the diagram in Figure 2.11, but in this way
points 2 and 3 are not solved.
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Figure 2.11: Schematic of an experimental setup with a polarization modulator consisting of a birefringent phase mod‐
ulator together with a Faraday mirror in a two‐pass scheme. The abbreviations indicate: SMF = single‐mode fiber, PC =
polarization controller, CIRC = circulator, PMF = polarization‐maintaining fiber, PM = polarization modulator, FM = Faraday
mirror, H = horizontal polarization, D = diagonal polarization. SMFs are represented in yellow, while PMFs are represented
in blue.

In general, an optical fiber is a waveguide consisting of two concentric layers: a cylindrical
core and the layer that surrounds it, the cladding. The core has a refractive index higher than
the cladding: the interface between these two parts, therefore, behaves like a perfectly reflective
surface and therefore the light that travels through the core is confinedwithin it. In the case of a
single-mode fiber (SMF), the core is very thin compared to the wavelength of the light and this
means that there is no more reflection, so the light cannot travel in different ways and can only
propagate along the axis of the fiber. A SMF uncontrollably changes the polarization direction
of awavepassing through it. The reason is that thephenomenonofbirefringence canoccur due
to imperfections, mechanical stress, curvature or other factors that cause a break in the circular
symmetry of the fiber. For this reason, in the apparatus in Figure 2.11 there is a polarization
controller (PC), which allows you to change the polarization state of the light inside the optical
fiber to any desired one. A circulator, on the other hand, is an optical device, usually with three
doors, which allows light to be transmitted from door 1 to door 2 and from door 2 to door 3,
preventing other possible configurations. This serves to separate signals travelling in opposite
directions in an optical fiber, for example to achieve bidirectional transmission over a single
fiber. In the apparatus in Figure 2.11, the circulator allows photons to go from the laser to
the circulator, then to the Faraday mirror and back to the circulator, and finally to the output.
The Faraday mirror, on the other hand, is an optical device that reflects the incident light and
changes its polarization state in its orthogonal. In this way, considering the round trip from the
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circulator to the Faradaymirror, two orthogonal components of the polarizationwill travel the
same path, therefore the phase shifts due to drift will be compensated and the alterations of the
polarization state will be minimized. [22][29][39][40] [41]

2.3.1.4.1 POGNAC To solve all three of the problems listed above, the POGNAC polar-
ization modulator shown in Figure 2.12 has been devised. This consists of a circulator con-
nected to a polarization controller and a Sagnac interferometer via single-mode fiber. The
Sagnac loop is composed of a fiber polarization beam splitter (PBS), polarization maintenance
fiber and a phase modulator. Thanks to the polarization controller the photons enter the PBS
with a polarization which is a balanced superposition of the horizontal |H⟩ and vertical |V⟩
polarization modes, for example a diagonal polarization |D⟩ = 1√

2 (|H⟩+ |V⟩), after having
crossed the Sagnac loop they leave the PBS with a state:

|ψ⟩ = 1√
2
(
|H⟩+ eiϕ |V⟩

)
(2.18)

withϕdeterminedby the phasemodulator, andfinally they comeout from the circulator outlet
door.

Figure 2.12: Schematic representation of the working principle of the POGNAC. SMFs are drawn in yellow while PMFs are
in blue. [41]

The disadvantages of POGNAC however are that:

1. SMF before the PBS requires a polarization calibration via the PC to obtain a balanced
overlap of the horizontal and vertical polarization modes at the input of the Sagnac in-
terferometer;

2. SMF at the output from the Sagnac interferometer (which goes from the PBS to the cir-
culator output) introduces a unitary transformation of the polarization state not known
a priori, which complicates things in the case of QKD implementations in free-space be-
cause implies that a polarization calibration will also be required at the receiver;
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3. the drift due to temperature variations and the mechanical stresses of the SMFs require
a recalibration of the polarization (this is true both at the transmitter before the Sagnac
and at the receiver).

[40][41]

2.3.1.4.2 iPOGNAC To solve all three of these problems, the iPOGNAC shown in Figure
2.13 was designed, which does not require polarization calibration either at the transmitter or
at the receiver (in the case of QKD in free-space, in the case of fiber-based QKD it still requires
a receiver calibration).

Figure 2.13: Schematic representation of the working principle of the iPOGNAC. The free‐space BS is used to separate
incoming from outcoming light. A Sagnac interferometer including a fiber PBS, a phase modulator, and PMFs (indicated in
blue) is used to modulate the polarization state. We always consider a left‐handed reference frame whose z axis is directed
toward the photon’s propagation direction. [40]

Laser pulses with a polarization that is a balanced superposition of |H⟩ and |V⟩ propagate
in free-space and impact a free-space BS. Photons reflected by the BS are discarded and those
transmitted are injected with a collimator into a PMF. Thanks to the birefringence of the PMF
the polarization modes |H⟩ and |V⟩ see different refractive indices and the polarization state is
changed into an elliptical polarization:

|Ψ1⟩ =
1√
2
(
|H⟩+ eiδ |V⟩

)
(2.19)

where phase δ depends on the length of the optical fiber, the difference between the fast and
slow refractive indices of the PMF and the differences in temperature and mechanical defor-
mations of the PMF. For laser pulses with short coherence, the δ phase can be large enough to
depolarize the light. After the PMF there is a fiber PBS and a Sagnac loop composed entirely of
PMFs equal to that of the POGNAC. The fiber PBS separates orthogonal linear polarizations,
then the two outputs of the PBS are connected to PMFs so that each of the beams exiting the
PBS is aligned with the slow axis of the PMF and the polarized light travels only along the slow
axis of the fibers. The vertically polarized component travels clockwise (CW), first encounters
the phasemodulatorwhich introduces an ”early” phase ϕe on the pulse, then encounters a PMF
delay line, returns to the PBS and exits the interferometer Sagnac with horizontal polarization.
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The horizontally polarized component instead travels counterclockwise (CCW), first encoun-
ters the PMF delay line and then the phase modulator so that it arrives on the modulator after
the CW pulse, the phase modulator introduces a phase “late” ϕe on impulse, then returns to
the PBS and exits the Sagnac interferometer with vertical polarization. If we do not consider
the effect of the phase modulator, the Sagnac loop sends |H⟩ → − |V⟩ and |V⟩ → |H⟩ (while
a FM sends |H⟩ → |V⟩ and |V⟩ → |H⟩). So with respect to the polarization at the PBS input
of Eq. (2.19), this will change the sign of the δ phase and introduce an extra shift of π:

|Ψϕe,ϕl
2 ⟩ = 1√

2
(
|H⟩ − e−iδ |V⟩

)
(2.20)

Considering also the effect of the phase modulator, the polarization state at the output of the
PBS will be:

|Ψϕe,ϕl
2 ⟩ = 1√

2

(

|H⟩ − e−i(ϕl−ϕe−δ) |V⟩
)

(2.21)

Since both polarizations travel along the slow axis of the PMFs within the Sagnac interferome-
ter, PMD does not occur. Furthermore, the phase modulator modulates a single polarization
mode but the voltage signal that drives the modulator must have a frequency twice as high as
the pulse generation frequency. The optical pulse, after exiting the Sagnac loop, retraces back-
wards the PMF that it had travelled on the outward journey and in this way compensates for
the phase δ between the polarization modes |H⟩ and |V⟩ that it had accumulated at the gone.
The |H⟩ polarization first travels the fast axis of the PMF, after the Sagnac loop it becomes
− |V⟩ and retraces the PMF backwards along the slow axis, while the |V⟩ polarization first trav-
els along the slow axis of the PMF, after the Sagnac loop it becomes |H⟩ and retraces the PMF
backwards along the fast axis. After the PMF, the collimator transports the pulse to free-space
which hits the free-space BS again. This time the component transmitted by the BS is discarded
while the reflected one is the output of the iPOGNAC and will have a polarization:

|Ψϕe,ϕl
OUT⟩ =

1√
2

(

|H⟩+ e−i(ϕl−ϕe) |V⟩
)

(2.22)

where an additional π shift due to reflection from the BS was taken into account.
Inside the Sagnac loop, the CW pulse arrives on the phase modulator before the CCW one

by a factor ΔL
nfc

(where ΔL is the length of the fiber delay and nf is the refractive index of the
slow axis of the PMF). By changing the phases ϕe and ϕl (accurately timing the voltage applied
on the phasemodulator), one can generate any state that is a balanced overlap of the horizontal
|H⟩ and vertical |V⟩ polarization modes, i.e. lying on the equator of the Bloch sphere (Figure
1.7b). For example, if no voltage is applied to the CW and CCW pulses, the polarization state
remains:

|Ψ0,0
OUT⟩ = |D⟩ = 1√

2
(|H⟩+ |V⟩) (2.23)

31



2.3. Components of a state source for QKD 2. Discrete-Variable QKD

If a voltage Vπ/2 is applied to the CW pulse and no voltage is applied to the CCW pulse, the
output state becomes:

|Ψπ/2,0
OUT ⟩ = |L⟩ = 1√

2
(|H⟩+ i |V⟩) (2.24)

If no voltage is applied to the CW pulse and the voltageVπ/2 is applied to the CCW pulse, the
output state becomes

|Ψ0,π/2
OUT ⟩ = |R⟩ = 1√

2
(|H⟩ − i |V⟩) (2.25)

So with a voltage: ±Vπ/2 (which corresponds to the voltage required to introduce a phase shift
of π/2 in the phase modulator) it is possible to generate the states |D⟩, |L⟩ and |R⟩, allowing
the implementation of the three-state version of the BB84 protocol.

The tests performed on the iPOGNAC have provided excellent performances in terms of
quantumbit error rate (QBER).An intrinsicQBER < 0.2% and long-term stabilitymeasured
over 24h was obtained. [40][41]

2.3.2 Sagnac-based intensity modulator
It is possible to build an intensity modulator conceptually similar to the iPOGNAC polariza-
tionmodulator, which consists of a Sagnac optical fiber interferometer composed of a BS 70:30
fiber, a lithiumniobate birefringent phasemodulator and a long fiber delay line 1m, as schema-
tized in Figure 2.14. All optical fibers are PMFwith the light propagating along the fibers’ slow
axis. This type of modulator allows long time stability.

OUTPUT

LASER

70:30

Figure 2.14: Schematic representation of the Sagnac‐based intensity modulator. [41]

BS 70:30 separates the amplitude of the incoming laser signal into two components: one
component that travels clockwise in the Sagnac loop ACW and another that travels anticlock-
wise ACCW. The component travels clockwise, first encounters the phase modulator which
introduces an ”early” phase ϕe on the pulse, then encounters a PMF delay line, returns to the
BS and exits the interferometer Sagnac. The component travels counterclockwise instead, first
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encounters the PMF delay line and then the phase modulator so that it arrives on the modula-
tor after theCWpulse, the phasemodulator introduces a phase “late” ϕl on pulse, then returns
to the BBS and exits the Sagnac interferometer. It is possible to calculate themodulator output
intensity as a function of the input intensity and the phase introduced by the phasemodulator:

IOUT = A2
CW + A2

CCW + 2ACWACCW cos (Δϕ) =

= ICW + ICCW + 2
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50
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(2.26)

if ϕe − ϕl = 0 ⇒ Imax
OUT = IIN

if ϕe − ϕl = π ⇒ Imin
OUT = 0.16 IIN

if ϕe − ϕl = ±π
2

⇒ IOUT = 0.58 IIN
(2.27)

In this way, if for example one chooses a intensity state with ϕe−ϕl =
π
2 and another state with

ϕe − ϕl = π, it is possible to obtain a ratio between the two intensities of≃ 3.6.
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Figure 2.15: Theoretical trend of the ratio between output and input intensity as a function of the phase modulated for the
Sagnac‐based intensity modulator. The plotted function is Eq. (2.26)

To use the modulator to implement the three-state and one-decoy state protocol (described
in Section 2.1.3), it is necessary to be able to choose between two different average numbers of
photons (signal μ and decoy ν) for the transmitted pulse in such a way that μ > ν. [42] [43]
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2.4 Experimental setup

2.4.1 Quantum trasmitter
Figure 2.16 shows a schematic of the experimental setup used on the quantum transmitter.
The source is a gain-switched distributed feedback (DFB) laser that emits a 50 MHz stream
of phase-randomized pulses with∼200 ps FWHM duration at 1310 nm. The system consists
of two main parts: the intensity modulator followed by the iPOGNAC polarization modu-
lator. The intensity modulator (described in Section 2.3.2) is based on a fiber optic Sagnac
loop and includes a 70:30 BS, a LiNbO3 phase modulator and a 1 m long delay line. This
system implements the decoy-state protocol by setting two possible mean photon numbers (μ
and ν) for the transmitted pulse. μ and ν are chosen in such a way that their ratio is μ

ν ≃ 3.3.
Laser and intensitymodulator are composed only of PMFwith the light propagating along the
slow axis of the fibers. Like the intensity modulator, the iPOGNAC polarization modulator
(described in Section 2.3.1.4.2) is made up of an unbalanced Sagnac interferometer with the
BS replaced by a PBS. Before entering the PBS, the light passes through a free-space BS used
like a circulator. The polarization entering the PBS is a balanced superposition of vertical and
horizontal states, in this way the light is equally split into the clockwise and counterclockwise
components of the loop. Thanks to the asymmetry of the interferometer, by properly setting
the voltage of the modulator and timing the two pulses, one can generate |L⟩ or |R⟩ polariza-
tion states. If no phase is applied to any of the two pulses, the resulting polarization state is
|D⟩. These three states allow us to implement the 3-state efficient BB84 protocol, where the
keying basis isK = {|L⟩ , |R⟩} and the check basis isC = {|D⟩ , |A⟩}. The polarizationmodu-
lated light emerges from the free-space BS, is attenuated to the single-photon level by a variable
optical attenuator (VOA) and is transmitted over the quantum channel to the receiver. The
synchronized electronic signals used to drive the laser and the two electro-optical phase mod-
ulators were generated by a field programmable gate array (FPGA) mounted on a dedicated
board (ZedBoard by Avnet). [43]
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Figure 2.16: Schematic representation of the QKD transmitter setup employed in the experiment.

2.4.2 Quantum receiver
Figure 2.17 shows a schematic of the experimental setup used on the quantum receiver. Bob
measures the incomingphotons by randomly choosing between the key basis (K) and the check
basis (C)with equal probability using aBS50:50. Projectivemeasurements are performedusing
an Automatic Polarization Controller (APC) together with a PBS for each base. An APC is
nothing more than a motorized polarization controller that can be electrically controlled via a
PC. Before starting to run the QKD protocol, the APCs are aligned by sending a public states
sequence and monitoring the resulting QBER. Furthermore, during the key exchange, Alice
interleaves 4 pre-shared and publicly known bits every 36 private key bits and Bob uses them
to keep his measurement bases aligned with the APC. A time multiplexing scheme was used
to perform the measurements on two bases using only a single photon detector. Specifically,
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Figure 2.18: Histogram of the laser pulse counts in an acquisition time of 10 s. From the gaussian fit of the histogram, it
was obtained: σ = (79.94±0.04) ps.

From a gaussian fit of the histogram of the laser pulse counts FWHM∼200 ps was found.

Gaussian fit result
σ [ps] FWHM [ps]

79.94± 0.04 188.23± 0.08

Table 2.4: Standard deviation σ and full width at half maximum (FWHM) obtained from the gaussian fit of the histogram of
the laser pulse counts of Figure 2.18. Where FWHM= 2

√
2 ln 2 σ.

2.5.1.2 Intensity modulator

To characterize the Sagnac-based intensity modulator described in Section 2.3.2, the optical
power output was measured as a function of the electrical voltage applied to the phase modula-
tor. It was necessary to use a voltage amplifier for the RF signal generated by the FPGA for the
phase modulator. Optical power measurements were performed with an InGaAs photodiode.

From Eq. (2.14), the optical power output from the Sagnac based intensity modulator is:

POUT (V) =
PIN

50

[

29+ 21 cos
(

ϕ0 − π
V
Vπ

)]

(2.28)

Figure 2.20 shows a plot of the normalized optical power output from the Sagnac-based
intensity modulator as a function of the voltage applied to the phase modulator. Eq. (2.14)
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was used to fit only a portion of the data due to the effects introduced by the voltage amplifier
visible at low voltages.
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Figure 2.19: Plot of the normalized optical power output from the Sagnac‐based intensity modulator as a function of the
applied voltage. Function 2.28 was only fit on a restricted region of the data due to the effects introduced by the voltage
amplifier. A zoom only on the part with the fit is shown in Figure 2.20.
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Figure 2.20: Zoom on part of the plot with the fit of Figure 2.19.

To use the modulator to implement the three-state and one-decoy state protocol, it is neces-
sary to be able to choose between two different average numbers of photons for the transmitted
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pulse (signal μ and decoy ν, with μ>ν). We have chosen in such away that its ratio is μ/ν ≃ 3.33.
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Figure 2.21: Example of the electrical signal used for the Sagnac‐based intensity modulator. The electrical signal is gener‐
ated by the FPGA, passes through a delay line and a voltage amplifier.

2.5.1.3 Polarization modulator

To characterize the iPOGNAC polarization modulator described in Section 2.3.1.4.2, the po-
larization state was measured as a function of the electrical voltage applied to the phase modu-
lator. It was necessary to use a voltage amplifier for the RF signal generated by the FPGA for
the phase modulator, while a polarimeter was used to carry out the measurements (Thorlabs
model PAX1000IR2). Figure 2.22 shows a plot of the angle between the states |R⟩, |D⟩ and
|L⟩, |D⟩ in output from the iPOGNAC polarization modulator as a function of the voltage
applied to the phase modulator.
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Figure 2.22: Plot of the angle between the states |R⟩, |D⟩ and |L⟩, |D⟩ in output from the iPOGNAC polarization modu‐
lator as a function of the applied voltage.

The trends of the two data sets visible in Figure 2.22 should in theory be the same. The
reason they are not may be due to imperfections in the electrical signal used for the phase mod-
ulator or in the iPOGNAC. The polarization state entering the Sagnac loop may not be a per-
fect balanced superposition of the horizontal and vertical polarization states. Furthermore, the
optical fibers present in the transmitter setup have all been spliced together to avoid losses and
reflection problems due to the fiber connectors and theremay be imperfections due to the splic-
ing process.
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Figure 2.23: Plot of the angle between the states |R⟩ and |L⟩ in output from the iPOGNAC polarization modulator as a
function of the applied voltage.

Polynomial fits were performed to reproduce the trend of the experimental data and to be
able to predict at what voltage to set the phase modulator to obtain a certain polarization at
the output of the iPOGNAC. The fits were performed only on a portion of the data due to
the effects introduced by the voltage amplifier visible at low voltages (it can be noticed that
the trend is very similar to that of Figure 2.19 for the intensity modulator). The results of the
polynomial fits are shown in Table 2.5.

Polynomial fit results
Dataset p0 [°] p1 [°/V] p2 [°/V2] p3 [°/V3]

|R⟩ , |L⟩ (−77± 4) · 10 (41± 2) · 10 −38± 3
|R⟩ , |D⟩ (−28± 1) · 10 141± 7 −9.7± 0.9
|L⟩ , |D⟩ (−13± 1) · 102 (10± 1) · 102 (−22± 3) · 10 17± 3

Table 2.5: Results of the parabolic fits of the angles between the states |R⟩, |D⟩ and |R⟩, |L⟩ and of the cubic fit of the
angles between the states |L⟩ and |D⟩ as a function of the voltage applied to the polarization modulator. The fit function
is: θ = p0 + p1V+ p2V2 + p3V3. The data fit plots are shown in Figure 2.22 and 2.23.

Figure 2.25 shows the polarization states on theBloch sphere generated by the iPOGNACas
a function of the applied electrical voltage. The reference systemof theBloch sphere is arbitrary,
the aim is just to visualize the variation of the angle between the different polarization states.
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2.5.1.4 VOA

The electronicallyVariableOpticalAttenuator (VOA)makes it possible to vary the attenuation
of the optical signal transmitted through the device using an electrical signal. The characteri-
zation of the VOA is necessary to be able to attenuate the output of the transmitter at a single
photon level. Figure 2.27 shows a plot of the photon counts as a function of the electrical
voltage applied to the VOA. An exponential fit of the data was performed and the results are
reported in Table 2.6. The data were acquired with an SNSPD detector.
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Figure 2.27: Plot of photon counts as a function of the electrical voltage applied to the VOA. An exponential fit of the data
was performed.

Exponential fit result
Costant Slope [1/V]

0.9± 0.1 4.37± 0.03

Table 2.6: Results of the exponential fit of the data in Figure 2.27.

2.5.2 QBER
QKDprotocols expect errors to occurwithin a certain threshold value. The sifted key obtained
maynot be identical forAlice andBobnot only due to eavesdropping, but also due to noise and
experimental imperfections (due to the channel or detector), and it is not possible todistinguish
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them. These errors are measured using the Quantum Bit Error Rate (QBER), defined as the
ratio between the number of wrong bits and the total number of bits of the sifted key. The
exchange is considered safe if the QBER is below a threshold value of 11%.

Once the setup was completed, the intrinsic QBER (only due to noise and experimental
imperfections) was measured in the two bases necessary for the three-state and one-decoy pro-
tocol. Measurement was performed by sending a pseudo-random qubit sequence of states and
measuring the QBER of the sifted string recovered by Bob. In Figure 2.28a, 2.28b and 2.29 we
show the QBERs behavior for an acquisition set, while in Table 2.7 are reported the average
QBER values.

Time (h)

0 2 4 6 8 10 12 14 16

Q
B

E
R

 (
%

)

0

1

2

3

4

5

6

7

QBER in the key-generation basis

(a)

Time (h)

0 2 4 6 8 10 12 14 16

Q
B

E
R

 (
%

)

0

1

2

3

4

5

6

7

8

9

QBER in the check basis

(b)

Figure 2.28: (a) Behavior of the QBER in the key‐generation basis. (b) Behavior of the QBER in the check basis. The data
acquisition duration is 16.4 hours.
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Figure 2.29: Behavior of the QBERs in the key‐generation and in the check basis during an acquisition lasting 16.4 hours.
To better visualize the trend, an average of every 1000 QBER data was performed for the plot.

AverageQBER for theK basis AverageQBER for the C basis Acquisition time

(1.1± 0.8) % (0.9± 0.9) % 16.4 h

Table 2.7: Average QBER values in the key‐generation basisK = {|R⟩ , |L⟩} and in the check basis C = {|D⟩ , |A⟩}
for the case is shown in Figure 2.29.

Thefluctuations ofQBERvisible in the plots aremostly due to temperature changes. When-
ever the QBER grows too large, the automatic polarization alignment mechanism provides to
reduce it.

In conclusion, a low intrinsic QBER<2% and long-term stability measured over 16 h was
obtained. The obtained QBER values are much lower than the protocol threshold value of
11% and these performances are well-suited for QKD systems. [43]
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Continuous-Variable QKD

So far, only discrete variableQKDprotocols (DV-QKD) have been discussed. As an alternative
to the DV-QKD, there is the continuously variable QKD (CV-QKD).

In discrete variable QKD protocols:

• the information is encoded in discrete degrees of freedom of the single photon, such as
polarization or phase;

• single photon detectors are required to measure the quantum states received.

In CV-QKD on the other hand:

• the information is encoded in continuous degrees of freedom of the electric field, such
as the quadratures;

• receiver requires homodyne (or heterodyne) detectors composed of classical photodi-
odes.

An homodyne detector measures a single quadrature of the electric field of the incident
light. The measurement outcomes of such a measurement are a projection of the phase and
amplitude of the electric field of light onto the quadrature axes. This projection ideally yields
a continuous value as a measurement result, therefore justifying the name continuous-variable
quantum key distribution. In practice, however, there is always a finite discretization of such
measurements, due to the finite resolution of the experimental apparatus. Comparing the two
types of protocols: homodyne detectors have lower costs, higher speed and higher efficiency
than single photon ones. However, CV protocols present greater problems of information
deterioration in optical fibers over long distances and the status of security proofs is less ad-
vanced with respect to their DV counterpart. Therefore at short distances, CV protocols are
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preferable because they have a higher key rate, while at long distances DV protocols are more
efficient. For example, the transmission distance record for a CV protocol (the GG02 proto-
col) for fiber-based QKDwas established in 2020 and is approximately 200 km.[44]While the
distance record for a DV protocol (the twin-field protocol) was established in 2021 and is over
800 km.[45]

Figure 3.1 shows an example comparison of the key rate between a CV (4-PSK protocol)
and a DV protocol (T12 protocol). It can be seen that in this case, below 40 km of distance the
CV protocol is more efficient, while above 40 km the DV protocol is more performing and the
difference in key rates can be of several orders of magnitude.

Figure 3.1: Performance comparison of CV‐QKD versus DV‐QKD for access and metro networks. [46]

CV-QKDprotocols consist of the exchange of coherent states modulated in the phase space
and measurements with coherent detection. The main difference from classical coherent op-
tical communication is that CV-QKD works in the quantum regime with attenuated coher-
ent states and low-noise detectors. As far as the security of CV protocols is concerned, their
demonstration is more complicated than DV protocols because a description in the entire in-
finite dimensional Fock space is required. In DV protocols, on the other hand, small Hilbert
spaces are used. The most widely used and safest CV protocols are those in which coherent
states with a Gaussian modulation are prepared. One of the best-known CV-QKD protocols
is the Gaussian-Modulated Coherent States (GMCS) protocol.[47][48] The coherent state

|α⟩ = e−
|α|2
2

∞∑

n=0

αn√
n!

|n⟩ (3.1)

is sent to Bob, where α is a random complex variable from a Gaussian distribution. Bob fi-
nally measures the state with a homodyne detector. From a theoretical point of view, the more
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coherent states can be generated, the safer the system is, but Gaussian modulation is only an
idealization since real modulators have finite ranges and precision and therefore the number of
possible states is finite. It can be shown that with sufficiently large constellations of states in
phase space it is possible to obtain safety levels close to those for Gaussian modulation. Pro-
tocols with 2 coherent states are called Binary Phase-Shift Keying (BPSK), while those with 4
states are called Quadrature Phase-Shift Keying (QPSK), both are represented in Figure 3.2.
The BPSK and QPSK protocols are part of the most general class of the M-PSK phase-shift
keying protocols where Alice sends coherent states of the form:

|αk⟩ = α e
2πik
M for α > 0 (3.2)

The BPSK and 3-PSK cases do not guarantee good safety performance like the QPSK. In PSK
modulation the only parameters are the number of states and the amplitude α of the coherent
states, but there are protocols with more complex constellations. For example, the coherent
states can lie on a grid or circles with different radii (as in Figure 3.2d).
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Figure 3.2: (a) BPSK constellation diagram. [49] (b) QPSK constellation diagram. [50] (c) 8‐PSK constellation diagram. [51].
(b) Circular 8‐QAM constellation diagram. [52]

PSK can be seen as a particular case of Quadrature Amplitude Modulation (QAM), which
exploits both amplitude and phase modulation: amplitude modulation allows to an increase
the radius of states in the phase space, while phase modulation allows to vary the radius (as

49







3.1. QKD system design for both CV and DV 3. Continuous-Variable QKD

3.1 QKD system design for both CV andDV
The idea is to design and test the feasibility of creating aQuantumKeyDistribution system that
works for both discrete and continuous variables. The motivation for designing such a system
is that in this way it would be possible to choose the most efficient protocol depending on the
optical fiber communication distance. Furthermore, thinking about satellite communication
in free-space, wanting to test the different types of QKD protocol, in this case the size of the
system is very important and having a single device capable of using both types of protocols
would save space and costs.

To design a QKD transmitter that works for both discrete and continuous variables, you
could try to modify the setup described in Section 2.4.1 and represented in Figure 2.16 as little
as possible. For example, it can be modified as shown in Figure 3.5. As already discussed, a
QKD-DV transmitter usually consists of three main components: laser, intensity modulator
and polarization modulator. For a DV protocol such as the BB84, it is important that the
laser is gain-switching so that the pulses generated are not in phase with each other, otherwise
it would be possible for an interceptor to steal information from the relative phase between
two pulses. For a CV protocol, on the other hand, it is important to be able to control the
relative phase between two pulses. To make a QKD transmitter that works for both CV and
DV, one could use a single laser that does gain switching for the DV protocol and injection
locking for theCVprotocol, so that it can be used for both protocols. Gain switching allows to
obtain not correlated pulses in phase and very narrow, while injection locking allows to obtain
pulses in phase with each other using a laser pump. The pump laser could also be used for the
homodyne detector which requires a local oscillator to perform the measurements. Regarding
the Sagnac-based intensitymodulator it could be left unchanged so that it can be used for both
protocols. The iPOGNAC polarization modulator, on the other hand, can be modified by
inserting an electrically controlled optical switch to select or avoid the fiber delay line. In this
way, by selecting it you could get the standard iPOGNAC for QKD-DV, avoiding it you could
control the relative phase between two optical pulses for the CV protocol.
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Figure 3.5: Schematic of a possible QKD transmitter for both discrete and continuous variables. The laser can do injection
locking. The polarization modulator is the standard iPOGNAC except for the optical switch that allows you to avoid or
not the fiber delay line. The switch allows you to choose between a DV (delay line) and a CV (no delay line) protocol. The
abbreviations indicate: BS = beam splitter, IM = intensity modulator, PUMP = laser pump, ISO = isolator, FC = fiber colli‐
mator, PBS = polarizing beam splitter, D = diagonal polarization, PM = phase modulator, VOA = variable optical attenuator,
LO = local oscillator. The yellow lines indicate single‐mode fiber, the blue ones indicate polarization‐maintaining fiber, and
the red ones free‐space.

Similarly to the receiver, an electrically controlled optical switch can be inserted to select
the single photon detector for the discrete variable protocol or the homodyne (or heterodyne)
detector for the continuous variable protocol. The homodyne detector extracts phase informa-
tion on a beam by comparing it to a reference beam (local oscillator, LO). This can for example
be taken directly from the sender’s laser pump.
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3.2 Mach-Zehnder intensity modulator
It is possible to realize an intensitymodulator, calledMach-Zehndermodulator, simply by plac-
ing a phasemodulator in an arm of aMach-Zehnder interferometer. This consists of two beam
splitters and twomirrors: a beam splitter divides the light beam into two beams of equal inten-
sity, which travel along two different paths and, through the mirrors, recombine in another
beam splitter which allows the two beams to interfere, as depicted in Figure 3.6.

Figure 3.6: A phase modulator placed in one branch of a Mach‐Zehnder interferometer can serve as an intensity modulator.
[29].

The intensity of their overlap is thendetectedbymeasuring, bymeansof twophotodetectors,
the two rays exiting the second beam splitter. Consider a single output of the interferometer,
let ϕ0 be the phase term due to the optical path difference of the two arms of the interferometer
when no voltage is applied and ϕ the phase difference due to the phasemodulator, the intensity
will be
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(3.3)

which is nothing more than the transfer function in the ideal case (without considering the
optical power losses inside the modulator), where the (2.14) has been used, Ai is the input am-
plitude and Ii is the input intensity of the interferometer. Therefore, by changing the potential
difference of the phase modulator, the two beams can be made to interfere in a constructive or
destructive way and, in this way, the amplitude (and therefore the intensity) at the output can
be controlled. For example, the optical path difference can be constructed so that ϕ0 = 0, if
V = 0 ⇒ Io = Ii, while if V = Vπ ⇒ Io = 0. Therefore, by applying the voltages be-
tween 0 ≤ V ≤ Vπ, it is possible to produce at the output of the interferometer the intensities
between 0 ≤ Io ≤ Ii.
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The Mach-Zehnder intensity modulator can also be realized in the form of an integrated
optical device, which does not use mirrors and beam splitters, but has a completely equivalent
operation to the previous one. This is constructed using a substrate of electro-optical material
and Y waveguides instead of the two beam splitters, as shown in Figure 3.7. Optical fibers can
beused at the output and input. TheThorlabsLN81S-FCMach-Zehnder intensitymodulator
used for this thesis work is of this last type and is constructed in such a way as to have the two
arms of the interferometer symmetrical.

Figure 3.7: An integrated‐photonic intensity modulator. A Mach‐Zehnder interferometer and an electro‐optic phase modu‐
lator are implemented using optical waveguides fabricated from a material such as LiNbO3 indiffused with Ti. [29].

The intensity modulator used for this thesis work is an Z-cut LiNbO3 intensity modulator
based on titanium-indiffused waveguide technology. Lithium niobate IMs can be fabricated
with X-cut or Z-cut. X-cut IMs, as can be seen in Figure 3.8a, allow both arms of the Mach-
Zehnder interferometer to be symmetrically modulated, in this way the modulated output is
not shifted in phase. Z-cut IMs represented in Figure 3.8b, on the other hand, have a difference
in the phase shift between the two arms of theMach-Zehnder interferometer and this results in
a phase shift in the output in addition to the intensity modulation. Z-cut IMs are also charac-
terized by a higher frequency-chirp in the modulated signal and a lowerVπ voltage than X-cut
IMs. These are the reasons why in our case it is necessary to have a Z-cut LiNbO3 intensity
modulator. [22][29][36][59][60]
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(a) (b)

Figure 3.8: (a) X‐cut LiNbO3 intensity modulator cross‐section. (b) Z‐cut LiNbO3 intensity modulator cross‐section. [60]

3.2.1 Drift
Achange in the output of theMach-Zehndermodulatormaynot evenbedue to an applied elec-
trical modulation signal. In this case the change is unintentional and is called drift. The most
frequent causes of drift are: temperature variations, thermal inhomogeneity, aging, photore-
fractive effects and accumulation of electrostatic charges. All these phenomena can introduce
a phase term ϕ0, due to a small non-symmetrical variation of the optical path inside the two
arms of the interferometer, causing a shift of the transfer function. In these cases the electrical
modulation signal is then applied to a variable operating point, which can strongly modify the
modulation obtained. For this reason, in the LN81S-FCmodulator, in addition to the pair of
electrodes to which the modulation voltage is applied (called RF voltage), there is another pair
of electrodes to which a DC voltage is applied, called bias voltage. The bias voltage allows you
to select the desired operating point of the modulator, compensate for its possible drift and
block the operating point of the device, in order to maintain stable operating conditions. It is
possible to carry out these operations through an automatic control system, which was built
and programmed ad hoc for this thesis work. The LN81S-FC modulator has a monitoring
photodiode inside that uses a small part of the modulated laser signal coming out of it. The
control system receives the current generated by this photodiode and adjusts the bias voltage of
the modulator. Considering this bias voltageVbias Eq. (3.3) becomes:

I = Ii cos2
(
ϕ0
2

− π
2
V+ Vbias

Vπ

)

, (3.4)

where in this case ϕ0 is the phase term due to drift alone. [22][59]

56



3. Continuous-Variable QKD 3.2. Mach-Zehnder intensity modulator

3.2.2 PID controller
Whenever a device must keep a certain physical parameter of a system constant, for example
a temperature, a speed or a direction, a control action is needed to correct any unwanted vari-
ations with respect to the preset value. In the case in question, the physical parameter to be
kept constant is the intensity of the laser coming out of the Mach-Zehnder intensity modula-
tor. To create the control system, a PID controller can be used, an acronym that indicates a
proportional, integral and derivative action controller. The PID controller is one of the most
used negative feedback control systems in the industry due to its simplicity, because it allows
to obtain good performances, even in the presence of little knowledge of the system model,
and because it presents non-complex parameters calibration techniques. The PID accepts the
device output variable as input and compares it with a predetermined setpoint, which is the
reference value to be reached and kept as constant as possible. The difference between setpoint
and input value is the error and is used to determine the controller output variable. The control
law, i.e. the link between error e(t) and the output variable of the regulator u(t), is given by the
sum of three contributions:

u(t) = KP e(t) + KI

∫ t

t0
e(τ)dτ+ KD

de(t)
dt

. (3.5)

The first term linearly depends on the error, the second is proportional to the integral of the er-
ror and the third depends on the derivative of the error, thereforeKP is called the proportional
action coefficient, KI coefficient of the integral action and KD coefficient of the derivative ac-
tion. With only the proportional actionKP e(t), if in a certain instant the error were to be null,
this would be canceled in turn. If in the next instant the error was not null, there would be no
preventive correction. A possible solution to this problem is the introduction of the integral
actionKI

∫ t
t0 e(τ)dτ. This depends on the sum of all previous errors over time, so it varies until

the setpoint is reached, and in this case it remains constant. Therefore, even if the proportional
action were null, there would be corrective action. The derivative actionKD

de(t)
dt , on the other

hand, thanks to its dependence on the speed with which the error varies, allows to further im-
prove the performance of the controller, trying to compensate the error variations and ensuring
greater stability to the system. [22][61][62]

3.2.3 Controller realization
An Adafruit HUZZAH32 ESP32 with Arduino Programming Language programming code
was programmed to create the controller. The programming code was written in Arduino
Programming Language. To exploit the weak current signal outgoing from the photodiode
of themodulator, a transimpedance amplifier has been assembled that uses the AnalogDevices
AD8513ARUZoperational amplifier, speciallymadewith high gain toworkwith low currents.
This circuit allowed the current to be amplified into a voltage readable by the ESP32. It was
necessary to insert a capacitor in parallel to the inverting branch of the circuit. This acts as an
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active low pass filter to limit the bandwidth of the circuit and thus the noise generated. The
bias voltage supported by the modulator is between −8 V and 8 V, but the output voltage
of a single pin of the ESP32 is between 0 V and 3.3 V. For this reason, a MAX11300PMB1
peripheral module (fromMaxim Integrated) was used, equipped with 20 pins that can work as
ACD or DAC and can generate a voltage difference of 10 V. The MAX11300PMB1 output
allowed to obtain a voltage between −5 V and +5 V and a non-inverting amplifier was built
(using the same operational AD8513ARUZ equipped with several outputs), which allowed to
amplify the voltage up to±8 V. Figure 3.9 shows a diagram of the system created:

R =33kΩ
1

R =18kΩ
2

Vout
 

f

f

AD8513ARUZ

C =10pF

R =10kΩ

Photodiode

ESP32

MAX

11300

PMB1

TRANSIMPEDANCE AMPLIFIER

NON-INVERTING AMPLIFIER

AD8513ARUZ

Figure 3.9: Electronics diagram created for the controller of the Mach‐Zehnder IM. [63] [64]

Togenerate aDCvoltageof±12V, forboth theoperational amplifier and theMAX11300PMB1,
starting from a single voltage of+15 V, the circuit in Figure 3.10 was assembled. The Analog
Devices LTC3260 is a low noise dual polarity output power supply that includes an inverting
chargepump. Achargepump is aDC-to-DCconverter that uses capacitors for energetic charge
storage to raise or lower voltage. In a two-stage cycle, in the first stage a capacitor is charged to
the supply voltage and in the second stage the capacitor passes in series with the supply. In this
way the voltage across the load, also connected in series, doubles. [65][66]
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Ω

Ω

Ω

Ω

Ω

Figure 3.10: Typical circuit diagram for an Analog Devices LTC3260 with charge pump function. [65]

3.2.3.1 Linear voltage regulator

It is possible to realize an adjustablepositive linear voltage regulatorusing the integratedLM317.
This, in a suitable circuit, allows to obtain a stable output voltage and to regulate it in a deter-
mined range. In addition, the LM317 is equipped with an internal protection system against
overcurrents and short circuits, in order to limit the output current when it enters protection.
The LM317 has three terminals: input, output and adjustment and maintains a constant volt-
age differenceVref = 1.25 V (called internal reference voltage) between the adjustment terminal
and the output terminal (as shown in Figure 3.11).

LM317

IN
P
U
T

O
U
T
P
U
T

A
D
JU
S
T

1.25V

Figure 3.11: LM317 pinout showing its constant voltage reference. [67]

Usually the input terminal of the integrated is connected to the voltage source, the adjust-
ment terminal to a circuit that fixes the output voltage and the output terminal to the device
to be powered. If the adjustment pin is grounded, the output pin provides a voltage of 1.25 V
and currents up to 1.5 A maximum. Instead, connecting the adjustment pin to a circuit that
fixes the output voltage, such as a resistive voltage divider between the output and ground as in
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Figure 3.12a, it is possible to obtain an output voltage of:

Vout = Vref

(

1+
R2

R1

)

+ IadjR2 ≃ Vref

(

1+
R2

R1

)

(3.6)

The term IadjR2 is due to the fact that a small quiescent current Iadj of a maximum of 100
µA flows from the adjustment pin of the device, which is usually negligible. By appropriately
choosing the voltagesR1 andR2 it is possible to adjust the output voltage which, however, can
never be lower than Vref. In order to adjust the output voltage by changing the ratio between
R1 andR2 in a simplerway, it is possible to use a trimmer instead of the two resistors as in Figure
3.12b.

R

V
out

V
in

C 

LM317

IN OUT

ADJ

C 21

R

2

1

(a)

R=1kΩ

V
out

V
in

C =47nF

LM317

IN OUT

ADJ

C =10μF21

(b)

Figure 3.12: Schematic of LM317 in two typical voltage regulator configurations, including decoupling capacitors to reduce
input noise and to improve output transient response. Usually the input bypass capacitor C1 is used of 0.1 µF, while C2 of

10 µF. [68]

The integrated introduces a voltage dropbetween input andoutput (calleddrop-out voltage)
of no more than 3 V.

Different voltage regulators of the type in Figure 3.12b were made, used to set and regulate
the voltage of the amplifiers. In the voltage regulators made in the laboratory with an input
voltage of Vin = 12.1 V, by adjusting the trimmer, it was possible to obtain a range of voltages
between 1.25 V ≤ Vin ≤ 10.7 V. In conditions of output currents close to the maximum
deliverable by the integrated (which is Imax = 1.5 A) the power dissipated by the LM317 tends
to increase and with it also the heat generated by the device. For this reason it usually also
requires a heat sink to prevent the temperature from rising too high and entering protection.
[69][70]

3.2.4 Test
An important parameter for the characterizationof themodulator is theExtinctionRatio (ER),
which is the ratio between the maximum modulated optical power P1 and the minimum P0
output from the modulator:

ER =
P1

P0
(3.7)
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Figure 3.14: Histogram of the photon counts modulated by the intensity modulator. The acquisition time of the dataset is
∼1 s.

Intensity modulator
Extinction ratio

(23.8± 0.2) dB

Table 3.1: Results of the ER calculated using the data reported in Figure 3.14.
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Figure 3.15: Electrical signal used for the Mach‐Zehnder intensity modulator. (a) Non‐amplified electrical signal generated
by the FPGA. (b) Electrical signal generated by FPGA and amplified by an inverting voltage amplifier.
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3.3 Homodyne detection
Considering a quantum coherent state with quadrature operators q̂ and p̂, its annihilation op-
erator is:

â =
1
2
(p̂+ q̂) (3.8)

If we consider also a classical optical field, this can represented by:

αLO = q+ ip = |αLO| eiθ (3.9)

Where the abbreviation LOmeans local oscillator. If the quantum field â and the classical field
αLO hit a 50:50 BS, its transformation matrix is:

BS =
1√
2

(
1 1
1 −1

)

(3.10)

So its action will be

BS
(

â
αLO

)

=
1√
2

(
â+ αLO
â− αLO

)

=:

(
â1
â2

)

(3.11)

â1 and â2 represent the annihilation operators at the output of the BS. The photon number
operators at the output of the BS will be:

n̂1 = â†1 â1 =
1
2
(
â† + α∗LO

)
(â+ αLO) =

1
2
(
â†â+ α∗LOαLO + αLOâ† + α∗LOâ

)

n̂2 = â†2â2 =
1
2
(
â† − α∗LO

)
(â− αLO) =

1
2
(
â†â+ α∗LOαLO − αLOâ† − α∗LOâ

)
(3.12)

The number-difference operator is:

Δn̂ = n̂1 − n̂2 = αLOâ† + α∗LOâ (3.13)

Using Eq. (3.9) and (3.8) we have

Δn̂ = |αLO|
(
â†eiθ + âe−iθ) =

|αLO|
2
[
(q̂− ip̂) eiθ + (q̂+ ip̂) e−iθ] =

=
|αLO|
2

q̂
(
eiθ + e−iθ)

︸ ︷︷ ︸

2 cos θ

+ip̂
(
−eiθ + e−iθ)

︸ ︷︷ ︸

−2i sin θ

= |αLO| (q̂ cos θ+ p̂ sin θ)
(3.14)

if θ = 0 Δn̂ = |αLO| q̂
if θ = π

2 Δn̂ = |αLO| p̂ (3.15)

Depending on the local-oscillator phase θ, Δn̂ is either proportional to the p̂ or q̂ quadrature
operator.
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3.5 Results

3.5.1 Calibration
The relation between the variance in volts units and in shot-noise units is:

σ2q,p =
σ2Vp,q

kp,qPLO
(3.16)

where σq,p is the variance in shot-noise units, σVp,q is the variance in volt units, PLO is the power
of the local oscillator and k is an unknown constant. During the calibration phase the vacuum
is injected in the signal port of the heterodyne, while in the LO port the optical power PLO is
made to vary from0 to theworking power. Different values ofPLO are recorded as a function of
the variance of the electrical signal σ2V. From a linear fit for both p and q quadrature we obtain:

σ2Vq,p = mq,pPLO + cq,p (3.17)

By convection, the theoretical quadrature variance in shot-noise units for a pure vacuum state
is σ2q,p = 1

2 . Then using Eqs. (3.16) and (3.17):

σ2q,p =
1
2

(3.16)
=

σ2Vp,q

kp,qPLO

(3.17)
=

mq,pHHHPLO +
=0
︷︸︸︷
cq,p

kp,qHHPLO
=

mq,p

kp,q
(3.18)

where cq,p = 0 because we are considering an ideal condition without electronic noise.

⇒ kp,q = 2mq,p (3.19)

But in a real experiment cq,p ̸= 0 and then considering a vacuum input state and a PLO power
of the local oscillator, the measured variances in shot-noise units are given by

σ2q,p
(3.16)
=

σ2Vp,q

kPLO

(3.17)
=

mq,pPLO + cq,p
kPLO

(3.19)
=

mq,pPLO + cq,p
2mq,pPLO

=
1
2
+

cq,p
2mq,pPLO

(3.20)

Hence the electrical noise, such as the noise of detectors, produces an increase in the variance
of the ideal case as expected.

Before the heterodyne detector, the power of the LO is changed with a variable optical at-
tenuator (VOA) and 1% of this power is measured using a BS 99:1 and a photodiode for the
calibration phase. For each PLO value, the signal of the heterodyne detector is recorded and
the variance σVp,q is estimated. After the heterodyne detection, an oscilloscope acquires the two
signals proportional to the quadrature p and q. The oscilloscope resolution can be converted
to the equivalent resolution in the phase space using the results of the calibration fit. [73]
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If |α⟩ is the coherent state with complex amplitude α, the output of the heterodynemeasure-
ment is represented by:

q = ℜe(α), p = ℑm(α) (3.21)

Figure 3.18 shows the calibration fits obtained for p and q of the heterodyne detector used
in the experiment, while Table 3.2 shows the results of the fits.
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Figure 3.18: The graph shows the linear dependence of the signal quadrature σ2V as a function of the LO power.

Calibration linear fit result
c [mV2] m [mV2/ mW]

q 14.5± 0.5 6.10± 0.07

p 14.6± 0.5 5.99± 0.07

Table 3.2: Results of the calibration linear fit for the data shown in Figure 3.18.

3.5.2 Final results
One of the problems initially encountered during the first tests of the experimental setup was
that the coherent states rotated so quickly in the phase space that they did not allow in practice
to be able to acquire satisfactory measurements. One reason was that the laser’s coherence
length limits were being reached. In fact, by reproducing approximately the same optical path
length in the two arms of the setup (LO and signal), the rotation speed has been significantly
reduced, allowingmeasurements to be acquired. Another reason why rotation occurs in phase
space is due to drift caused by optical fibers and phase modulators. For example, the variation
of temperatures and the mechanical stresses of SMF fibers induce birefringence. In fact, it was
possible to notice that by applying pressure to the SMF optical fibers of the experimental setup,
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4
Conclusions

In the first part of this thesis work, a QKD system with the three-state and one-decoy protocol
was created, characterized and tested. This protocol exploits both the polarization state of the
light and its intensity: the first serves to encode the information, the second to ensure greater
safety. The QKD system has been specifically developed at a wavelength of 1310 nm so that
it can be used to investigate the feasibility of coexisting the classical signal at the wavelength of
1550nmwith thequantumsignal at 1310nm in the sameoptic fiber. The realizedQKDsystem
has provided good performance with an average QBER of (1.1± 0.8) % in the key-generation
basis and of (0.9± 0.9) % in the check basis during 16 h of acquisition, demonstrating that it
is possible to use it to do quantum cryptography.

In the second part, the possibility of using a single QKD system for both discrete and con-
tinuous variable protocols was investigated. For this reason, a setup has been designed and
implemented that can work for both types of protocol. The setup, which we know to work
in the DV case, has demonstrated the ability to modulate the phase and the amplitude of the
electric field of a coherent light onto the quadrature axes, as required by the CV protocols. It
should be emphasized that in reality the systemwas tested at a classical and non-quantum level,
so it would have been necessary to significantly attenuate the signal. However, the system that
works in the classical case has no reason not to work even in the quantum case.

One of the goals of quantum communication is to one day be able to build a quantum net-
work on a global scale. The integration of classical and quantum communication in the same
physical channel would help achieve this goal. Furthermore, communication via QKD has ex-
perimental physical limits of communication rate and distance. These limits depend on the
propagation medium (optical fiber or free-space) and the different QKD protocols. The in-
tegration of different means of propagation and different types of protocols would allow the
creation of a global network suitable for different needs and with optimized performance. The
realization of a QKD system that uses different protocols based on the distance of propagation
could be a step forward in this direction.
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