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Abstract

This work is focused on the Probe Array Antennas System: a novel over-the-
air approach able to estimate the far field pattern of an antenna via near field
measurements. My contribution can be summarized as an extension of the
current technology both theoretical and practical, allowing the system to work
with variable DUT sizes, single-channel instrumentation, and an increase of the

measurement speed.
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Introduction

One of the 5G requirements is an enhanced datarate, that will demand the
use of new portions of spectrum so far left unused [1]. In fact, according to [20]
the 5G technologies will mainly operate in the 28 GHz frequency band or above,
with channel bandwidth around or above 1 GHz. This will allow to have antenna
on chip and antenna on package systems due to the reduced wavelength, and
so very small but powerful devices. According to [28] the new 5G requirements

demand a complex testing structure as depicted in Fig.1.1.

« Advanced 5G Multiple Access * Advanced Air Interface
e Adaptive Beamforming * Centralized Architecture
e Full Duplex Radio Technology + Network slicing

e Channel model

Technology Testing Architecture Testing

5G

Application Testin: i i
e NB-loT PP g Equipment Testing
 D2D Communications

e M2M Communications + Next Generation Smart Antenna System

. L * Wireless Terminal
+ Vehicular Communication

« Energy Aware Base Station
e Health-Car & Wearable

Figure 1.1: 5G testing schema



We can refer to that schema and divide the testing requirements in:

e New Air Interface
¢ Channel
e Network Architecture

¢ Antenna System

NEw AIR INTERFACE

The objective of air interface of 5G is to achieve higher transmission rate,
flexible access ways, improved spectral efficiency and better user experience
[13]. The way this is done is via waveform, channel coding, non-orthogonal
multiple access, as well as massive multi-antenna techniques [4]. Compared to
4G, new waveforms have been proposed to enhance the spectral efficiency and

band sharing between different services.

CHANNEL

Massive MIMO and mmWave frequencies are the key enablers for 5G in terms
of high datarate, spectral efficiency and capacity. These technologies demand
further research on channel characteristics to exploit their potential. In particu-
lar, for what concernes the massive MIMO channel, as the number of antennas
increases the user equipment and scatterers are more likely to be found within
the Rayleigh distance and this means that the wave front cannot be assumed
plane but spherical. This is because the Rayleigh distance is proportional to the
square of the antenna dimension, and as the number of antennas increases also
the array dimension does as well. A spherical plane wave increases the complex-
ity of the channel modeling; in [24] a simulation of the impact on the capacity
of different channel models assumptions is studied. It shows that plane wave
and spherical wave assumptions behave differently especially in the near-field
region, while they converge in the far field. In [15] a second order approxi-
mation of the spherical wave front (i.e., parabolic wave front) is studied and
validated via numerical simulation. According to the Friis formula, the higher
the frequency the higher the attenuations due to the pathloss. This is true when
assuming the antenna gain to be constant over frequency. If the physical size
of the antenna (e.g., effective aperture) is kept constant over frequency at both
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link ends and the atmosphere is clear, then path loss in free space actually de-
creases quadratically as frequency increases [21]. Moreover, additional effects
due to the absorption by the atmosphere and penetration loss need to be taken
into account. In order to cope with these additional phenomena, measurements
in both line-of-sight and non-line-of-sight scenarios for future outdoor cellular
systems at 28 GHz and 38 GHz were conducted in urban micro-cellular envi-
ronments in New York City and Austin, Texas, respectively [16]. The aim of the
study was to provide cell designers with simple yet effective path loss models.
Adaptive beam steerable antenna arrays are exploited to overcome these losses,

at the expense of more complicated antenna systems.

NETWORK ARCHITECTURE

5G network architecture will not only use some technologies of 4G, but
also adopt some new solutions and technologies. Compared to 4G, the new
standard aims to dinamically tailor its capabilities to the user requirements and
this requires also changes on the network architecture as we can observe in Fig.
1.2.

4G Network Architecture 5G Network Architecture Changes

Backbone Network

backhaul 3
Metropolitan backhaul
Area Network F’
Metropolitan
Area Network Clowd BB ! I middlehaul

C-RAN ™~
fronthadil ™A Cu+DU
I‘ronﬂ'au

Backbone Network

C-RAN

I K |

Figure 1.2: 4G VS 5G: network architecture

As we can see, one of the main differences between 4G and 5G networks is
that in the latter there is the tendency to bring network functionalities closer to
the end user. This is the key enabling to mobile-edge-computing: bringing the



core features to the edge network has an impact on the latency and the efficiency
of the system. The 5G network architecture went through some vendors tests
aimed to evaluate:
* Network slicing: virtualization platform test and performances evalua-
tions
J i\/IEC: proving that the proposed network function placements reduces
atency

¢ CP/UP separation: verify that the Control Plane and User Plane interface
solution works properly

ANTENNA SYSTEM TESTING

Antenna system testing is an essential step of the radio performance eval-
uation. Conducted testing has been widely used before 4G, and it consists of
replacing the antennas with RF cables. In many cases, for the 5G communica-
tion systems, OTA (Over-The-Air) testing is the only way for practical RF system
evaluations as:

1. Millimeter wave systems are so compact that there isno room for a standard

connector as it is not possible to fit in an RF connector between the antenna

and the radio systems. In fact the chipsets exploited usually do not have
RF connector to support any conducted measurement.

2. Even if there were such connectors, the number and overall complexity of
coaxial cable connections to test these devices would increase impractically
high as a massive MIMO is one of the major enabler of 5G [27][28] [23].

3. The antenna array signal processing, e.g., beamforming, null steering,
cannot be evaluated in the conducted setup [28]

Compared to the conducted testing, OTA has a great advantage, i.e. it can repro-
duce desired channel environment in a controllable, debuggable and repeatable

way.

OTA testing is the main theme of this thesis. In fact, I had the opportunity
to work on the topic as an intern at NI (National Instruments) in Dresden (Ger-
many) for six months. The thesis is the product of such a wonderful and
formative experience. After this brief introduction and justification, in the next

section the State of the Art of OTA testing is presented.
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STATE OF THE ART

Antennas systems need to be tested where they will be supposed to operate,
i.e. in their Far Field condition. There are basically two ways in which OTA
testing is performed: chamber based and NF-FF techniques. The main difference
between the two is that in the former case, the measurements to test the device
are performed in its FF and so we can "directly" use the measurements data to
infer FF properties (e.g. radiation pattern, EIRP, ecc...). On the contrary, in the
latter case, NF measurements are exploited to evaluate the DUT FF properties
and so an additional processing needs to be performed on the NF data to recover

FF informations.

CHaMBER Basep OTA TesTING

The chamber based OTA testing approach usually consists of an anechoic
chamber that provides a controlled environment. Due to the small wavelength
(few millimeters) at the frequency at which these new 5G devices will be op-
erating, the 5G chambers are much smaller compared to the 4G chambers. We
are talking about 1-2 meters versus tens of meters. Inside, these chambers are
covered by absorbers in order to limit the signal reflections and so evaluate
the radiation pattern of the DUT by means of probe(s) located in the FF. At NI
there is a mmWave Chamber ! specifically designed to operate up to 60 GHz
(to be more precise, the chamber can go even beyond 60 GHz but the probes,
cables and connectors don’t support higher frequencies). In figure 1.3 the FF

measurement setup is shown.

Thttps://en.zhbojay.com/shepin-ceshi-jiejue-fangan/bj-8019.html
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(c) Moving positioner and Horn Antenna (d) Probe antenna: Quad-Ridged Horn An-
under test tenna RFSpin QRH50

Figure 1.3: FF measurement setup at NI

Another type of chamber based OTA test is the so called reverberation chamber.
The reverberation chamber is a large metal cavity provided with mode stirrers
and one or more antennas that will emulate Rayleigh fading when the modes are
stirred [8]. This is because due to the multiple reflections the device will receive
plane waves with a omni-directional distribution of angles of arrival [22]. The
main advantage of the reverberation chamber versus the anechoic chamber is
thatit is smaller and cheaper, and that the measurements take shorter time. Still,
anechoic and reverberation chambers have different use cases: the former aims
to characterize the antenna under test, the latter the behavior of the device in real
world environments in absence of LOS (Line of Sight) path. Still, according to [9]
we will probably use anechoic chambers with steerable lobes to test terminals,
radio links and base stations in mmWave 5G systems. This is because it is no
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longer expected to have i.i.d channels on the antennas ports like in 4G due to the
path-loss. In fact, as we can see in figure 1.4, at mmWave frequencies steerable
lobes are needed. This results in a change on the channel statistic, which cannot
be assumed as an i.i.d Gaussian random variable across the antennas. The 5G
anechoic test concept is called Random-LOS because one side of the link may
be subject to randomness causing a random Angle-of-Arrival (AoA) and quite

often also randomness in polarization.

Reverberation (RIMP) a

=N
E

iw-;-b-a:w-
-

]
'S
>4

A

Anechoic (LOS) Ancchoic (Random-LOS) | | yruion of 56 Vassive MMO sysem

Figure 1.4: Chamber based OTA Test shifting

Another way in which one can characterize the DUT behavior in different
scenarios is the Multi-probe anechoic chamber [10]. This technique uses an
anechoic chamber and makes it suitable for testing the DUT at different channels
via multiple probes. Given a target channel condition (i.e., angle of arrivals,

delay spread ecc...), the probes are driven accordingly to reproduce that.

Anechoic
rest:
azimuth & elevation chamber __—¢ | OTAprobgs

dual polariz

distance R

Figure 1.5: MPAC reference schema

A variation of the previous method is the Ultra Compact PWG Chamber [5]. The
Ultra Compact PWG chamber system, depicted in Fig.1.6, is intended to make
the test setup as small and compact as possible in production test scenarios. It
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exploits multiple probes in order to create a virtual far field by means of a so
called PWG (Planar Wavefront Generator). Performance parameters of the DUT,
such as radiation pattern, EIRP and spurious emissions can be characterized in
a similar way as had the DUT been located in a far field chamber, although the
size of the PWG Ultra Compact Chamber is much smaller.

~15102-D,

Figure 1.6: MPAC reference schema

There is also a fourth option which can be seen as a combination between fully
anechoic and reverberation chambers. This kind of chamber is referred as CATR
that stands for Compact Antenna Test Range. It exploits either reflectometers [25]
or lenses [6] in order to reach the DUT FF condition (i.e., plane waves impacting
on the device) within limited distances. There are several trade-offs between
the direct FF tests (i.e., the anechoic chamber) and the CATR systems. The
main advantages of the CATR is that allows to test the DUT in smaller spaces
compared to the anechoic chambers and also the path loss is reduced, allowing
a larger dynamic range. The first limitation is that it has usually smaller quiet
zones (i.e., regions in space where we can place the DUT as we know that the
wave propagation properties are sufficiently good) since it is limited by the
reflectometer/lens aperture. The second limitation is that there are ripples in
the wave front due to imperfections of the surfaces. This might be the major
problem in testing mmWave devices, as the higher the frequency the smoother
the surfaces need to be.
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Dielectric lens

Focus

°
) ) ) Primary feed . n': : :: i E E i
Pasitioner BSG ) antenna d g A
controller b & p _"' :' ' . . '
ﬁ o !
pe | Spherical wave front . Plane wave front
(a) CATR system with reflectometer (b) Use of a lens to generate plane waves

Figure 1.7: CATR system

NF OTA TestiNG TECHNIQUES

The evolution of the near-field scanning as a method for measuring antennas
can be divided into four periods: the early experimental period with no probe
correction (1950-1961), the period of the first probe-corrected theories (1961-
1975), the period in which the first theories were put into practice (1965-1975),
and the period of technology transfer (1975-1985) in which 50 or more near-field
scanners were built throughout the world [26]. In figure 1.8 a classification
based on the properties of the fields emitted by a generic antenna is depicted.
The Reactive near-field region is defined as that portion of the near-field region
immediately surrounding the antenna where the reactive field predominates.
For most antennas, the outer boundary of this region is considered to be at a
distance R < 0.624/D3/A from the antenna surface. Here, D is the maximum
dimension of the emitting antenna. The Radiating near-field (Fresnel) region is
defined as that region of the field of an antenna between the reactive near-field
region and the far-field region where radiation fields predominate and where
the angular field distribution is dependent upon the distance from the antenna.
The inner boundary is taken to be the distance R > 0.624/D3/A and the outer
boundary the distance R < 2D?/A. This criterion is based on a maximum phase
error of 71/8 from the plane wave assumption. In the radiating near-field region
the field pattern is, in general, a function of the radial distance and the radial
field component is not negligible. The Far-field (Fraunhofer) region is defined
as that region of the field of an antenna where the angular field distribution is
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essentially independent of the distance from the antenna. In other words, the
distance from the emitting antenna does not change the shape of the radiation
pattern but only scales it down due to the path loss. It is usually defined for
distances R > 2D?/A from the emitting antenna. That is the region where the
antennas are meant to operate, and so the most interesting for most of the use
cases.

Reactive
Near-field -~

’ ! A
,'f “ Rudiul‘ing \ Far-Field
| Near-field
|

Fraunhofer

Field — »
Distribution

Figure 1.8: Fields Classification [2]

As explained in [2], there is a well known technique to reconstruct the FF
electric field emitted by an antenna via NF measurements. In fact, there is
a deterministic transformation based on a spatial 2D Fourier Transform that
allows us to pass from NF to FF. We can write the electric field emitted by a

generic antenna as a sum of plane waves propagating in different directions:

1 +00 +00 e
B(,y,2) = 7 / / Flks, ky)e & dky dk, (1.1)

Once the function f(ky, k) (i.e., the modal expansion) is known, we are then able
to weight each plane wave e /") in eq. (1.1) and so reconstruct the electric
field E(x, y, z) in an arbitrary position in the space (reactive region excluded).
If we pick a generic position in the NF (for simplicity, let us fix the plane z = 0)
equation (1.1) can be further simplified. Doing so the electric field components

tangential to the surface z = 0 are

1 +00 +00 )
Ex(x,y,z=0)= 2 /_ /_ felky, ky)e Tk vke) gk, gk, (1.2)

10
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+00 +0o0 )
Ey(x,y,z=0)= 4% / fylk, ky)e T+ g di, (1.3)
Tt —00 —00

We can notice that, by taking the inverse Fourier Tranform of equations (1.2)

and (1.3) we are able to calculate components x and y of the modal spectrum as:

+00 +00
frlky, ky) = /_ /_ Ex(x,y,z = O)ej(k"“kyy) dx dy (1.4)

+00 +o00 )
fylkx, ky) = /_ /_ E,(x,y,z = 0)e/®xthe¥) gx gy (1.5)

It can be shown [2] that we can reconstruct the FF in polar coordinates via
the NF modal spectrum fy(ky, k) and f, (kx, ky):

kejkr
2mr

Eorr(r,0,¢) =~ [fx(0, @)cos(¢) + £, (0, p)sin()] (1.6)

jkr

ke
E¢,rr(r,0,¢) = | e

cos(0)[-fx(0, ¢)sin(¢) + f, (6, p)cos(¢)] (1.7)

There are few remarks that are worth mentioning here for practical imple-
mentations. Firstly, in order to practically implement equations (1.2) and (1.3) we
can limit the integrals on a surface where the tangential components of the fields
are significantly different from zero, moreover we cannot perform a continuous

sampling to measure those fields. In order to avoid aliasing, we need to sample

at a distance less or equal to % Ultimately, in the sampling procedure the effect
that the probe has on the measurement needs to be taken into account. In fact
due to the inherent directivity of the probe the samples further away from the
phase centre of the DUT will be attenuated compared to the samples close to
the centre. This effect needs to be mitigated and is called probe compensation.
There are different techniques to achieve that, one is the "Square Root Method"
[18] in which the probe correction coefficients are found by measuring a probe
on a NF range with an identical probe and taking the square root of the trans-
formed FF. We can see the previous technique as a special case of a more general
NF scanning theory explained in [26]. In fact the far electric field is given by a
vector Kirckhoff integral eq. (1.8):

11
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E(r) =

—ike'kr o
- 7 X yé(Km + ZoP x K,)e K1 gg/ (1.8)

where: K, =1 X H, K, = —i1 X E and r — oo. In words, what equation (1.8) is
saying is that we can calculate the electric field at infinity (i.e., in the far field) by
enclosing the antenna on an arbitrary surface S and measuring the electric and
magnetic fields tangential to that surface (see Fig. 1.9).

TEST ANTENNA

0

Figure 1.9: Integration surface S surrounding the antenna under Test, with
tangential Electric and Magnetic fields

Since to apply (1.8) one should measure both magnetic and electric fields, it
is possible to rewrite that in terms of only the electric (or magnetic) field, leading

to:

E(r) = yé[ﬁ' x E(r)] - G(r,v")dS’ (1.9)

where G is the dyadic Green’s function, which is pretty much dependent on
the geometry of the surface S. The estimation of G is impractical for a generic
surface S, but for some with certain properties it is feasible. One can refer to
[19] (chp. 13) to have a more detailed explanation. The surfaces that are used
in practice, both for good mathematical properties as well as practical feasibility
(we need a probe to scan in the NF those surfaces) are the planar, spherical and
cylindrical ones. The specific eigenfunction expansions for planar, cylindrical,
and spherical scanning, along with their inverse orthogonality integrations for
the transmission coefficients are given in Fig. 1.10. We can notice that the planar
expression is exactly the one previously found in equations (1.2)-(1.5) with zg = 0
and y = 0.

12
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oc o . 'k _k
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Figure 1.10: Fields Classification [2]

THESIS ORGANIZATION

After this brief introduction on why OTA testing is important and which
are the main options to carry it out, in this section an outline of the work I
carried out during my internship is presented. The topic of the internship is the
PAS, namely a novel NF technique different from those presented in the State
of The Art section. In Chapter 2, a system description of the PAS technology
is given as well as the hardware/DUTs used to perform the measurements.
Then, the measurement model derivation for the TX testing is explained as well
as the core algorithm used to process the NF data to obtain FF indications.
In section 2.3 we present the derivation of the model used for RX testing and
the algorithm used at the current implementation to process the NF data to
reconstruct the DUT sensitivity pattern, as well as the performance of such
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1.2. THESIS ORGANIZATION

algorithm. In Chapter 3 a study on the scalability of the PAS to different DUT
sizes is performed. In particular different DUTs are measured with PASs that
are not specifically designed for them, because one of the objective is to design
a system independent of the DUT structure. In Chapter 4 a novel algorithm
for the RX testing is explained and assessed. That algorithm was developed
and implemented by Martin Obermaier (PhD candidate at TU Dresden) and
myself during the internship period, and speeds up the system in all the cases
where the number of points of the sensitivity pattern we are interested in is less
than the number of DUT’s antennas. In Chapter 5 an extension of the current
technology is presented, aiming to decrease the necessary hardware (and so
the cost) of the system. The idea is to exploit a beam former at PAS side and
perform measurements at multiple times instead of in parallel, a solution that
would require multiple instruments driven simultaneously. In Chapter 6 there
is a summary of the outcomes of the previous chapters as well as an indication
of the next steps to further develop the technology. In the Appendix A a more
rigorous mathematical justification on the PAS measurement model and TX
reconstruction algorithm is given. Even though it is not mandatory for the
understanding of the whole system, it gives some useful remarks and insights
for the practical implementation. In the Appendix B a second algorithm for
the DUT TX characterization called Simple Calibration Algorithm is given. The
word "Simple" refers to the mathematical structure involved, but in terms of
computational time and resources is perfectly equivalent to that presented in
Chapter 2.

14



The Near-field Probe Array System

The Probe Array System (PAS) is a novel over the air approach to estimate the
antenna characteristics (radiation pattern, EIRP.,...) via near field measurements
[14] [11].

characteristics

|

Back-end NF data
processing

[ Reference FF ]

[ Signal Analyzer ]—»[

T Radiation Pattern

[ NF Probes ]

[ Signal Generator ]—b [ DUT ]

f

[ DUT control ]

Interface

Figure 2.1: High level schema of the measurement system, in red the PAS high
level blocks

It exploits a set of probes located in the NF, and from those measurements
is able to reconstruct the far field characteristics of the DUT. Because of the
NF approach, the PAS is much smaller than the conventional FF measurements
system and cheaper as it eliminates the need of large chambers, mechanical
movements and so reduces dramatically the measurement time. This method

needs a calibration phase where the FF characteristics of a reference DUT are
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2.1. PAS PROOF-OF-CONCEPT REALIZATIONS

known. This knowledge can be obtained by conventional measurements meth-
ods (e.g. anechoic chambers), as illustrated in the State of the Art and [17]. Then
for the other DUTs of the same type to be tested, only NF measurements are
needed. This features make this technology particularly suitable in production
test scenarios, or similar applications that repeat measurements on a particular
antenna design very often. At the current state different proof-of-concept PAS
implementations for two active antennas exist. So far, for each DUT design a
specific probe arrays was designed and for measuring DUT RX characteristics
requires all probes to generate EM radiation simultaneously. This requires as
many signal generators as the probes and the current system supports only up
to 4 antenna elements. My work has the objective to make the technology more
universal (i.e., one probe array design can cover multiple different DUT designs)
and more scalable (i.e., lower the number of required Signal generators (5G) and
Signal analyzers (SG)).

PAS PROOF-OF-CONCEPT REALIZATIONS

All the realized PASs use Vivaldi antenna probes that are planar, linearly
polarized and broadband. The first distinction between PASs is their physical
structure, (i.e., the probes alignment) to match the DUT’s antennas location:
each radiating elements has one probe on top. This makes the PAS a DUT-type
dependent device. The DUTs I used to carry out the experiments are the Scarif
and the NXP DUT, two mmWave prototype antennas.

SCARIF

The Scarif DUT is a phased array patch antenna developed by NI. In table
(2.1) there are the specifications of the Scarif, while in (2.2) the antenna is shown.
For each array element, it is possible to set 32 different amplitude configurations,
which correspond to a step size of 1 dBm and 32 phases (phase step of 11.25°).
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

Parameter Unit | Value

Frequency GHz | 26 up to 30

Polarization - Linear

Antenna Gain dBi >15

RF connector - SMA-
K/2.92mm
(female)

Number of radiating | - 16

elements

Number of BF IC - 4

TX Gain per IC dB 26

RX Gain per IC dB 28

Max RF input level || dBm || 0

per IC

Supply Voltage \% 5.0

Typical current (ac- || A 1.5

tive)

Typical current | A 0.07

(IDLE)

Table 2.1: Scarif specifications

Figure 2.2: Scarif Antenna

The PAS that was built for this DUT is shown in figure 2.6a. One peculiarity
of the Scarif antenna is that it is not possible to completely shut off individual
elements, as they can be only set to their minimum emission power which is not
negligible and must be taken into account in the reconstruction algorithm (this
issue is due to the beam forming chip that was chosen in the antenna design).

17



2.1. PAS PROOF-OF-CONCEPT REALIZATIONS

NXP

The NXP antenna is a mmWave antenna designed by NXP Semiconductors,
and handed over to NI It is a 64 elements dual polarized antenna, with fre-
quency ranging from 24.25 GHz to 27.5 GHz. In all the experiments, only one
polarization was used. Since it has 8 bit registers for amplitude and phase setting
(each), it is possible to set in total 256 gain and phase combinations per antenna

element.

Figure 2.3: NXP Antenna: note that the outer elements are dummy, only the
inner 8x8 elements are controlled by the IC circuits, the others are grounded

The second distinction between PASs is whether they are active or not. The
difference between the two is that in the active PAS the final up /down conversion
to/from the RF frequency (tens of GHz) is done at PAS level while the passive
PAS needs an external device to do that. In figure 2.4 a block diagram of the
passive PAS structure in which a DUT with 4 antennas are used. In the passive
case, if we have N antennas to be tested, then we need N high frequency cables
that connect the probes outputs to the external up/down converter (mmWave
Radio Head). Moreover, the read of the probes is done sequentially by means
of a switching matrix. Assuming the signal to be periodic and stationary, the
sequential probe read is done by a single signal analyzer, prior a synchronization
with the signal generator in order to identify the beginning of a period. Note
that at NI the SG and SA are incorporated in a single module named VST (Vector

Signal Transceiver).
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

6 GHz 25-30 GHz

DUT

—
—

[ Signal Generator ] — [ Up converter ]—»

mmWave Radio Head
Passive PAS

I |
|
I

4 high-frequency cables l l l l
(probes output)

l‘lnumt-a [ ‘g
J

Switching Matrix

l 25-30 GHz
VST: SG+SA

Down converter

| 6otz

Signal Analyzer

Figure 2.4: Passive PAS block diagram

The active PAS, whose block diagram is in figure 2.5, exploits a number of
VSTs equal to the number of DUT antennas. This choice is mainly due to the
fact that in order to test the DUT receiving properties via PAS we need to be able
to drive simultaneously the probes (more on this in the next chapters). Since
the final up/down conversion is done at PAS level, we need also N up/down
converters. This is a problem for the scalability of the technology for DUTs with
high number of antennas. We can use the active PAS for both RX and TX testing,
in the latter it leads to more stable results compared to the passive one as we
don’t need high frequency cabling, but at the same time we are limited by the
number of channels available. At the current stage a 4 channels active PAS is
available, allowing to test the Scarif DUT with not more than 4 active antennas.

( | 6 GHz
VST <

VST ‘—l

VST

ryvyy

Active PAS ]

\
A

F 3 [
b

DuT ] 4 VST system
VST

Figure 2.5: Active PAS block diagram
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2.1. PAS PROOF-OF-CONCEPT REALIZATIONS

(@) Scarif passive PAS (b) Scarif Active PAS (c) NXP Passive PAS (upside)

Figure 2.6: Probe Arrays
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

MobpEtL ForR DUT TRANSMIT MEASUREMENTS

In this section a theoretical justification [2] of the model on which both TX

and RX NF to FF reconstruction algorithms are based is presented. Starting from

the IEEE definition of directivity D(0, ¢) = 471%(2,@ and radiated power per unit

solid angle U(6, ¢) = %

the electrical field produced by a generic antenna n, that we assume to be part

, we can write the squared peak amplitude of

of an antenna array of N elements, in a position (r, 0, ¢) in the far field as:

TIPrad,nDn(Q/ QZ))
2nd, (v, 0, ¢)?
where 7 is the intrinsic impedance of free space (approximately 377Q), P,,4 is
the total radiated power of the n-th antenna and d,(r, 6, ¢) is the distance that
the wave travels from that antenna to the given position (7, 0, ¢). The coordinate

|En(r, 6, ¢)* = 2.1)

system is the usual spherical one, depicted in figure 2.7, where the origin is the

center of the array.

S

Figure 2.7: Spherical coordinate system, picture from [3]

In our scenario we have an array of N emitting antennas, each one with
its specific configuration settings w,, i.e. amplitude and phase settings. For
notation simplicity, we assume the power of the antenna to be concentrated in
only one polarization component (the extension to dual-polarized antennas is

straightforward). Therefore we can use (2.1) and write the total electric field in
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2.2. MODEL FOR DUT TRANSMIT MEASUREMENTS

the FF as:

N
E(T, 6/ ¢) = Z |En(1’, 6, ¢)|e_jﬁn(w11)e_jkdn(r,9,q5)

(2.2)

n=1

N

_ Z r]PVad,Vl(le)Dn(G’ ¢)e—jﬁn(wn)e—jkdn(r,6/¢)
n=1 27Tdn(r/ Ql (P)Z

In the above equation we have:

* Bu(wy) is the phase due to the setting (magnitude and phase) for the n-th
array element w;,.

* k =2mn/A is the usual wave number in free space, to account for the phase
acquired by the wave travel.

Note that in (2.2) we assumed that each antenna’s radiated power and phase
depend exclusively on its own configuration setting w,,. In fact, in the most gen-
eral case, the actual phase and radiated power of each antenna can be somehow
correlated to the settings of the other elements, due to some unwanted couplings
between the elements usually modeled via scattering matrices. The parameters
would then be rewritten as ,(w) and P,,4 ,(w) where w is a vector containing
the settings of all the elements. Equation 2.2 can be further simplified by nor-
malizing the electrical field by the observer distance r. We do this because of
comparability of results across different test setups with different measurement
distances. We can also approximate d,(r, 0, ¢) ~ r. Note that for the distance
term this approximation is appropriate, while for the phase term it is not as
even slight differences in the path can have a significant impact on the resulting
wave phase, especially at high frequencies. We can rewrite then the phase term
asdy(r,0,¢) =r+ Ad,(0,p) where Ad,, (0, ¢) is the difference between the 1y,
antenna path length and the one with respect to the reference point of the array
system (i.e., the origin of our spherical coordinate system). Said so, equation 2.2
becomes:

E0,¢) = rE(r, 0, ¢)

N
=y \/ NPraan(@n)Dn(0,0) 1 _jg, ) ,-jkdur,0,0)
e 2n dn(r, 6, @) (2.3)

N

N Z \/Upmdf”(w”)D”(Q’(P)e—]’ﬁn(wn)e—jkAdn(G,qb)e—jkr

27
n=1
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

The term ¢ 7% can be neglected as it is the same for all the antennas elements,
and it does not bring any useful information but a common phase offset. We can

now group the elements in equation 2.3 defining two new quantities as follows:

o cp(wy) =4/ %;(w”)e_j Bn(@n) can be seen as a weighting factor that the n-th

antenna has in the FF. We can notice that this quantity depends only on
the settings w, and it is position independent.

o £.(0,) := /Dun(0, p)e k24109 can be seen as a radiation pattern (mag-
nitude and phase), or base function, that accounts for the intrinsic antenna
characteristics and position.

Doing so the equation (2.3) can be rewritten as

N

E(6, (P) = ch(wn)fn(e, (P) (2.4)

n=1

i.e., a sum of N base functions scaled by their respective weighting factors.

How tHE PAS works

Since Maxwell equations are linear, the core assumption onto which the PAS
technology is based on is that we can impose linearity between near field and
far field measurements. We can split the whole PAS reconstruction procedure

in three high level phases:

1. Calibration
2. NF to FF mapping

3. Single element superposition

that are summarized and depicted below.

[16,9), -, [n (6, 0)

l

cw), P(W)

Pv ---rIUM

Radiation Pattern

Figure 2.8: TX reconstruction algorithm baseline schema
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2.2. MODEL FOR DUT TRANSMIT MEASUREMENTS

CALIBRATION PHASE

In our case, the linearity is exploited in imposing the relation (2.5):
c(w) = G - p(w) (2.5)

where c(w) = [c1(w), ..., cn(w)] is a vector containing the N antennas weighting
factors, while p(w) = [p1(w), ..., pm(w)] contains the NF measurements. M
refers to the number of probes elements that are exploited to carry out parallel
measurements in the Near Field.

The calibration phase has two objectives:

1. Estimation of the single element FF patterns f£,(0, ¢)
2. Estimation of the reconstruction matrix G

In order to estimate G a set of NF measurements p(w) and a known set of
weighting factors c(w) (that are estimated via FF measurements) are used. We
can perform multiple NF and FF measurements with different configuration set-
tings w, and so we measure different realizations of p(w) and c(w). Ultimately,
we can perform a Least Square optimization using (2.5) and find G. To do that,
we can define the matrices C = [c(w1), ..., c(wg)] and P = [p(w1), ..., p(wi)]
that contain the measured FF weighting factors and NF indications at different
configuration settings w;, respectively. K is the number of configurations we
decide to use. If we did not have noise, assuming the same number N of DUT
and PAS antennas, then we would need exactly N different settings in order to
estimate G. Moreover, from an algebraic point of view, we can see immediately
that we need M > N probes to correctly reconstruct the FF pattern of the array.
Note that it is crucial that the settings used for the far field and near field mea-
surements are the same: p(w;) and c(w;) are found by feeding the DUT with

the same settings w;. We can now find the calibration matrix G by solving;:
G =argming||C — G P|? (2.6)

which has as solution:
G =cCpt! 2.7)

where P? is the pseudo inverse of P defined as

pt = pH(ppPH)~! (2.8)
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

where H is the Hermitian operator (transpose-conjugate). Note that the calibra-
tion needs to carried out only once. The open point is how in practice measure
the weighting factors and the single element patterns. In few words, the current
implementation doesn’t estimate exactly those parameters, as we have access
only to the received electrical field which always contains the effect of both set-
tings and spatial information. In Appendix A there is the explanation on how
to combine these pseudo-estimations in order to correctly reconstruct the FF
radiation pattern. Moreover, it is also explained how to handle the interference
when dealing with not ideal DUTs.

NF 1o FF MmAPPING

Once the matrix G is known, we can find the realized weighting factors for a
certain beam configuration only via NF measurements, i.e. find c¢(w) by a single
parallel reading of p(w) in the NF. Thus, after the calibration, we only need NF

measurements to reconstruct the FF patterns.

SINGLE ELEMENT SUPERPOSITION

We can finally combine the weighting factors and the single element patterns

and reconstruct the radiation pattern of the DUT via superposition (2.4).

REesutts

This method was first published in [11], and in Fig. 2.9 a beam reconstruction
is shown. Note that in order to evaluate the reconstruction performance a visual
approach on the Azimuth and Elevation cuts is used. One could in principle
define some metrics of evaluation (e.g., boresight error, side-lobe-level,...) still
this pretty much depends on the customer needs and situations.
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2.2. MODEL FOR DUT TRANSMIT MEASUREMENTS

Blue OTA FF Reference F L
Fed NF-FF Reconstructed !

’ w NI mmWave
Exemplary 16- Measurement
Channel DUT Instrument

- PN

Figure 2.9: Reconstruction performance: Scarif DUT

As explained in [11], the minimum distance between PAS and DUT is of few
mm, which means that the PAS is actually positioned in the DUT reactive field.
According to [2], to be in the NF of a DUT with aperture size D at frequency
f= % a distance of ryF is needed:

rne = 0.62YD3/A (2.9)

In our case, at 28 GHz this translates into a distance of ryr =~ 6.7cm. Still, the
PAS structure (in particular the absorbers) is designed such that it operates in the
single element NF, allowing a more compact system without the risk of having
a loading effect on the DUT. Note that the impact that the distance/structure
of PAS has on the reconstruction performances is one of the internship studies
(see the chapter on the Generalized PAS experiment). Lastly, in figure 2.10 a
reconstruction at 25.875 GHz with the NXP DUT is reported.

Elevation Cuts Azimuth Cuts

0e Ga
FF Pattern

reconstruction Boresight

| \ measurement Boresight
\
J 4 \ -

b’ /";I I ; )

0 -10 -20 -30 -40 -50 0 =-10 -20 -30 -40 -50 =

—ap¢! a0e -90

90°

-135° 135° -135° 13590

Figure 2.10: Reconstruction performance: NXP DUT
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

DUT RX CHARACTERIZATION

Analogously to the transmitting properties, also the receiving properties of
the DUT need to be characterized. One could in principle invoke the reciprocity
conditions, and state that transmitting and receiving properties are the same.
This is true if we were dealing with a fully symmetrical system, but in practice
this is not the case. Often, the transmitting and receiving beamforming circuitry
are not the same (see Fig.2.11), with different amplifiers, phase shifters and
attenuations. The whole system is then no longer symmetrical, and reciprocity
does not hold anymore. In this section, we first derive a FF measurement model
with which a characterization of the DUT RX properties is done via classical
methods. Then a NF model derivation is explained, where now is the PAS
that generate the EM signal that impacts the DUT in the NF. Our aim is again
to replace a FF measurement setup by our NF PAS approach but still be able
to reconstruct the DUT Rx response to plane wave excitation from sources at
arbitrary directions in the FF. We first model the measurement of the DUT Rx
sensitivity pattern with the stimulus source moved across directions in the FF,
then a model for the NF using a fixed position PAS is proposed. Ultimately, an
algorithm that reproduces the effect of a plane wave coming from the FF but
using the PAS in the NF is presented.

Tx path
B>

Rx path

———

Figure 2.11: High level schema of a DUT’s antenna in TX mode

FF MobDEL DErRIvATION

The FF reference scenario is shown in figure 2.12, and there we have:
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2.3. DUT RX CHARACTERIZATION

- arr(w, Oy, Oim) is the DUT output if an EM wave coming from direction

(Om, Pn) impacts the DUT and where the DUT Rx beamformer settings
are w.

- by, is the source input signal.

- (O, Om) = [51Om, Om), ..., SN(Om, qu)]T are the output of the DUT an-
tennas when an EM wave coming from direction (6,,, ¢,,) impacts the
DUT.

jemmmmemmnnas e - b
- k N
J ay w1 51 " /
I — — H \ ,; ;
1 P
' | AT
1 -
k ] - .
: aé( Wy s, ] L EM source in the FF
1 — 4_€ : Jitad
e T
g j ; : e
a Kk : K - ": EM wave from
FF : :.‘ * a# Wn Sn ' direction (B, )
I
1
1 k !
red DUT '
Measure I ak Wy Sy ‘
output | N 1
R Q )
P

Figure 2.12: DUT Rx response to a plane wave excitation from a FF source at one
direction

The problem with this setup is that to test the DUT we would need a source
in the far field, which would require an anechoic chamber and a lot of time.
The core idea is then replacing the FF source with the PAS, positioned in a fixed
position in the DUT near field, that would emulate the behavior of a plane wave
coming from the far field with the same direction (0,,, ¢,,). We can write the
DUT output as:

N

arr(w, Oy, (Pm) = Z Cn(wn)fFF,n(Qm/ (Pm)bm

n=1

(2.10)
= c(w)"s(Om, Pm)
where
- ¢(w)" is the N-elements vector containing the weighting factors that each

antenna element has in the output signal arr(w, 0,,, ¢,,), which depends
on the settings of the individual antenna.
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

- frr,n(Om, ) can be interpreted as the single element RX pattern base
function. It takes into account the antenna’s effective length, polarization
and impedance matching. This coefficient is used basically to couple the
signal coming from the TX antenna to the DUT antenna’s output port, i.e.

Sn(Om, Qbm) = fFF,n(sz Qbm)bm

NF MobpEeL DERIVATION

We can now model the DUT in RX mode response when the signal is gener-
ated by a PAS (that now is active) placed in the near field. The system is depicted

in figure 2.13. The output signal can be written in a similar way as the FF case,

Measured DUT

output ! NF,N ,
\\ - -— B <
N ,/
~ -

- e [1e |1
s I, I _
N Tu -
h

Figure 2.13: DUT response to the NF generated stimuli

ie.

N
anr(w) = Z Cn(wn)SNF,n

n=1

N M
Z Z Cn(Wn) fNE,n,mPm

n=1m=1

(2.11)

_ C(’LU)T(FNF . p) = C(ZU)TSNF(p)

In the above equation:
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2.4. WEIGHTING FACTORS, SINGLE ELEMENT PATTERNS AND COUPLING MATRIX
ESTIMATION

- ¢(w)T is the same as 2.3.1, as it is determined by the beam forming circuits.

- Fyris the coupling matrix between the PAS inputs p and the DUT antennas
outputs syr, i.e. syr(p) = Fnr - p. It has dimension NxM where M is
the number of PAS antennas, and the element FNru,m = fNEn,m iS the
coupling coefficient between the PAS antenna m and the DUT antenna #.

WEIGHTING FACTORS, SINGLE ELEMENT PATTERNS AND

COUPLING MATRIX ESTIMATION

cn(wy) AND frr,1(Om, Gm) ESTIMATION

In order to estimate these coefficients, an antenna positioned in the far field
is needed. Still, as it will be shown in the next sections, these measurements are
then exploited in a calibration phase, very much like the TX case, and so it must
be done only once. If we shut down all the elements but the one we want to
estimate the coefficients, let us say element n, equation 2.10 becomes:

aFF(w/ Om, qu) = Cn(wn)fFF,n(em/ (Pm)bm

Note that in the definition (2.10) w refers to an arbitrary combination of settings,
one for each element. Here, w is such that c,(w,) is non-zero only for DUT

element n. We can then estimate the weighting factors for the antenna n as:

aFF(wnl 60/ (PO) _ Cn(wl’l)
arr(wo, 00, Po)  cu(wo)

Cn(twn) = (212)
where w,, = [0,...,wy,...,0] and wo = [0, ..., wy, ..., 0] is the reference setting,
where all the element are turned off but the element »n that is set to wy. The
direction (69, ¢o) can be arbitrary, but can be chosen such that to maximize the
SNR. These coefficients are an intrinsic property of the DUT, depend only on the
settings (wo and w,) and thus are independent of the incoming wave. Note that
in (2.12) both numerator and denomination are measured with the same source
excitation b,,. We can estimate the single element RX pattern by measuring the
DUT output:

fFF,n(Gmf o) = aFF(ZUol;fm, Om) _ Cn(ZUO)fHI-;,Z(Qm, Om) 213)
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

Note that once these coefficients are known, an estimation of the vector s(6,,, ¢.)
is fully determined. In fact:

§11(6H1/ Qbm) = }FFIH(QMI qu)bm = Cn(ZUO)Sn(Gm/ Qbm) = aFF(WO/ Om, Qbm) (2'14‘)

We can write the estimated 5(0,,, ¢,,) in matrix form as:

§(Om, Qbm) = C(wo)s (O, ¢m) (2.15)

where the matrix C(wy) is a NxN diagonal matrix in which the elements C,, , =
cn(wp). As for the TX case, these estimations of the single element patterns
depend on the reference setting. Itis crucial that both the single element patterns
and the weighting factors are measured with the same reference setting, only in
this way we can combine them to obtain the correct RX pattern.

COUPLING MATRIX ESTIMATION

The missing piece for the system to work is how to determine the coupling
matrix Fyr. Recalling equation (2.11), we can perform K different measure-
ments, each one of them with different settings w, and record the outputs into
the vector anxr(W). For each of these settings, we can record also the cor-
responding weighting vector c(w), and construct the weighting matrix C(W)
whose columns are the weighting vectors. If we also require that only one PAS

antenna is transmitting at a time we can rewrite equation (2.11) as:

anr,m(W) = C(W)pr,um (2.16)

where f\r ,, is the my; column of the coupling matrix Fyr and py, is the input
of the only PAS antenna active. The dimensions of anxr(W) and C(W) are Kx1
and KxN with K > N, respectively. We can now invert equation 2.16 and find

one column of Fnr as:

FNEm = CONY anew(W)/pu (2.17)

We can repeat this procedure for all the PAS antennas (M times), and so estimate
Fynr.
In practice, we do not have access neither to the the single element patterns

nor weighting factors. We can measure only their estimates, i.e. &,(w,) and
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2.5. SPARSE POINT RX RECONSTRUCTION ALGORITHM
5(0m, dm). Consequently we have access only to the matrix:

C(W) = C }(wy) - C(W) (2.18)

that is a scaled version of the true weighting factor matrix C(W). Then if we use
the weighting vector estimations in (2.17) we will end up with a scaled version
of the true coupling matrix:

Fnr = C(wo) - Fnr (2.19)

There are two algorithms that exploit the models just presented to perform DUT
RX testing, and in both of them only the estimates of the true quantities are used.
Still, we can use these estimations as if they were the true values since both the
weighting factors and single element patterns were measured with the same
reference setting wy. This claim will be demonstrated for both the algorithms,
in the next section the first one is presented.

SPARSE POINT RX RECONSTRUCTION ALGORITHM

This is the first reconstruction algorithm used for RX characterizations. The
working principle is based on emulating the impact that a FF plane wave has on
the DUT via NF excitations. In chapter 4, a novel method is proposed.

If we compare equation (2.10) and (2.11) we can notice that we can reproduce
the effects that a far field wave has on the DUT with the PAS. It is sufficient to
impose the output of the DUT antennas of the two cases to be the same:

SNF(P) = 5(Om, ¢m) (2.20)

Recall that the vectors s(0,,, o), i.e. the DUT antennas outputs when a FF wave
coming from direction (0, ¢,) impinges on it, are known after the estimation
phase in Section 2.4. If we know the coupling matrix FyFr, we find the excitation
values for the PAS using the inverse matrix F Rllp

sNE(p) = FNe - p = $(Om, Pm) = p = Fxe5(Om, Pm) (2.21)

If we now use the estimations of the coupling matrix and single element patterns

from equations (2.19) and (2.15) in eq.(2.21) in place of the true values, we will
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CHAPTER 2. THE NEAR-FIELD PROBE ARRAY SYSTEM

end up with:

ORI
p = FnpS(Om, dm)

(2.22)
= FX[lpc_l(wO) . C(ZUO)S(Gm/ Qbm) =p

i.e., using the "true" values and their estimations lead to the same stimuli. This
means that instead of using Fyr and s(0,,, ¢,;) (that we cannot access) we can
use their estimations (that can be measured) in determining the desired stimuli

pP-

In Figure 2.14 the 4-modules VST used to drive the 4-elements active PAS
is shown, while in Fig. 2.15 we show the whole system. Measurements were
performed on the Scarif antenna with four of its elements being active. The
interference compensation was performed analogously to the transmitting case,
i.e. setting the dummy elements to a known state and subtracting their effect
from the calibration data. In Fig. 2.16 different reconstructions at 28 GHz with
different beams is shown. The reference pattern are FF measurements carried in
the chamber. We can notice that the reconstructions are little worse than the TX
case with considerable deviations from the reference patterns. In Fig. 2.18 we
have the reconstructions at different frequencies while on Fig. 2.17 an evaluation

on the repeatibility of the measurements is asserted.

.@r.(il.@@).@

vNA"IONAL
PP INSTRUMENTS

ri B - ... PXle-1095

Figure 2.14: 4-modules VST
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2.5. SPARSE POINT RX RECONSTRUCTION ALGORITHM

4x IF TX (4GHz)

Loz |
(4.45GHz)
L )

LO1 Active PAS LO
(5.725GHz) (6GHz)

RF TX (28GHz)

(a) Block diagram (b) NF system

Figure 2.15: System to test the DUT in RX mode in the NF
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Figure 2.16: RX reconstructions at 28 GHz
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Figure 2.17: Beam 1 at 28 GHz - repeatibility of the measurements
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Figure 2.18: RX reconstructions of Beam 1 at different frequencies

The main shortcoming of this approach is for sure the cost of the system and
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its scalability. In fact in order to drive the PAS to obtain the desired situation
in the NF we need to have at least as many probes as the number of DUT
antennas, and each probe needs to be driven by its own VST. In the chapter
"Beam formed PAS" a possible method to tackle this issue is presented. Another
shortcoming of this approach is that, after the calibration, we need to perform
one NF measurement for every point in the pattern we are interested in. This
might not be a problem when only a few specific points of the pattern are
of interest, but if denser evaluations are needed then this method might take
excessively long times. A way to tackle this problem is presented in the Chapter
4. Lastly, we might be limited by the dynamic range of the VST and so in
practice the output signals required in (2.21) might not be feasible. Note that the
limitation is due to the amplitude of the required stimuli, and to cope with that
in the current implementation every stimuli’s amplitude is digitally normalized
to the maximum that the SG can support, and this scaling factors are recorded.
Then, the output produced by each of the stimuli is multiplied with the inverse
of the scaling factor of the stimuli that produced it. Ultimately, all the scaled

responses are summed up.

CoNCLUSIONS

Overall the PAS seems to be a promising technology, but more work needs
to be done. For what concerns the reconstruction performances in the TX case
we are able to obtain better results compared to the RX case. To test the DUT
in TX case a generalization of the current technology to cope with variable sizes
DUT is needed, while for the RX case we need a way to reduce the number of
channels required by the system to operate and the measurement time in the
case of dense pattern points evaluation. All these problems will be tackled in the
next chapters, which are my contribution to the development of the technology.
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Generalized PAS

One of the problems of the current PAS technology is the fact that, so far,
each DUT was tested with a PAS specifically designed for it. Each PAS system
in fact has been designed such that each probe position would match exactly
the position of the DUT antennas, i.e. to be on top of that. In the best case
scenario, from the technology usability viewpoint, the PAS should be a surface
of probes independent from the DUTs sizes so that the same PAS can be used
for different DUTs. The goal of the Generalized PAS experiment is to test how
much the PAS system is sensible to the DUT structure. Moreover, we will also
study what happens when using a number of probes greater than the number of
emitting antennas: We recall that in principle in order to capture all the degrees
of freedom of the DUT array we need to use at least the same number of probes
as the number of emitting antennas. Theoretically, using more probes would
only improve the reconstruction as more power gets collected. To carry out
the experiment the NXP and Scarif DUTs are used as well as their PAS, we can

divide the experiment in 2 sections:

e Use the NXP PAS to measure the Scarif DUT
e Use the Scarif PAS to measure the NXP DUT

and for each section, different sets of probes were used.
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3.1. NXP PAS AND SCARIF DUT

NXP PAS anD Scarir DUT

In this experiment, the Scarif DUT is measured by means of the NXP PAS.
We recall that in the Scarif the elements cannot be turned off completely, and so
an interference compensation is needed (see appendix A). The system settings
are the following:

¢ 5G output power: -3 dBm

® SA reference level: -13 dBm

¢ Frequency: 28 GHz
¢ Number of emitting antennas: 4

¢ Active elements configuration: span on 3 amplitudes and 32 phases each

Non-mutable (interfering) elements configuration: fixed amplitude and
phase

A reference scheme is shown in figure 3.1. Note that in the scheme the relative
position between DUT antennas and PAS probes is not precise, as the structure
of the PAS does not match the DUT structure: the Scarif was positioned such
that the emitting antennas are somehow in the center of the PAS structure,

and so "aligned" in some sense with probes 6,7,10,11. The experiment consists

00060
Consected probes © 000

. Lo J 101 1]
}‘ Radiating elements position
®00 0

Probes numbering (b1,b2....)

o)
s}
2
°
8

PR

o
o
(o) 8
00
28
-0
-2

09

NXP PAS

Figure 3.1: Scarif-DUT NXP-PAS Experiment schema

of evaluating the reconstruction performance when using the NXP PAS and
exploiting different sets of probes (e.g. 16 probes, different sets of 4 probes ecc...)
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CHAPTER 3. GENERALIZED PAS

in the reconstruction. In order to evaluate the reconstruction performance, either
reference FF measurements (i.e., beam measurements in anechoic chambers) or
reconstructions with the Scarif PAS are used. The metric is a simple visual
consideration, one could in principle have a numerical evaluation (e.g. boreside
errot, ...) but this depends pretty much on the application of the technology. For
the reconstructions, the same FF data was used: the differences are then due to
different situations happening in the NF. As a final remark, probe i in the graphs
is marked as b; and this is just an arbitrary notation name.

Resurrs NXP PAS anp Scarir DUT

As we can see from Fig. 3.2, the selection of the probes has an impact on the

reconstruction performance.

Elevation Cuts Azimuth Cuts

FF Pattern Reconstruction
—— Reference FF Measurement

Ports: b3,b5,b7,b9
—— Ports: b2,b3,b4,b5

-180° -180°

(a) Reconstructions with different probe sets VS FF beam measurement (red)

Elevation Cuts Azimuth Cuts
o 0°

FF Pattern
Generalized PAS: frame structure

—— Reference measurement

0e _age 30 20410 0 -10-20-30

-180° -180°

(b) Reconstruction with probes 1, 4, 13, 16 (blue) VS NF Reconstruction with Scarif PAS
(red)

Figure 3.2: Generalized PAS reconstructions
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3.1. NXP PAS AND SCARIF DUT

An interesting feature appears when using all the available probes (Fig. 3.3).
As we can observe, the effect of adding listening probes leads to worse or better
results according to the selected subsets. This effect might be due to some
interaction between the elements in the NF leading to some kind of interference
that the least square optimization is not able to average out. In order to find out
which might be the reason behind this effect, a singular value decomposition
of the NF calibration data was analyzed. The reasoning behind it is that if in
the entire experiment we change the amplitude and phase settings for only 4 of
the antennas, we expect the calibration matrix P to have only 5 major singular
values: the 4 antennas and the effect of the other elements, whose settings are
kept constant, which account for an additional degree of freedom. Due to the
noise, the other singular values are expected to be not exactly zero but much
smaller than the main ones. If the system is not working properly then there
mightbe a variation of the number of the major singular values, for instance if one
of the emitting antenna is broken then we would have less major singular values.
The calibration data is the P-matrix, i.e. the probes readings corresponding to
384 (4 antennas x 3 amplitudes x 32 phases) different single element settings.
In Fig. 3.4 the SVD decomposition is shown, and we see that there are 5 major

singular values.

Figure 3.3: 16 probes reconstruction
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SVD on the Calibration Dataset (all in_one_cdbk)

1 2 3 4 5 6 7 8910111213141516

Figure 3.4: SVD on the P-matrix
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3.1. NXP PAS AND SCARIF DUT

SVD sTuDY

An attempt to cope with this disturbance might be to exploit the SVD decom-
position even further. Since we saw that selecting 4 probes, i.e. the minimum
number of probes required, might lead to better performances with respect to
use all of them, the idea was to select the best possible set of 4 probes that would
lead to the best reconstruction performance. The first simple approach would
be to compare the reconstruction of each group of 4 probes with a reference one,
and select the best according to a given scoring function depending on the use
cases. This method has multiple drawbacks:

1. It requires a FF reference beam measurement to compare with the recon-
struction of each set of probes. This has to be repeated for each beam as
the best set of probes might change.

2. The complexity scales exponentially with the number of probes as the
possible combinations increase. Still, this is an offline procedure in the
sense that for each beam the best probes can be found only once, as an
additional calibration step, and then as long as the setup of the system is
the same (i.e. same DUT type and same measurement conditions) the best
probes for each beam don’t change.

To overcome these issues, the idea is then to base the best 4-tuple probes selection
on the major singular values with some kind of scoring criteria (e.g., get the
probes that lead to the highest minimum singular value, the highest singular
values, ecc...). The hope is then to apply this criteria when performing the
calibration for a generic DUT, and so select the best probes for it. For this
experiment, the reference measurement is a FF measurement carried out in
the chamber with the classical methods. We can also define a singular-values
reference, e.g. probes 1, 4, 13 and 16 that resulted in a good reconstruction (see
Fig. 3.2b). In this experiment we used a subset of the listening probes from
which to extract the 4-tuple probes to evaluate the heuristic criteria with (we
used probes 1 to 9). This is because these probes were sufficient to evaluate the
performance of the heuristic probe selection criteria, so extending the number
probes taken into account would have led to an exponentially greater number
of combinations to be scored and so an unneccessary long execution time of the
Python script. We can see from Fig. 3.5 that unfortunately none of the scoring
criteria lead to good results.
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singular values

= Ports: bs b7,b8,69
Azimuth Cuts 5 . Ports: b1 b4,b13 b16

W ports: b1 b4,bS b7
W ports: b1 b4.b12,b16

(b) Minimum last singular value

Singular values

W Ports: b2,b4,b5,b8
. Ports: b1,b4.612,516

1 2 3 4

. ports: b1,b3,b6,09
W Ports: b1,b4,b13,b16

(d) Minimum first singular value

Figure 3.5: SVD scoring criteria performances

In order to evaluate if the problem was due to the PAS system, we also tried
to use the Scarif PAS (i.e., the PAS specifically designed for the Scarif antenna)
but with 16 listening probes. As we can see from Fig. 3.6, the problem is still
present. This suggests that the issue might be caused by the antenna itself, the
next experiment with the NXP DUT will clarify this aspect.
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3.2. GENERALIZED PAS: NXP DUT

oo 30 20

Elevation Cuts Azimuth Cuts
0° 0o
FF Pattern
_age 450 — 16 probes
— Reference NF reconstruction

= 4 probes above the radiating elements

—180° —-180°

Figure 3.6: Scarif PAS and Scarif DUT reconstruction

GENERALIZED PAS: NXP DUT

This experiment can be outlined as follow:

1.

The NXP DUT is measured with its PAS but with different probes sets, in
order to verify whether there is a similar behavior that the Scarif showed
in Fig. 3.6 or not.

. The NXP DUT is measured with its PAS but with different probe sets and

alignments with respect to the emitting antennas.

. The NXP DUT is measured with the Scarif PAS.

INXP PAS WITH DIFFERENT PROBE SETS

The experiment conditions are listed as follow:

SG output power: -3 dBm

SA reference level: -13 dBm
Frequency: 25.875 GHz

Number of emitting antennas: 4
Active elements configuration: 3 amplitudes and 32 phases

Non-mutable (interfering) elements configuration: they are turned off

PAS: NXP PAS
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* Reference: NF reconstruction with the probes above the emitting elements,
i.e. probes 6-7-10-11

The scenario is the same as before (fig. 3.1) but now the elements are aligned
with the probes as we are using the NXP DUT.

Figure 3.7: NXP DUT and NXP PAS reconstructions: corners = probes 1-4-13-16,
first row = probes 1-2-3-4, 16 Elements = probes 1 to 16

Using different sets of probes seem not to impact the reconstructions, as it is

expected (even though an higher number of probes should improve the SNR).

NXP PAS WITH DIFFERENT PROBES ALIGNMENT

The experiment conditions are listed as follow:

* SG output power: -3 dBm

e SA reference level: -13 dBm

* Frequency: 25.875 GHz
* Number of emitting antennas: 4
* Active elements configuration: boreside with maximum amplitude

* Non-mutable (interfering) elements configuration: they are turned off

e PAS: NXP PAS

I tried a different alignment of the probes (Fig. 3.8) to check if it mattered.
This is a crucial issue to verify the feasibility of future use cases where there will
be a PAS "surface", and so no alignment between DUT antennas and probes.
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= radiating elements underneath

Figure 3.8: NXP DUT and NXP PAS: new probe alignment

We can see that the results (Fig. 3.9) are basically the same with the new and
old alignments, moreover we can notice from Fig. 3.9b that using the farthest
probes from the emitting elements causes a drop in the singular values , likely
caused by lower SNR due to the distance, and consequently to slightly worse

performance.
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(b) 16 probes VS probes 1-4-13-16

Figure 3.9: New probes alignment performances
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The experiment conditions are listed as follow:

* SG output power: -3 dBm

* SA reference level: -13 dBm
* Frequency: 25.875 GHz

* Number of emitting antennas: 4/16

* Active elements configuration: boreside with maximum amplitude

* Non-mutable (interfering) elements configuration: they are turned off

e PAS: Scarif PAS

o Reference: FF measurement in the chamber

Changing the set of the probes (within the same PAS) can be seen as using

different PASs, as what differentiate one PAS from the others is the alignment of
the probes. Still, it is useful to measure the NXP with the Scarif PAS and verify

this claim. In Fig. 3.10 we can notice that the reconstructions with the different

PAS systems are pretty much the same.

Elevation Cuts Azimuth Cuts
10 -20 —30 — 200 _gpd -10 -20 -30

‘40 —50.

~180°

', b1y
carif PAS: probes ‘b1, ‘b4, 13, 'b16'

(a) 4 emitting antennas

Elevation Cuts Azimuth Cuts
0° 0

45( @ ! r @
0 -10 -20 -30 —4o, 50 _gped  -10 —20 do

—135°

(b) 16 emitting antennas

Figure 3.10: Scarif PAS and NXP DUT
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CoNCLUSIONS AND FUTURE WORK

The experiment looks at how the reconstruction performance varies with

respect to the selection of probes and the number of probes used to make the

measurements. Expectations based on theory and EM simulations were that

we should be able to reconstruct well for any number of probes greater or

equal to the number of DUT elements, and for relatively arbitrary selection

of probes. In particular, the method should work without requiring a one-to-

one correspondence of element locations on DUT and PAS side and it should

work even if the PAS was not specifically designed for the DUT. Comparing to

expectation, the actual measurement results show that:

1.

PAS design doesn’t have to be very specific to the DUT. Still, this is just a
promising indication given the limited statistics.

. Using more than the minimum number of probe elements is possible.

. Moving probes farther away from the active DUT elements seems to make

readings less reliable and reduces reconstruction performance.

. Measurements on DUTs with active immutable elements seem to be sen-

sitive to the specific probe selection; while the reason has not been fully
identified yet, a next step can be to further optimize the handling of the
immutable elements either through using an additional probe to capture
the corresponding additional degree of freedom, or through changes in
the configuration of calibration measurements (i.e, changing the reference
setting wy). It must be pointed out that the Scarif antenna is not a commer-
cial antenna but rather a proof of concept while the NXP is still a prototype
but much more tested and reliable compared to the Scarif. In order to ex-
tend this study one can try others heuristic strategies or using more probes
than 4. For instance using 5 probes would capture also the effect of the
non-mutable elements and these might lead to different results, especially
in the case where the minimum singular value is concerned.
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Improving the speed of DUT Rx

Measurements

A challenge with the previously implemented method for DUT Rx mea-
surements described in Section 2.5 is that we need to carry out a separate NF
measurement for each direction along which we want to evaluate the DUT re-
sponse. This issue is stressed in all the use-cases where patterns need to be
evaluated with a fine spatial resolution or over a larger set of directions. pattern
evaluations are required. With this new method, after a first calibration, it is
sufficient to carry out a number of NF measurements equal to the number of

DUTs antennas, independently of the number of pattern points.

PATTERN RX RECONSTRUCTION ALGORITHM

Instead of emulating the radiation of an EM wave coming from the FF as
done in the Sparse point RX reconstruction algorithm, we generate a radiation
from the PAS such that it excites one antenna only (ideally). Exciting one DUT
element only means we can interpret the DUT output as the response of that
DUT element to the field and as a weighting factor for its single-element RX
pattern. By cycling through all DUT elements in this manner, the full-beam
DUT RX pattern is found as their superposition. We still aim to reconstruct
the RX sensitivity pattern of the DUT in response to plane waves coming from
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4.1. PATTERN RX RECONSTRUCTION ALGORITHM

different directions in the FF as shown in Fig. 4.1, i.e., we aim to reconstruct:

N

aFF(w/ Om, (Pm) = Z Cn(wn)sn(em/ Qbm)

n=1

= C(w)Ts(er ¢m)

(4.1)

where 5,(0,,, ¢) is the single element RX pattern (scaled by the source input
signal in the FF b,,).
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Figure 4.1: DUT Rx response to a plane wave excitation from a FF source at one
direction

The main idea is to estimate some kind of weighting factors and exploit them
to overlap the single element RX patterns. The definitions of weighting factors
and single element patterns are the following:

1. Weighting factor: the weighting factors that we will use to overlap the single
element patterns are

¢"(wn) = Sref nCn(Wn) 4.2)
where s,, fnisa reference excitation with which we are stimulating the
antenna n. In other words, the weighting factor ¢’(w,) is nothing but the

output of the DUT if we are exciting the DUT element n only and if the
element setting is w;,.

2. Single element pattern: Like in the first RX method, it is the quantity
51 (O, (Pm)

Now if we superimpose the elements we end up with:
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M=

H%F(w’ Om, om) = €y (W) (O, Om)

nI\zll (43)
= Z Sref’ncn(wn)sn(em; ¢m)
n=1

If we now are able to excite each antenna in the same way (i.e., s;¢f,, is constant

across the DUT antennas) then we have:

N
a%p(wr Om, Pm) = Sref nZ:; cn(wn)8u(Om, Pm) (4.4)

= S}’Ef : aFF(w/ le (Pm)

i.e., a version of the actual RX pattern scaled by the strength of the excitation. In
order to stimulate in the NF each antenna in the same way, we can exploit the
Fnr matrix found in the calibration phase. In fact the reconstruction matrix Fyr
is the same as in the first RX method. We can just exploit Fyr to produce a set
of stimuli p from the PAS such that at the DUT antenna outputs we have:

sne(P) =Fnr-p =10, ..., 8ref, ..., O] (4.5)

i.e., we are stimulating only one DUT antenna at a time. From (4.5) we can see

that the corresponding stimuli achieving that is:
—_r-1 T
p, = Fel0, .1, ..., 0] s, (4.6)

i.e., the the n;;, column of FI_\IlF scaled by the desired excitation s,.r. We can
then record the DUT response to that stimulus, i.e. ¢’(w,), and then repeat the
procedure for all the DUT antennas. Doing so we are able to find the weighting
factors that each branch has in the RX pattern, given a generic configuration.
The whole procedure can be schematized as follow:
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Figure 4.2: Pattern RX reconstruction algorithm

Note that in the "Constant Adjustment" phase a reference FF beam measure-

ment is used in order estimate the scaling factor s,.¢. At the current implemen-

tation, this constant is estimated averaging the ratio between the reference FF

measurement and the reconstructed pattern. Not the whole pattern is used, but

only the portion < 3dB with respect to the maxima. This estimation needs to be

carried out only once, and can be seen as another calibration step of the system.
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PracTIiCAL IMPLEMENTATION

Moreover here, we need to use the estimations of the quantities we need.
These quantities have been defined and estimated through FF measurements in
Section 2.3:

¢ Coupling matrix estimation: Fnr = C(wo) - Fnr

cn(wn)
cu(wo)

* Weighting factor estimation: ¢,(w,) =

e Single element pattern estimation: 5,,(0;, ¢m) = ¢ (w0)51(On, Gm)

We can show now that using these estimations in place of the true values will
end up with the same sensitivity pattern reconstruction expression (4.4). If we
use Fyr in place of Fyr in (4.6) we will end up with an estimation of the true

stimuli P,

B, = Expl0, ..., 1, ..., 0] s e
= FI_\fll:C(wO)_l [0/ AAAY4 ]-/ sy O]Tsf’ef (4:7)
= FI_\lll:[O’ T Sref/cn(wo), ---/O]T

we can compare now (4.6) and (4.7) and see that the DUT antennas output that
p,, will produce is:
Srefmn = [O,...,sref/cn(wo),...,O]T (4.8)

This means that using the estimations we are stimulating only the DUT target
antenna, but the resulted excitation is not equal across the antennas. In other
words, when we are targeting antenna n, the output of that antenna is equal
to sref/cn (wp) while the other elements are not excited. Since now we have the
estimations of the single element patterns 5, (0,;, ), we can now rewrite (4.4)
with the antennas outputs s,. ¢ , (4.8) and single element estimations §,, (0, ¢ ):

N

a%F(w' Om, om) = Z Sref,ncn(wn)gn(emz Om)

n=1
N
=N 2 @n)en(w0)sn (O, ) 4

Sref * app(w, Om, m)
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4.2. PRACTICAL IMPLEMENTATION

which is exactly (4.4).

In Fig.4.3 we have a comparison between the reconstruction performances
of the two RX algorithms and a FF measurement carried in the chamber. The
measured antenna is the Scarif with 4 active antennas at 28 GHz.

Elevation Cuts Azimuth Cuts
0° 00

FF Pattern
_450 450 —— Reconstructed RX pattern: second method

—— Reference FF measurement

— Reconstructed RX pattern: first method

_oge 40 30 0 0

-180° -180°

(a) Beam 1

Elevation Cuts Azimuth Cuts
0° 0°

FF Pattern
_ase 450 —— Reconstructed RX pattern: second method
—— Reference FF measurement

—— Reconstructed RX pattern: first method

_gge 0 30 0 0o

—180° —180°

(b) Beam 2

Figure 4.3: RX algorithms performance: in green the Sparse point RX recon-
struction (first method), in blue the Pattern RX reconstruction (second method)

In figure (4.4) we can see the reconstruction performances of the Pattern RX
reconstruction algorithm compared with the optimal reconstruction weights for

beam 1. The optimal weights c* for the beam 1 are the result of the minimization
of

N
c'= argmincllz CHSH(GMI ¢m) - aFF(wll Om, ¢m)|| (4.10)

n=1
i.e., an upper bound to the reconstruction performances given the quality of the
single element measurement s, (0, 1)
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Elevation Cuts Azimuth Cuts
0° 0°

FF Pattern
—— Reconstructed RX pattern: second method

Figure 4.4: Reconstruction with optimal weights VS Pattern RX reconstruction
algorithm

In order to evaluate how well we are stimulating each antenna, and the
correctness of the model and scripts, the DUT in which only one antenna was
active was tested. In this case, we expect the weighting factor corresponding to
that antenna to be much higher compared to the others. For this experiment, the
Scarif at 28 GHz with four emitting antennas was used. In tab.5.2 the estimated
weighting factors.

Active Antenna | |cq] |co| lcs] |cal
1 -14.05 | -23.08 | -22.02 | -26.77
2 -28.76 | -15.03 | -34.13 | -24.92
3 -34.00 | -29.99 | -13.83 | -29.96
4 -39.06 | -27.58 | -30.93 | -13.11

(a) Amplitudes [dBV]

Active Antenna | fcq1 | fco | fc3 | /ca

1 133 93 | 126 | 129
33 | 133 | -19 | -164
138 | 119 | 142 | 109
38 | 142 | -2.55 | 153

(b) Phases [deg]

B~ Wi

Table 4.1: Estimated weighting factors
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FF INTERFERENCE COMPENSATION

The interference so far is used in the calibration phase to find the matrix Fyr,
but not in the single element FF data. To tackle this we used an interference
pattern, i.e. the pattern produced by the elements when they are in off state and
subtracted from each single element data before the superposition. Since the FF
beam measurement used to evaluate the reconstruction contains the interference
pattern (the effect of the immutable elements is present in the FF measurement
as well), the interference pattern must be added to the superposition. Before
adding it as a last step, the interference pattern was scaled by the complex
constant found with the FF reference pattern as the weighted sum of the single
element is a scaled version of the true pattern. In figure (4.5) we can see that this

further interference compensation slightly improves the results.

Elevation Cuts Azimuth Cuts
FF Pattern
—— Reconstructed RX pattern: second method

450 as° -450 45°  —— Reference FF measurement
—— Reconstructed RX pattern: second method with interference compensation
_gg#0 30 10 0 900_ago?0 3@{20 10 0 0o
— 135 1
180 180¢
Elevation Cuts Azimuth Cuts

FF Pattern
—— Reconstructed RX pattern: second method

—— Reference FF measurement

—— Reconstructed RX pattern: second method with interference compensation

. 30 10 0

(b) Beam 2

Figure 4.5: Performances at 28 GHz with interference compensation
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CONCLUSIONS AND FURTHER IMPROVEMENTS

We can see from table 5.2 that we are able to obtain a good isolation between
the target element and the others. Still it must be pointed out that here we are
not seeing the excitation produced by the active PAS directly, as we are watching
the output of the DUT caused by that stimulus. If one want to ascertain more in
detail on how well we are able to excite each antenna, then the solution would be
using another VST as a DUT that can sense each port separately. Another critical
point is that in the current implementation we are forcing isolation (excite only
the target, and not the others) between the 4 active elements. Still we don’t have
control on the situation in the NF where the other 12 elements are off. To carry
out this evaluation, we would need also here a multi-port VST and sense how
the global situation in the NF is. Overall this new RX method is comparable, or
slightly better, than the old one but it is much faster in the use cases where the
number of antennas is much less than the number of points of the pattern we

are interested to evaluate.
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Beam Formed PAS

One of the main problems for the PAS technology is the cost of the required
system. What drives its cost is mainly the number of instrument channels, that
scales with the number of probe elements which, in turn, scale with the number
of DUT element. This is particularly true for the RX case testing as all probes
need to generate at once to create a specific EM field across the DUT aperture.
The goal would be having a single instrument channel, independent of the DUT
number of elements. In order to achieve that, the idea is to exploit a beam former
at PAS side, and replace a parallel drive/read of the probes with subsequent
feeds/measurements. This chapter analyzes how to exploit a beamformer in
both TX and RX characterizations.

L4

P

_ Received:
@{Wf AN " r(v,w) = v'p(w)
pll
w, v,
;N i Dy N
DUT Probe  Beamformer
Amplitude & phase settings array Settings: v,

per array element w,,

Figure 5.1: BF PAS Scheme
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BF PAS ixn DUT TX

Instead of performing N parallel measurements to obtain the NF indications

p(w), we can perform N subsequent measurements to obtain the vector
r(w) = [r1 = v1' p(w), ..., rn = vyp@)] =V - p(w) 5.1)

In equation (5.1) the NxN matrix V is defined s.t. its i-th row is the o] vector. If
the v; are linearly independent, we can obtain a 1-to-1 correspondence between
the NF indicators p(w) and the subsequent measurements r(w), as V would be
full rank. This fact can be exploited to reuse the equations found in Chapter 2
and Appendix A. In fact, we have the relations:

c(w) = Gp(w) (5.2)

where G is the calibration matrix. We can then exploit the invertibility of V to
write
p(w) = V'r(w) (5.3)

We can then rewrite (5.2) as
c(w) = Gp(w) = GV lr(w) = Ur(w) (5.4)

We now have a new model, in which we relate the weighting factors c(w) to
the subsequent measurements r(w) by means of the matrix U = GV~!. We
can perform the interference compensation by subtracting from the measured
r(w) the interference r(winter) = Vp(Winter) as it was done for G in the pre-
ceding analysis (see Appendix A). We can now proceed to estimate the matrix
U as it was done in the preceding analysis. In particular we can solve a Least
Square minimization procedure using a sufficiently large set of settings w.This
corresponds to:

U =argmingl|C — AR||? (5.5)

where the matrix R is defined as:
R = [r(w1), ..., r(wy)] = [Vp(w1), ..., Vp(wy)] = VP (5.6)

One could in principle drive the BF PAS in order to obtain the same effect
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that a "parallel” read of the probes would produce, by using one single output
line. From (5.3) we have
p= Vir (5.7)

i.e., we can reconstruct the reading outputs p via successive measurements r.
Note that this is actually a generalization of the current system: in fact, the
probes are "virtually" read in parallel as in practice there is a switching matrix
that listens to one probe per time. This is equivalent to have a beam former with
V = I with I the identity matrix. Since we use a "switched" passive PAS we
already have a particular working implementation of a BF PAS in the DUT Tx.
However, the BF PAS is critical for the DUT Rx and this will be studied in the

next section.

BF PAS in DUT RX

In both DUT RX testing approaches we need to be able to create a certain
configuration of the NF. This translates into generating in parallel some input
signals p at the PAS side by the signal generators. We can replace the SGs with

a beam former, and using only one SG to drive it and obtain the same result:

p=0-ai (5.8)

where v = [v1, ..., 0]"

are the beam former settings and a;, the input signal
from the VST to the PAS. Even though this is a trivial consideration from a
theoretical viewpoint, it is not the case in practice as other problems arise. Since
the objective is to use a commercial beam former, we have much lower degrees
of freedom on the signals that it is able to produce compared to a much more

expensive measurement instrument.

NXP DUT as a BF PAS

In order to test the feasibility of the approach, an experiment was carried out
to examine how accurately a desired field distribution across the DUT antennas
can be produced in the NF of the probe array using a common source signal and
a commercial beamformer IC to modify the outputs of the probe array elements.
In this experiment, we replace the actual DUT by a passive PAS so that we
can observe directly the generated EM field at the points sampled by the DUT
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5.2. BFPASIN DUT RX

antennas. Furthermore, we consider the NXP active antenna as our prototype
beamforming probe array. The experimental setup is illustrated in Fig. 5.2. Note
that while this setup is the same as previously shown for measuring DUT TX
characteristics in Fig. 2.13 of Section 2.3.2, here the DUT and probing roles of

the antennas on the transmitting and receiving side have been swapped.

w P
"1 P1
O b=
L~ N
<
Ain —»
1 Wn Pn
—l-// —
Q i 2 Y
Wi Pn
— —
Q j N
. ~— _ w_/
NXP PAS probes

Figure 5.2: NXP as BF PAS experiment schema

Focusing on the second DUT Rx measurement method describe in Chapter
4, the BF PAS prototype should generate the desired EM field magnitude at
only one of the Rx antennas. The response generated at all other Rx antennas
should be very small (or vanish ideally). As a first approach, linearity between
the array elements’ amplitude and phase settings and realized outputs from the
NXP antennas is assumed. Figure 5.3 shows the measured relation, in there
both phases and gain settings are reported as 8-bit integer numbers to control
the NXP active antenna. The gain setting index spans the whole dynamic range
of the NXP single antennas, while the phase setting index step corresponds to
360°/255 ~ 1.41°. The figure presents at the behavior of NXP array element 36,
one of the elements that are active in most of the measurements. Based on our
data, the other elements show similar characteristics. The data was obtained

in NF measurements with the passive PAS from the receiving element directly
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above the NXP antenna element 36.
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Figure 5.3: Relation between settings and antenna output: fixed gain index =
160, fixed phase index = 89

From Fig.5.3b and Fig. 5.3c the relation between setting and antenna output
seems to be linear. In Fig.5.3a and Fig.5.3d we see that some non-linearity is
present, because changing the gain has a (non-linear) effect on the realized phase
and vice versa. We would have expected horizontal lines, as ideally changing
the gain should not have any effect on the phase and vice-versa. This effectis due
to how the BF circuits operate: changing gain means that more gain stages may
be added, which may cause additional delay (i.e., phase variations) of the signal.
Changing the phase means adding a delay which is implemented by making the
signal travel different distances, and so we end up with different attenuations.
Performing a linear Least Square approximation means to linearize these effects.

An important remark is that these effects were present also in the algorithms
used for the TX and RX case and this might lead to the conclusion that the
linear models used are wrong. This is not true. In fact both in the DUT TX
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5.2. BFPASIN DUT RX

and RX case the linearity is exploited in the mapping between NF and FF, not

from the DUT settings and the NF (or FF): in principle all the functions ¢, (w)

can perfectly be non-linear. This effect can be appreciated in Fig. 5.4 where the

ratio between NF and FF measurements (measured with the same DUT setting

variations) is shown. The set of amplitudes/phases used to generate those data

spans 3 amplitudes and 32 phases per element, in the figure the data refers to

the antenna located under probe 1.
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Figure 5.4: NF and FF linearity assumption verification
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Since the relation between the antenna outputs and probes output in the NF
is linear (through the calibration matrix Fyr in the DUT RX case), then we can
map the NXP settings w to the PAS probes outputs p as:

p=v-ap, =T w (5.9)

We can then find the transformation matrix T via least square method, in a
similar way as the DUT TX case (instead of mapping probe readings to realized
weighting factors, here we are trying to map NXP settings to probe readings).
We can then invert the matrix T and find the settings to feed the DUT with in
order to obtain the desired PAS outputs, i.e.:

w=T"'p (5.10)

Here we have two main problems: the first one is that, unlike the VST,
the NXP has discrete amplitudes and phases settings as both have an 8 bit
register available (i.e., 256 values). A rounding of the settings is then needed for
teasibility. The second issue is the beamformer dynamic range.

A first test to evaluate the performances is trying to write the same excitation
to each target probe, while the others should not be affected. This translates to
a target reading of the type:

p=10,..,0,p0,..,0]" (5.11)

where p; is a real number kept constant for all the target antennas. In this
experiment 4 emitting antennas were used, and the 4 probes located on top
of them were the targets. The resulting setting (i.e., amplitude and phase for
each antenna) was scaled in such a way that the maximum amplitude would
match the maximum single element one, in order to exploit (and not exceed)
the dynamic range available. Due to this normalization we potentially lose the
control on the reading amplitude but we gain in terms of isolation between the

target probe and the others.
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Figure 5.5: NXP DUT as a PAS: performances

In Fig. 5.5 we can see that we are able to excite in a "similar" way all the target

probes (3 or 4 dBV of difference) with a phase error of 17.3 degrees in the worst

case (with a real target, we would have expected phase of 0 degrees for all the

target probes).

The second experiment consists of trying to reconstruct the settings that

produced a known situation in the NF, and compare it with the true one. In

other words, given a PAS reading p we exploit equation (5.10) to estimate the

setting w” that produced it. Then, we compare it with the true one, that is

known.

H Antenna ‘ True Amplitude ‘ True Phase | Reconstructed Amplitude | Reconstructed Phase H

1 255 89 321 89
2 255 208 295 205
3 255 81 334 82
4 255 214 290 215

Table 5.1: Beam 0 setting reconstruction performances
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H Antenna | True Amplitude | True Phase | Reconstructed Amplitude | Reconstructed Phase H

1 100 10 134 3

2 100 20 123 12
3 200 30 182 25
4 200 40 166 37

Table 5.2: Beam 1 setting reconstruction performances

A third experiment consists of abandoning the linearity assumption and
using other techniques to create a certain configuration in the near field, i.e.
apply a Delaunay Triangularization [12] on the NF data. In particular a single
NXP antenna as well as a single PAS probe was used. The antenna spanned
settings of amplitude and phases, and the probe responses were recorded. This
data have been triangularized, and then used to obtain a target situation in the
NF (i.e., a target probe reading). In Fig. 5.6 a visual scheme is presented aimed

to better clarify what a data triangularization means.

LD

0B -

0.6 1

04 -

0.2 -

0D

Figure 5.6: Delaunay Triangularization on the green data points. Picture taken
from https:/ /www.geeksforgeeks.org/triangulations-using-matplotlib /

In Fig. 5.7 the results are reported, and can help to understand better the pro-
cess. The calibration points (the red dots) are the probe responses (represented
in the complex plane) to the single emitting antenna, that spanned 50 amplitude
settings and 50 phases (covering the whole 360° circle). We can already notice
that there is a non linearity from there; given a phase, the points are not laying
on a line passing from the center of the circle, instead they are deviating from
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5.2. BFPASIN DUT RX

that while changing the amplitude settings. The blue crosses are the arbitrary
targets, whose only requirement is to stay within the calibration points: doing
s0, each target lays in a triangle whose vertexes are the calibration points closest
to the target. The predicted settings to achieve the target is the (rounded) linear
combination of the settings of the vertexes of the triangle in which the target is
laying in. The linear (affine) model in this case is just a simple line y = mx +q as
itis an 1-dimensional problem: y is the target and x is the setting as we are using
only one probe and one emitting antenna. m and g are the parameters found via
Least Square optimization using the calibration points. The linear model is used
for performance comparison between Triangularization and Linear Assumption

strategies.

«  Calibration points 90°
X Targets
Tri: MSE=6.43E-06
Lin: MSE=1.96E-04

180°

270°

Figure 5.7: Triangularization Results

We can see from Fig. 5.7 that with the triangularization method we are much
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more precise in finding the correct setting, but still, even with the linear method,
we are not totally far from the targets. This somehow justifies why also with the

linear approximation we are obtaining some good results.

CONSIDERATIONS ON THE CHOICE OF V

As said before, the core requirement of the matrix V to be used is its invert-

ibility. Other practical considerations are:

1. Amplitude/phase constraints: each element v;; is a beam former setting,
and so can’t be arbitrary in terms of both phase and amplitude as it is
constrained by the beam former design. In practice, it would be sufficient
to predominantly change the phases, and maybe use just a handful of
different amplitude settings.

2. Transmitter dynamic range constraint: we have limitations in the DUT
RX testing, as some required settings of the PAS would be unfeasible due
to its dynamic range. This plays an important role especially when using
commercial beamformers as a PAS, like the NXP antenna.

3. Receiver dynamic range constraint: in the TX case, we need to be sure
that each reading r(w) to be within the instrumentation limit. Given an in-
strumentation power constraint P.,,s: (at the receiver side), this condition
can be translated into

| > oupe@)P < Peonst Vi€[l,..,N] and Vw  (512)
k=1
A sufficient condition for 5.12 can be:

2 const .
E A 1,... 1
|vlk| — Npmax 1€ [ 7 /N] (5 3)

where P,y is the maximum power that the single element antenna can
deliver. A lower bound on the settings can be given by the beamformer
noise level, ADC spurious-free dynamic range (SFDR), etc...

4. Orthogonality: if we require the rows of V to be orthogonal, then each
element of r(w) is a projection of p(w) on an orthogonal basis (spanned
by the rows of V). This might help in the M estimation, as the Least
Square estimator is optimal if the noise affecting each measurement is
independent from the noise of the others (regardless the noise statistic).
Given a noisy measurement p(w) = p(w) + e, we would like to have its
corresponding vector #(w) = Vp(w) = r(w) + e’ to have each component
affected by uncorrelated noise components, i.e. E(elfe]’.) =0 Vi j,i#]j.
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This can be obtained if V is an orthogonal matrix, in fact:

r _ T r _ .. T ’ N . T, . . _
e;=vie e =ve :E(eiej)—O since v, -v;=0 Vi, ji#]

i j
(5.14)
Note that this doesn’t guarantee the measurements to be independent, as
being uncorrelated is only a necessary condition for independency.

A kind of matrix that would satisfy all the three conditions is the Hadamard
Matrix, which is a square matrix made by 1 and -1 whose rows are orthogonal.
It can be adapted to comply with both conditions 1 and 2 just via a simple scale.
A complete dissertation on the Hadamard theory, way beyond the scope of this
chapter, can be found in [7].

FURTHER IMPROVEMENTS

PorynomiaL Fit

The first improvement that can be done is a further calibration to find the
true non-linear mapping between DUT settings and probes output. Various
attempts were carried out, the first one was to use a polynomial model to fit the
data instead of a linear one. This lead to overfitting issues with the data and
worse performances compared to the linear model. One can then try to perform
a Ridge Regression (i.e., regularized polynomial Least Square solution) on the
data and see if it is possible to achieve better results. Other ML techniques have
been tried out in the past but did not work as expected. This might be due to the
fact that the datasets used contained only single element measurements, thus
the model was not able to trace back the correct setting as the couplings with
the elements were not taken into account. One thing that is worth trying is to
increase the dataset with also actual multi-element beams and try with more

powerful models.

REPEATED MEASUREMENTS TECHNIQUE

Another issue is the dynamic range limitation and the discretization of the
possible setting space. For this solution to work it is crucial to have linearity of
the whole system, both PAS and DUT. The idea is then drive the BF PAS multiple
times to achieve the same effect that an infeasible setting would have produced.
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We can generalize (5.8) to comply with an infeasible BF setting v; by writing:

p=vi-ain=Vs-q-aipn=(q1051+...+gNUFN) - in (5.15)

Each column vy ; of V¢ contains a feasible setting, while the vector g contains
the weighting of the intermediate results. Thanks to the linearity of the whole
system we can in fact record the results produced by each feasible BF setting v ;,
and then sum them up using their corresponding weights g;. In order to find
the matrix Vy and weighting vector g we need to solve the constrained convex

optimization problem:

Vi, q=argmings|lp—A-t-ayl

(5.16)
AjjeS, teRN

where S is the set of the feasible settings.

CONCLUSIONS

We can compare Fig.5.5 and the weighting factors obtained in the DUT RX
experiment in table 3.1, where only one DUT antenna was active. Even though
in the latter case we were observing the NF readings through the eye of the DUT,
we see that the error on the isolation among the elements and phase/amplitude
discrepancy is comparable with the results of the BF PAS. This might suggest
that probably we are already able to obtain similar results of the VSTs even with
the linear approximation of the NXP as a BF PAS. The next step would be to
replace the VSTs with the NXP and try to reconstruct with that. The only issue
is that we cannot perform a calibration as done in 5.8 as we cannot listen to the
RX antenna outputs separately to get the NF indication p (and so the matrix P
used for calibrating the system). In order to reconstruct then the single DUT
antenna outputs (i.e., one column of P) we can exploit 5.7 and measure N times
(using the same BF PAS setting) with different beam-forming settings of the DUT.
Doing so we are able to map settings of the BF PAS to realized situations in the
NF (seen with the eye of the DUT). Moreover, one could generalized to the
multidimensional case (i.e., multiple probes and multiple emitting antennas)
the triangularization technique and use that in place of the linear model.
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Conclusions and Future Works

This chapter briefly outlines the results of the experiments, namely Gen-
eralized PAS of Chapter 3, RX Pattern Reconstruction Algorithm of Chapter 4
and Beam Formed PAS of Chapter 5. Moreover some suggestions on the future
developments of the technology is given.

ConcrusioNs OF THE GENERALIZED PAS EXPERIMENT

The objective of this experiment was demonstrating the PAS insensibility to
the DUT structure, as from the scalability point of view building a PAS for each
DUT’s type is not affordable. To do that, the NXP DUT with the Scarif PAS and
the Scarif DUT with the NXP PAS were measured and, in the best case scenario,
the reconstructions should be the same as if their ad-hoc PASs were used. The

main conclusions are:
1. PAS design doesn’t have to be very specific to the DUT
2. Using more than the minimum number of probe elements is possible.

3. Moving probes farther away from the active DUT elements seems to make
readings less reliable and reduces reconstruction performance.

4. Measurements on DUTs with active immutable elements (e.g., the Scarif)
seem to be sensitive to the specific probe selection. It is not yet clear the
reason behind this behavior; the most probable explanation is that the
Scarif DUT is a not commercial proof of concept antenna while the NXP
DUT is a much more reliable and tested device.
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6.2. CONCLUSIONS OF THE RX PATTERN RECONSTRUCTION ALGORITHM

The main limitation of this experiment is the little number of tested DUTs,
consequently in order to rule out bugs of the system one should increase the
DUTs statistic.

ConcrusioNs OF THE RX PATTERN RECONSTRUCTION

ALGORITHM

The reasons behind the development of the new algorithm are essentially
two. The first one is that it is faster: in many cases, we have less antennas than the
points we want to evaluate the pattern. The second one concerns the feasibility of
the two algorithms: it is easier to stimulate one antenna per time than obtaining
the effect of multiple plane waves coming from different directions. Still, this
is a conjecture as it has not yet proved. A hint in this direction is that it seems
that the new algorithm is more accurate in the reconstructions, and in the worst
case behaves the same as the Sparse Point RX reconstruction algorithm. Overall
the new algorithm seems to work and has good performances. Still, it was
not sufficiently tested due to time constraint. For the future development it is
important to test the reconstructions with more beams, different frequencies,
different power settings and also with different DUTs as only the Scarif was
used due to practical/mechanical issues with the fixture with the active PAS.

ConcrusioNs oF THE BEaM ForMED PAS

In DUT RX testing, at the current implementation, we need a number of
instrumentation channels at least equal to the number of antennas of the DUT.
This is a huge problem, for the cost of the system. The solution to this is having a
beamformer at PAS side, and using a single instrumentation line to drive the PAS.
In Chapter 5 a mathematical proof on the feasibility of the approach is given for
both TX and RX testing scenarios. Moreover, the NXP DUT was used as BF PAS
and some experiments were carried out. In the first place, linearity between NXP
amplitude/phase settings and realized antenna outputs are assumed. The "BF
PAS" (i.e., the NXP DUT) was driven to target each "DUT antenna" (i.e., the VST)
in order to stimuli each antenna separately and with the same excitation. In the
worst case, isolation of ~ 17dBV between target and other elements was achieved
as well as an error of ~ 3 — 4dBV between targets. A study to characterize the
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validity of the linearity assumption was also performed, showing that changing
the amplitude has a non linear impact on the realized phase and vice versa.
Future work might be to abandon the linearity assumption and find the non
linear mapping between DUT settings and realized antenna outputs. In this
sense, an experiment was carried out using triangularization techniques aiming
to obtain a target situation in the near field. Results were really good and better
than the linear mapping approximation. The next steps to take are generalizing
the triangularization technique to the multidimensional case, i.e. using multiple
emitting antennas and multiple probes. Finally, we can use the NXP DUT to
measure another DUT (e.g., the Scarif) and see if we are able to obtain similar

results when using multiple VST systems.
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Appendix A: Measurement Model
and Procedure

In this appendix, we will explain the measurement model used in the process-

ing scripts and the steps to be carried out for the TX FF pattern reconstruction.

PrHaAsg 1: CALIBRATION

Given a good known device of the same type of the devices to be tested, we

perform subsequent measurements in order to obtain:

1. The single element FF pattern f£,(0, ¢)

2. The calibration matrix G that relates the NF measurements to the weighting
factors c(w) that are exploited in the FF reconstruction.

Step 1.1: sINGLE ELEMENT FF PATTERN

In order to estimate f,(0, ¢) for each antenna, we need a probe antenna in
the FF that samples the pattern at the points of interest. Furthermore, we need
to choose a specific setting w such that only one antenna per time is emitting,
while the others are shut down. We can then relate f£,(0, ¢, wp) to the probe
antenna reading b(9, ¢, wp) through the equation

b(0, P, wo) = hpy fu(6, P, wo) (7.1)
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where:

* hy,, isaconstant representing all the possible couplings between the electric
field in the probe position and the signal at the probe output port itself
(impedance and polarization matching, effective length, reflections...)

* wy is the setting of such antenna, that we can call reference setting respect
to which each measurement in the FF will be referred to.

Both £, and wy are independent from the emitting antenna. Said so, we can
write the relation between antenna reading and FF patterns as

b(0, ¢, wo) = fu(0, P, wo) (7.2)

in the sense that we can ignore h;, as it will be then calibrated out when de-
termining the calibration matrix G. We need to point out that to perform these
measurements the DUT is put into an anechoic chamber, fixed to a moving po-
sitioner while the probe orientation and position are fixed. Consequently, /1,
can be treated as a complex constant position independent. The dependency of
the whole FF pattern of the settings w will be captured by the ¢, coefficients,
that will be estimated in the next step. Note that it is not possible to rigorously
measure the single element pattern, as we would need to decouple completely
the effect of the settings from the measurement. Still, the single element mea-
surements are referred to the reference setting so we are actually measuring
(0, P, wp) . We can ignore for the moment wy, as its impact will be taken
into account later on (see (7.1)) . There are two aspects that need to be taken
into consideration. The first is that in general the electric field is dual polar-
ized, and this can be treated by performing two measurements, one per electric
field component assuming there is not correlation between the two. Given two

polarization planes 0 and ¢, we obtain:

fn,Q(Qr (P) = b@(@, (]5)

(7.3)
frn,0(0,0) =1(0,)

The second remark is that for some DUT it is not possible to completely shut
down some elements. This issue is solved by performing an interference com-
pensation scheme in which we measure the electric field with two settings:
Wy = [Wioff, s Wny ooy WNofrl and wors = [W1off, ..., WNofr]- The setting
Wioff, i =1,..., N is a special setting in which the i-th element is set at its "mini-

mum possible emission". We can then subtract from the measurement obtained
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using w, the one using w,yy, i.e., an interference compensation. To be more
precise, w,sf not necessarily mean that all the elements are at the minimum
emission they can support. It is sufficient that the interfering elements are in a

known state (the "off" state) to perform the interference compensation later on.

STEP 1.2: WEIGHTING FACTORS c(w)

The objective of this step is estimating the weighting factors ¢, (w,) for each
antenna, and for each set of settings in which one antenna is radiating while the
others are turned off (we will relax this condition later). For instance, if we want
to estimate the cq(w) coefficients, we will feed the array with all the settings w
of the type w = [w;, 0, ..., 0], where w; is a general amplitude-phase setting for
antenna 1. Note that in principle we have as many coefficients for the target
antenna as the number of amplitudes and phases available for that antenna. We
can then find the target weighting factor by dividing the measurement in the FF
with a certain setting w; with the FF pattern of the i-th antenna. For the case of

antenna 1 this corresponds to:

b(6, P)lw=w,

b0, ) wme 74

c1(wr) =
where w is the same reference setting as before. Since these coefficients are not
dependent on the position, we can choose a (09, ¢o) to reduce the measurement
errors and keep it fixed. We can then associate to a certain w; a weighting vector
ci(w;) =[0,...,0,ci(w;),0, ..., 0] containing the coefficients to weight the single
element patterns in the FF. Since with the setting w; we are exciting the i-th
antenna only, then all the other coefficients are 0.
We can extend this reasoning also in the case in which we can’t completely
turn off the elements. To do so we can apply the same reasoning of the prece-
dent step, and so estimating the interference and then subtracting it from our

measurements, i.e.:

b(0, P)lw=w, = b(0, P)lw=w,;
b(0, §)lw=w,

ci(wr) = (7.5)

Note that in this context w1 = [w1, wyff, ..., worr] (While without interference

we had wq = [wy, 0, ..., 0]). Consequently, we can associate to the setting w; the
realized weighting vector ¢;(w;) = [c1,07f, ..., Ci(Wi), Cit1,0ffs s CNofF]-
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In (7.8) we have the demonstration that, with this single element pattern and
weighting factors pseudo-estimation, we are actually reconstructing the target
pattern of (2.4).

Step 1.3: NF PAS MEASUREMENTS p(w )

The purpose of this step is obtaining the NF PAS indications. The PAS has
the same number of probes as the DUT array (N), and for each setting wy it
returns N coefficients at its output ports forming the vector p, = [p1k, ..., PN k]-
As explained before, the objective is estimating the linear relation between these
PAS indications p and weighting factors ¢, i.e. the NxN matrix G. To do so
it would be sufficient to perform N measurements, each one with different wj
to obtain the corresponding c; and p, vectors. For the linearity assumption
cx = Gp,, consequently we can write as done in 2.5:

C =GP (7.6)

where the k-th column of C and P are the vectors ¢, and p,, respectively. We can
obtain G by simply invert P, i.e. G = P~1C. The existence of P! is guaranteed
by a (wise) choice of the settings wy. This method has two problems:

1. We are not taking into account the noise.

2. A wise choice of wy is not easy to obtain since different wj might result
into the same p; and cy.

What can we do, and what is done in practice, is solving a least square
minimization problem with an overestimated system of equations spanning a

sufficiently large set of possible settings as explained in the next step.
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Step 1.4: CaLiBRATION MATRIX G

Given the weighting factor C and the NF measurements P matrices, that
have dimensions NxK where N is the number of DUT/PAS antennas and K is
the total number of settings we calibrate with, we can find the Calibration matrix
G via Least Square minimization as described in 2.2.1. In particular we want to

minimize the regression residue €(A) = ||C — AP||. We need to solve then:

G = argminge(A) = argming||C — AP||

N K
=argming Z Z |(C — AP);j|?

i=1 j=1

(7.7)

very much similar to (2.2.1).

PHAsSE 2: DUT MEASUREMENT

We can then exploit the results of Phase 1 to reconstruct the far field of a

given DUT of the same type of one used for calibration. The steps are:

1. Measure with the PAS the NF coefficients p(w)

2. Use the matrix G in Step 1.4 to estimate the weighting factors c(w) with
c(w) = Gp(w)

3. Exploit the c(w) coefficients and the single element FF pattern of Step 1.1
of the calibration to reconstruct the DUT FF pattern using (2.4):

E(O, (P; w) = ZnN=1 Cn(wn)fn(er ¢)

In the figure below an high level scheme of the measurement procedure is
reported.
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IMPACT OF THE REFERENCE SETTING W
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As mentioned before, it is not possible to completely separate the impact of

the settings from the single element FF pattern. Here we demonstrate that with

this "pseudo estimation" of the single-element patterns and weighting factors

we obtain our goal. If we rewrite equation (2.4) with the single element patterns

and weighting factors estimated in steps 1.1 and 1.2 respectively, we obtain:

N

n=1

(90/ qu)lw:wo

4 fn(6o, Po, wo

D enl@a)ful0, ¢, w0) = Zb( o P0kwzn £ 9, 6, 10e)

(7.8)

Z fn(601¢0/wn;fn(6 ¢, wo)

If we now expand the terms using the definition of f£,(0, ¢, w,) in (2.4) and

simplify the common terms we will end up with

N

D cn(@n)y[Du(0, p)e TN O = E(6, ¢, wy)

n=1
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which is exactly what we want to measure. Thus, the choice of the reference
setting with which we choose to measure does not have an impact on the es-
timation, which is independent on that. Still, the choice of a good reference
setting does have an impact on the SNR mainly through the radiated power that
is configured.

83






Appendix B: Simple Calibration

As an alternative to the procedure presented in the DUT TX case testing,
there exist an equivalent method to achieve the same results called "Simple
Calibration". The word simple refers to the mathematical structure needed,
which in this procedure is simpler with respect to the previous case. In the
Simple Calibration we impose linearity between the Near Field readings p(w)
and the Far Field readings without the need of the weighting factors c(w). We
can now proceed to derive the model and procedure of this method.

MOoDEL DERIVATION

Here we derive two models, one for the Far Field measurements and one
for the Near Field. These models will be then linked together in the calibration

section.

FAR FIELD MEASUREMENTS MODEL

We can recall 2.4 and write the normalized electric field in the Far Field as

E©, ¢, w) =3, ca(w)fa(6, 9)
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8.1. MODEL DERIVATION

The electric field can be directly related to the probe reading b(0, ¢, w) through
the coupling factor 1, as described in the previous chapter obtaining:

b(0, ¢, w) = hy, - E(O, P, w)

N (8.1)
~E0,p,w) =) cu(w)fu(0,d)

n=1

where the ~ is valid assuming will be able to calibrate out the probe effect in the
calibration procedure, as discussed in Appendix A. It's important to notice that
the b(0, ¢, w) coefficients depend now on w, while in the previous chapter they
were independent of the settings: we are capturing the c,(w) coefficients effect
directly into the probe reading. If we now sample the FF readings in L points,
we can rewrite the function b(6, ¢, w) in vectorial form obtaining the vector:

b(w) = [b(61, p1, w), ..., b(OL, pr, w)]"

We can further decouple the effect of the input signal at each DUT antenna from
its resulting FF pattern, and so rewriting £,(0, ¢) as:

fn(0, ) = frrn(0, @) - ain (8.2)

Doing so we can interpret frr , as the transfer function between the DUT input
signal a;, (that is the same for each DUT antenna) and the FF pattern of each

antenna. We can now rewrite 8.1 in matrix form
b(w) = Frr - c(w) - aiy (8.3)
where

fre (01, 1) -+ frrN(O1, $1)

e Frr = is an LxN matrix and contains

fPF,1(éL,<PL) fFF,N(:eL;(PL)

the single element Far Field transfer functions sampled in L points

e c(w) = [c1(w), ..., cn(w)]" contains the FF weighting factors of each an-
tennal,..., N
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CHAPTER 8. APPENDIX B: SIMPLE CALIBRATION

NEAR FIELD MEASUREMENTS MODEL

The idea is to model the NF readings in a similar way as done in the FF. In

particular if we have M probes, we can model each probe reading p,,(w) as:

N

pm(w) = Z Cn(W) fNE,mnfin (8:4)
n=1

The fnr,m,n is the transfer function between the DUT element n and the PAS
probe m. Note that both the c,(w) and a;, coefficients are the same as the
FF case as we are keeping the same input and settings for both NF and FF
measurements. Note that "same settings" doesn’t mean that we are keeping the
settings fixed to a constant, but that the couple b(w) and p(w) is found using
the same w and changing it would lead to different pairs of b(w) and p(w). We

can now rewrite 8.4 in matrix form:

p(w) = Fnr - c(w) - aiy (8.5)
where:
fNFA1 o+ INFAN
Fnr = :
fNEM1 0 INEMN

is an MxN matrix and contains the single element NF transfer functions.

NEAR FIELD TO FAR FIELD CALIBRATION MATRIX

Starting from equation 8.5 we can find the weighting factors c(w) as:
c(w) = (Fy,pFne) ' Flpa; ! p(w) (8.6)
and substitute it into 8.3 obtaining;:

b(w) = Frp(F:Fne) 'l pp(w)

(8.7)
= Gp(w)

with G = Frp(F {]FF NE) 'F IT\] r as the NF to FF calibration matrix. There are some
properties of G that are worth pointing out:
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¢ Its dimensions are LxM, where L is the number of points in the FF we are
interested in and M is the number of PAS antennas.

* Since we have N emitting antennas, we potentially have N degrees of
freedom in input, and this implies that the image space of G has at most
dimension N. It is exactly equal to N only if L > N and M > N, and if
this is the case we could in principle reconstruct any FF pattern, that has
dimension N.

e L> Nand M > N are only necessary conditions for G to be full rank. We
need rank(Fyr) > N to reconstruct any FF patterns, and this translates into
requiring each PAS-to-DUT antennas’ transfer function to be sufficiently
independent one another. One could apply the same reasoning for the FF
matrix for the L > N condition , and so requiring that rank(Frr) > N, but
the column of Frr are linearly independent by construction (by choosing
different observation points in each column). If one is interested in having
less FF points than N, then G wouldn’t be full rank but would predict
correctly each pattern in the required lower dimensional FF space.

In order to estimate G a Least Square Approach is performed, very much
similar as done in the TUD calibration procedure. The key difference is that
now there’s a different target, as we are no longer mapping NF indications p(w)
to weighting factors c(w) but we map them directly to FF indications b(w). We

can then define the FF indications matrix:
B = [b(w), ..., b(w,)] (8.8)

containing p FF measured patterns each of them with different configuration

settings. Similarly we can define the NF measurement matrix:

P = [p(w1), ..., p(wy)] (8.9)
and rewrite 8.7 as:
B = GP (8.10)
To find G we can solve:
G = argmina||B — AP||? (8.11)
whose solution is
G = BP' (8.12)

with P’ the pseudo-inverse of P.
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