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Abstract

Swarms ofAutonomousUnderwater Vehicles (AUVs) are often employed in awide range of
missions, from civilian tomilitary applications. However, the challenges imposed by the un-
derwater acoustic channel make it particularly difficult to track the positions of the vehicles
over time. Common underwater ranging systems rely on Two Way Travel-Time (TWTT)
measurements, which require to measure the Round Trip-Time (RTT) of the signal sent.
Combined with long propagation times and high ambient noise, this significantly limits the
throughput of the underwater network. Although OneWay Travel-Time (OWTT) reduces
latency by half, by having synchronized clocks between all the nodes in the network, it ne-
cessitates the use of highly precise oscillators, such as Chip Scale Atomic Clock (CSAC)
or Oven-Controlled Crystal Oscillator (OCXO), in each modem processing unit, which is
expensive and energy-intensive. Nowadays ranging systems are shifting towards the use of
distributed, low-cost and heterogeneous components for positioning and localization.

This thesis extends on the work conducted in [1], where a distributed ranging protocol is
presented and simulated in the DESERTUnderwater framework [2]. Specifically, we tested
the protocol in real-world environments using actual modems, exploring the integration be-
tween the DESERT simulator and real devices, while addressing the challenges that arise
when replacing a simulated physical layer with a real one. A key feature of this ranging proto-
col is its MAC-agnostic nature, allowing the underlying MAC protocol to be interchanged
based on specific requirements.

Specifically, we evaluated the protocol using two distinct MAC protocols: a contention-
based protocol and a contention-free protocol. We tested the protocol using two different
modems: Evologics S2C R 18/34 WiSE [3] modems and low-cost modems, called Subsea
acoustic Modem (SuM) [4] developed by SubSeaPulse SRL, a spinoff component of the
Signet Lab at the University of Padova. Finally, we conduct an experiment using the Evolog-
icsmodems on the PiovegoRiver. The results, in terms ofRootMean Square Error (RMSE)
of themeasureddistances and the jitter in the computedTimeof Flights (ToFs), demonstrate
that the DESERT Underwater Framework enables all AUVs in the swarm to accurately de-
termine their distance from every other node in the network. This capability reduces the risk
of vehicle collisions and improves mission coordination.
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1
Introduction

The deployment of low-cost underwater assets such as Remotely Operated Vehicles (ROVs)

and Autonomous Underwater Vehicles (AUVs) [5] is encouraging their use in swarms. In

fact, these swarms can undertake a wide range of missions, including civilian applications

like environmental monitoring [6], coastal surveillance [7], and assisted navigation [8], as

well as military operations such asMine CountermeasureMissions (MCM) [9] andmilitary

surveillance [10]. In AUVs formations, accurate navigation relies heavily on precise localiza-

tion [11], which cannot be achieved using Global Navigation Satellite System (GNSS) due

to the lack of signal underwater.

Common approaches often involve expensive specialised hardware, such as high precision

inertial measurement units and gyroscopes paired with Doppler Velocity Log (DVL) sys-

tems. Moreover, traditional ranging and communication systems like Long-baseline (LBL),

Short-baseline (SBL) and Ultra-short-baseline (USBL) [12] require multiple anchors and

acoustic modems installed in the network nodes. However, current trends are shifting to-
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wards the use of distributed, low-cost and heterogeneous components for positioning, such

as Distributed Long-baseline (DLBL) [13] systems. Acoustic positioning primarily involves

precisely measuring of the signal’s Time of Flight (ToF) and its propagation speed (sound

velocity) [14]. The precision in estimating ToF largely depends on the characteristics of the

physical and data-link layers used. ToF can be determined using eitherOneWayTravel-Time

(OWTT)orTwoWayTravel-Time (TWTT)methods. In the two-way approach, theRound

Trip-Time (RTT) of the signal is measured, accounting for the ToF from the source to the

target and back. In contrast, the one-waymethod requires synchronized clocks [15] between

the source and target, allowing the transmission time to be measured during a single signal

transfer.

A DLBL system has been implemented and tested within a simulated environment [1],

using a module of DESERTUnderwater [16], an open source [2] underwater network sim-

ulator developed and maintained by the SIGNET group at the University of Padova. This

module, known as uwRangingTDOA, builds upon the research presented in [14], works on

theprinciple that eachnode generates packetswith a certain generation rate, which are broad-

casted according to theMediumAccess Control (MAC) policy. These packets containTime

Difference Of Arrival (TDOA) information for each node in the network. The receiving

node uses this information to measure the ToF and estimate distances from all other nodes

in the network, based on both direct and indirect measurements.

The goal of this thesis is to build upon previous work by testing the uwRangingTDOA

module in a real-world experiment using actual acoustic modems. Specifically, we compare

a low-cost modem, the Subsea acoustic Modem (SuM) [17], designed and built by SubSea-

Pulse SRL, a spinoff company of the University of Padova, with a commercially available

modem, the S2C R 18/34WiSe [3], developed by Evologics GmbH. For both modems, we

evaluated the system’s performance using two different MAC protocols: a contention-free

protocol known as TDMA and a contention-based protocol referred to as CSMA-ALOHA, with

their implementations available in [2].
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The rest of the thesis is organized as follows: Chapter 2 provides an overview of the cur-

rent state of the art in underwater acoustic positioning systems, including an introduction

to underwater acoustic communications. Chapter 3 details the protocol stack, its implemen-

tation in DESERT and includes a description of the modems used, as well as their integra-

tion into the simulation environment. Chapter 4 outlines the tests setup, while Chapter 5

presents and discusses the results obtained from the experiments. Finally, Chapter 6 offers

conclusions and suggestions for future work.
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2
State of the Art

This chapter introduces the key aspects related to underwater acoustic transmissions, with a

particular emphasis on acoustic positioning and localization. It provides an overview of the

principal ranging techniques, making a distinction between one-way and two-way measure-

ments. These techniques are applied in commercial positioning systems, which are catego-

rized based on their structural characteristics. Finally, the chapter presents a detailed descrip-

tion of a particular positioning system that forms the foundation of the research presented

in this thesis.

2.1 Challenges in underwater acoustic communication

A thorough understanding of underwater acoustic communication systems [18], alongwith

an awareness of their limitations and challenges, is essential for this work. In fact, acoustic

communication and positioning systems often share the same electro-acoustic circuitry for

transmitting and receiving signals [14]. Additionally, the same signal can simultaneously
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carry both digital information and source position data.

The underwater acoustic channel is known to impose significant challenges to communi-

cation between underwater assets [19]. In the design of underwater acoustic networks, the

main challenges include (i) heavy path loss andmulti-pathwhich severely impair the channel,

(ii) long propagation delay which is five order of magnitude higher than in radio frequency

terrestrial channel, (iii) low bitrate which is of the order of kbps (iv) and high dependence on

weather conditions. Still, acoustic communication remains the most used and mature tech-

nology in underwater communication, due to the long distances (up to tens of kilometers)

it can travel with a relative limited power and resilience to water turbidity. Most common

solutions include expensive hardwarewhich also contributes tomaking underwater acoustic

communications more challenging. Nevertheless, a great effort is being put in the develop-

ment of low-cost underwater vehicles and affordable underwater acoustic modems [20].

Other technologies such as optical communications [21] are rather limited by their short

range (up to100m), even though they allow formuchhigher datarate andbandwidth. Never-

theless, an increasing research effort is being put also on the realization of optical devices that

can transmit data within short distances at a bit rate of the order of one or more Mbps. Un-

like acoustic communications, optical communications are not affected by multipath and

environmental conditions, but their performance mainly depends on water turbidity and

sunlight noise [22].

Little research is being conducted on underwater radio waves [23], which, unlike acoustic

and opticalwaves, can transition relatively smoothly through the air-water surface. However,

a great disadvantage of radio waves is their high signal attenuation, allowing them to prop-

agate only over short distances, typically up to tens of meters. This limitation significantly

constrains their use in underwater communication systems, particularly in deep-sea environ-

ments where long-range communication is essential. Furthermore, the efficiency of radio

waves underwater is highly dependent on factors like frequency and salinity, further compli-

cating their practical application.
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2.2 Acoustic positioning techniques

The use of low-cost AUV [5] swarms is a topic of increasing interest, since their missions can

cover a large set of applications, ranging fromcivilian applications such as coastalmonitoring

and surveillance [7, 24] tomilitary applications likeMineCountermeasureMissions (MCM)

[9].

Precise navigation and localisation of underwater vehicles [11], is a key requisite in these

contexts, which still remains a challenging issue nowadays. Due to the inavailability of radio

signals underwater, localization cannot be obtained by means of GNSS. For this reason, a

typical underwater acoustic positioning (or ranging) method relies on measuring the sound

velocity and the signal ToF observing the RTT.

Generally speaking, the sound velocity in water is a complex function of temperature,

salinity and depth. A sound speed profile, for instance, shows the sound velocity at differ-

ent depths. The problem of measuring the sound speed goes beyond the scope of this work,

thus, in the following we will assume that the sound waves propagate linearly and the sound

velocity is known.

The TOF, on the other hand, can be measured either by using a OWTT or a TWTT

ranging method.

• OWTT ranging is possiblewhen all the node’s clocks are synchronized. Such synchro-
nization, requires the presence of high precision clocks such as CSAC [15], which are
also highly expensive, or a less expensive and less accurate OCXO [25]. Since target
and source node are synchronized, when the target receives a packet, it can directly
compute the one-way travel time as the difference between the time the signal was
received and the time it was transmitted.

• TWTT ranging, on the contrary, does not require nodes synchronization, but require
more channel access and doubles the latency. The two-way travel time is computed as
the time it takes for a signal to travel from a transmitter to a receiver and then back to
the transmitter.

The distance is then computed by multiplying the ToF by the speed of sound.
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In the second case, the result is then divided by a factor of two to account for the fact that

the signal travels the distance twice.

2.3 Baseline positioning systems

The most common commercially available positioning systems are the so called baseline sys-

tems. These systems are characterized by the difference from some reference nodes (referred

as baseline stations), called the baseline length, fromwhich the name of such systems. Based

on the distance between the baseline stations, these systems are categorized in three main

types.

• Long-baseline (LBL) systems are comprised of baseline transponders deployed on the
sea floor, placed 50 m to 200 m apart [19]. In some configurations, instead of being
deployed on the seafloor, baseline nodes can even be placed on floating surface buoys
with GPS positioning, known as GPS intelligent buoys (GIB) [26]. LBL systems are
independent of water depth and have the highest possible accuracy (better than 1 m).
Such systems, typically use a TWTT ranging computing the RTT from the target to
baseline nodes. By analyzing the ToF data from multiple baseline nodes, the system
calculates the position of the target nodes using trilateration. Essentially, it determines
the targets location based on the distances from at least four baseline nodes: the dis-
tance from a baseline traces a sphere, the target node is positioned at the intersection
of the four spheres.

• Short-baseline (SBL) are characterized by a rather short transponders distance, which
ranges between 20 and 50m. These systems are firmlymounted on floating platforms.
The accuracy depends on the distance between the baseline transponders: the higher
the distance the better the accuracy. The positioning method used is the same as LBL
systems.

• Ultra-short-baseline (USBL) is the most convenient and popular of the three cate-
gories of underwater positioning systems. It is made of two elements: (i) a transceiver
with an arrayof transducers, usually deployed less than10 cmapart, (ii) and a transpon-
der. Compared to the other two systems, it has the lowest positioning accuracy. The
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distance from the target is obtained using aTWTTmethod. The transceiver alsomea-
sures the angle at which the signal arrives. The angle of arrival measurements are used
to triangulate the position of the target relative to the baseline.

2.4 Distributed Long BaseLine positioning systems

In addition, Distributed Long-baseline (DLBL) [14, 13] is a variant of a LBL system where

there is nodistinctionbetweenbaseline and target nodes, but rather eachnode in thenetwork

has the same ranging roles and capabilities. Unlike previous systems, it does not require spe-

cific hardware nor the presence of anchors, drastically lowering the cost and complexity of

the deployment. Moreover, DLBL is MAC agnostic, since it can be easily integrated into

acoustic communication devices with different networking and MAC algorithms. DLBL

uses a TWTT ranging method in order to provide localisation measurements to the nodes.

Each node periodically receives broadcast messages from other nodes. Upon receiving ames-

sage, it stores the reception timestamp and, in subsequent transmissions, the replies include

the holdover times: the time elapsedbetween the reception timestamps and the current trans-

mission time.

In a network with N nodes, at the end of a cycle, each node will have collected N − 1

TDOA. Using these TDOA values and the sound speed, each node can then calculate the

distances to every other node in the network aswell as the distances between all pairs of nodes.

Figure 2.1 shows the basic concept of DLBL in a network with three nodes. Each node ni

has its own system time ti, whichmay differ from different nodes. The time instant at which

node ni broadcasts a message is denoted by tibi , while t
i
rj
denotes the time instant at which

node ni receives a broadcast message from node nj .

The example in figure, can be summarized as follows:

1. at t1b1 , n1 sends a broadcast message to the other two nodes in the network;
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Figure 2.1: DLBL timing diagram for a network with 3 nodes.

2. at t2r1 and t3r1 , n2 and n3 respectively, receive this message and store the reception
times;

3. at t2b2 , also n2 sends a broadcast message which is received at t1r2 by n1 and at t3r2 by n3;

4. at t3b3 , thenn3 transmits a broadcastmessagewith apayload containing (i) theholdover
time fromthe receptionof the last packet fromn1, i.e., δ1,3 = t3b3−t3r1 (ii) and similarly
for n2, δ2,3 = t3b3 − t3r2 ;

5. at t1r3 , n1 finally computes the ToF of the message exchange with node n3 as follows:

t11↔3 =
t1r3 − t1b1 − δ1,3

2
. (2.1)

This direct measurement is referred to as spherical positioning in [14]. Moreover, it
computes the ToF of the message exchange between n2 and n3 using an indirect mea-
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surement, referred to as hyperbolic positioning in [14].

t12↔3 = t1r3 − t1r2 − t11↔3 + t11↔2 − δ2,3. (2.2)

where t11↔2 =
t1r2−t1b1

−δ1,2

2
is the sphericalmeasurementbetweenn1 andn2 and δ1,2 =

t2b2 − t2r1 is the holdover time received at t1r2 from n2.

Equation (2.2) can be rearranged, by expanding the ToFs, that is

t12↔3 =
t1r3 − t1r2 + δ1,3 − δ1,2 − 2δ2,3

2
. (2.3)

Eventually, by multiplying these values by the speed of sound, the relative distances are

obtained. A similar approach can be applied to the other two nodes in the network. It is im-

portant to note that directmeasurements require two successfulmessage receptions, whereas

indirect measurements require five successful receptions.
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3
System Description

This chapter is organized into three sections presenting the proposed ranging system imple-

mentation. Section3.1 andSection3.2 describes theDLBLprotocol implementationwithin

the DESERT Framework [2], including the protocol stack used for the experiments. Sec-

tion 3.2 particularly emphasizes the physical layer and the interface between DESERT and

real modems. Lastly, Section 3.3 provides a brief overview of the modems used and their

associated driver modules.

3.1 Protocol stack and implementation

TheDLBL ranging protocol described in Chapter 2, has been implemented in the DESERT

underwater framework as a module called uwRangingTDOA [1]. Figure 3.1 shows the proto-

col stack used for this work. uwApplication is an application layer module, which allows

a bidirectional communication between two given hosts. uwUDP and uwIP are respectively,

(i) a simple implementation of a User Datagram Protocol (UDP), responsible of forwarding

13



packets to the right application and (ii) a simplified version of the Internet Protocol (IP) that

minimizes the protocol overhead and that is responsible of forwarding packets to the right

host. The uwRangingTDOAmodule, is placed below these layer so that the ranging packets

are not loaded with other protocol headers. This ranging protocol is independent of the

underlying MAC protocol. Therefore, for the time being, we do not specify any particular

protocol in the figure. Precise transmission and reception timestamps are still needded. To

perform this task, there is a module called uwTAP, interposed between MAC and PHY layers,

which notifies the ranging protocol when the MAC schedules a new transmission. The PHY

layer plays an important role in this thesis and will be discussed in Section 3.2.

Figure 3.1: Protocol stack of each node in the network.
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3.1.1 Packet structure

The uwRangingTDOA protocol, periodically sends broadcast messages containing the rang-

ing information as PT_UWRANGING_TDOA packets. The structure of such packets is shown

in Figure 3.2.

PT_UWRANGING_TDOA

node_ID
[uint8_t]

8 16

packet_ID
[uint8_t]

32

offset
[int]

40 48

hl_size
[uint8_t]

holdover_list

0
Bits

Figure 3.2: Packet structure of a ranging message.

Fieldoffset is neededbyns-Miracle’sPacketHeaderManager class to access theheader.

Fields node_ID and packet_ID are respectively the identifier of a node and a packet in the

network. The second identifier avoids the possibility that two ranging packets from the same

node get aliased, which is a possibility when a packet is received by some node but lost by oth-

ers.

Finally, we have the holdover_list field, whose size is variable and stored inside the

hl_size field. As explained in [1], the size can be optimally computed, but for the pur-

pose of this work, it is always set to be equal to the number of nodes minus one. Each en-

try of the holdover_list field has the structure depicted in Figure 3.3. Each entry stores

a holdover_time, which is the time between the reception of a packet, identified by the
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packet_ID field, from a node with identifier Node_ID, until the transmission of the cur-

rent packet.

node_ID
[uint8_t]

packet_ID
[uint8_t]

holdover_time
[float]

8 16 24 32 40 480

Bits

Figure 3.3: Structure of a holdover_list entry.

3.1.2 TAP layer

The generation policy for the uwRangingTDOA module, is fixed with a period T = 1/λ,

where the parameter λ can be set accordingly to the system needs. When a new packet is

generated for transmission, each holdover_time is computed as the current time minus

the time at which the last packet from a given node was received. The generated packets are

then sent down the stack to the MAC protocol, which schedules their transmissions accord-

ing to its policy. As soon as the uwTAPmodule receives a packet from the upper layer, it no-

tifies the uwRangingTDOAmodule via a cross-layer synchronous message CLMSG_TAP_PKT,

containing the transmission duration computed by the physical layer. On reception of the

cross-layer message, uwRangingTDOA adds to the holdover_time, the time elapsed since

the generation of the packet and the transmission duration. To compute the elapsed time

from generation and actual transmission, each packet generation is associated with a times-

tamp.

3.2 Physical layer

Themain objective of this thesis is to extend the work conducted in [1] to real-world field ex-

periments. To achieve this, we need to substitute the simulated physical layer with a real one.

This involves three distinct processes: (i) replacing the simulated scheduler with a real-time

16



scheduler; (ii) translating virtual packets into real packets, and vice versa; and (iii) connecting

DESERTwith actual modems.

3.2.1 Schedulers and Packers

DESERT inherits its inner simulator structure from Network Simulator 2 (NS2), which is

based on a linked list of events. Each event is comprised of:

• a time of happening;

• a link to the previous event and a link to the next one;

• the handler reference.

The handler is a C++ class responsible for executing the event’s designated actions. The

event manager, known as the scheduler, is in charge of setting the event’s timing, i.e., when

the handler should be called and the event consumed. In a simulated environment, the sched-

uler has its own time reference. Conversely, a real-time scheduler’s clock is continuously

synchronized with the host’s current time. This may introduce some delay, as explained in

Chapter 4.

In NS2, a packet is an object of the class Packet, which inherits from the class Event.

These packets are not actual packets but rather events that are generated and passed down

the stack to be scheduled for transmission, i.e., to be consumed. To translate virtual pack-

ets into real ones, we use DESERT modules called Packers. These modules map a NS2

packet into a binary string that amodem can understand. The Packer class is defined inside

the Adaption Layer (AL) module and provides methods for packing and unpacking virtual

packets. For this work, we specifically developed a module called packer_uwRangingTDOA,

which inherits the methods for packing and unpacking and redefines them for the packets

depicted in Figure 3.2.

Note that to have a proper translation, we need to correctly configure and add the packers

for all layers within the protocol stack.
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3.2.2 Device drivers

Oncewehave properly convertedpackets into binary strings, weneed a so called device driver:

amodulewhich understands the language of a specific device andworks as interface between

it and DESERT. A driver is responsible for interpreting the status of the modem (and its

meaning), parsing its responses, and controlling its operations.

Every driver module inherits basic methods from the UwModem class, which includes dec-

larations for transmission and reception queues, a handler for executing modem events, and

methods for managing transmission and reception. Additionally, drivers make use of a con-

nector to send and retrieve bits and an interpreter to understand their meaning. The class

UwConnector implements the methods required for the actual connection between drivers

and modems, which can happen via the creation of a TCP/UDP socket or a serial interface.

Figure 3.4 shows the actual physical layers used in this thesis, which include the AL and

modem drivers, along with their connection to the actual modems. The uwMODAModem and

uwEvologicsS2CModemmodules, which are built into theDESERT framework, are respec-

tively, the drivers for the SuMmodems and Evologics S2Cmodems. These are the modems

used for the tests.

3.3 Modems description

The next two sections provide a brief overview of the modems used in this thesis, along with

their characteristics and the modifications required for their drivers to meet our needs.

3.3.1 S2C R 18/34WiSE

The S2C R 18/34WiSE [3] (referred to as S2C, in the following) is an underwater acoustic

modemwith an horizontally omnidirectional beampattern, optimized for short tomedium-

range transmissions. It operates within a range of up to 3500 m and uses a frequency band

of 18-34 kHz.
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(b) Actual physical layer and its connection
with SuM modems.

Figure 3.4: Interconnection between DESERT protocol stack and actual devices.

Themodemhas a power consumptionof less than1.3Won reception, andbetween2.8W

and 80 W during transmission, depending on the distance. The physical layer implements

the Sweep Spread Carrier (S2C) spread spectrum signal modulation technique. At the data

link layer, it implements the D-MAC protocol, which employs different media access algo-

rithms for transmitting small or large volumes of data: referred to as ´´InstantMessages” and

´´Burst data”, respectively. For this work, we focus on the first type of transmission. This

protocol enables instant bidirectional exchange of short messages up to 64 B, which can be

sent immediately or scheduled to start at a predefined time. S2C devices are controlled by a

specific set of commands called ´´AT commands”, short text strings that instructs the device

to perform an action. In the DESERT protocol stack, the uwEvologicsS2CModemmodule
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is responsible for sending and receiving these commands via TCP port 9200.

In a simulated environment, the transmission duration is easily computed by the physical

module, given the bitrate. However, in a real-world experiment, the driver module must be

properly configured. Upon reception of a instant message, S2C modems, output a string

including also the transmission duration in microseconds, calculated by dividing the packet

size by the bitrate. Wemade a table containing all these values for a packet size ranging from

20 to 64 B, as shown in Figure 3.5a. As we can see, the relationship between the size of a

packet and the duration is not properly linear, possibly due to some form of block coding.

Since we could not establish a direct mapping between the two, the simplest solution was

to create a lookup table containing these values. To ensure the driver modules have infor-

mation about transmission duration, we implemented the possibility to load a lookup table

mapping packet sizes to duration. Moreover, we need to account for processing delays. As

the modems do not provide specific information on this delay, we conducted the follow-

ing study using two S2C modems. For each packet size, we send an instant message (with-

out DESERT interposed) containing the transmission timestamp. On the receiving side, we

subtract the received timestamp and the known duration from the reception timestamp to

calculate the processing delay. By averaging over one hundred transmission for each packet

size, we obtained the results shown in Figure 3.5b. These processing delay values are also

included in the lookup table and are added to the transmission duration obtained earlier. It

is important to note that these measurements were carried out by connecting the two nodes

and themachine sending the ´´AT commands” to themodems via Ethernet, rather thanWiFi,

to minimize latency and jitter.
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(a) Transmission duration in milliseconds against packet size in bytes for S2C modems.

20 24 28 32 36 40 44 48 52 56 60 64
Packet Size [B]

88

90

92

94

96

98

Pr
oc

es
sin

g 
De

la
y 

[m
s]

Processing delay with CI

(b) Measured processing delay in milliseconds (with 95% confidence interval for the mean) against
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Figure 3.5: Plots of the transmission duration and processing delay of S2C modems.
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3.3.2 SuM

The SuM [17] is a low-cost acoustic modem, whose initial design was developed in the con-

text of the Italian PNRMMODA project [27, 28]. It is composed of (i) a Raspberry Pi 4B

processing board; (ii) aHiFiBerryDAC+ADCPro 192 kHz analog/digital converter and (iii)

the SuM analog frontend. The analog frontend, developed by SubSeaPulse SRL, includes

the circuitry required for the switching between transmission and reception of acoustic sig-

nals. It pre-amplifies the received signal and amplifies the output signal to be transmitted. It

supports a transmission frequency of up to 70 kHz, depending on the used transducer. The

SuM has been tested to communicate over several hundreds of meters with a low-cost high-

frequency transducer or up to a few kilometers with a medium-frequency transducer [29].

The SuM has been developed with a modular approach, consisting mainly of a physical

and a data link layer. A very simpleMACmodule takes care of forming the data frames with

source and destination addresses. The physical layer is responsible for encoding and modu-

lating the data symbols, then sending the sampled symbols to the DAC during transmission.

On reception, it receives samples from the ADC, demodulates the symbols, and decodes the

packet. All the modem settings such as carrier frequency, Forward Error Correction (FEC),

symbol duration and modulation, can be configured through a script available within the

modems. Additionally, the modem software allows the user to connect to a TCP socket for

sending and receiving data. A second TCP socket is used by themodem to exchange control

information, facilitating its integration with the DESERT framework.

During transmission, the modems log the number of audio samples written by the se-

lected physical protocol for a given packet. By dividing this value by the sampling frequency

(default is 192 kHz), we can determine the transmission duration for that packet. Finally,

by interpolating between the transmission duration for packets of 8 bytes and 64 bytes, we

derived a linear formula to calculate the transmission duration based on packet size

ttx = 0.56083 + 0.013 · PacketSize. (3.1)
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We implemented this formula in the uwMODAModem module to compute the transmission

duration of a packet. Figure 3.6a shows the values of transmission duration for packet sizes

ranging from 20 to 64 B. Regarding the processing delay, the ´´premodulation” optionmust

be enabled on themodems. This option introduces a fixed delay of approximately 100ms by

scheduling the transmission with sufficient advance to ensure that the modulation process

is complete and the signal samples are ready for the DAC. To show that this delay remains

nearly constant, we averaged thedelay over onehundred transmissions for packet size ranging

from 20 B to 64 B. Eachmeasurement is obtained by subtracting to the timestamp at which

one modem begin receiving the timestamp when the other modem started transmitting the

packet (which is part of the payload). As shown in Figure 3.5b, for a packet size between

20 B and 50 B, the processing delay remains consistently around 102 ms, on average. For a

packet between 51 B to 64 B there is an average increase of approximately 2 ms, suggesting

that a slightly longer ´´premodulation” delay is required for larger packet sizes.
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Figure 3.6: Plots of the transmission duration and processing delay of SuM modems.
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4
Test Settings

To evaluate the performance of our system, we conducted three distinct experiments using

DESERT. The first two experiments have the same network topology but utilize different

modems, aiming to determine which one is better suited for our system’s measurements.

Section 4.1 presents all the parameters used to configure the DESERT instances, which

are the same for all experiments. It also provides an overview of the bits allocated to each

protocol’s packer for computing the total packet size. Section 4.2 outlines the topologies

and configurations of the two preliminary experiments using the S2C and SuM modems,

respectively, as well as the the calculation of additional delays introduced by the DESERT

drivers. Lastly, Section 4.3 presents similar findings for a real-world experiment conducted

on the Piovego river.
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4.1 DESERT parameters

Unlike in simulation, for emulation or real-field testing, we need an instance of DESERT

running for each node in the network. Each instance is marked with a unique identifier,

which ranges from 1 to the total number of nodes. Each instance requires the IP address of

the modem it connects to, as well as a TCP port number to establish the socket connection.

Even though our protocol does not require the nodes’ system clocks to be synchronized, it

is essential that all the DESERT instances start simultaneously and that the packet transmit

ranging period is the same across all nodes, to avoid potential collisions. Also for this reason,

the uwRangingTDOA module on each node has a starting delay, calculated by multiplying

the node’s uwRangingTDOAmodule ID by the starting delay value. For this work, we set the

ranging period and the starting delay respectively to 15 s and 5 s.

Table 4.1 provides a summary of the DESERT parameters common to all the tests con-

ducted for this work.

Table 4.1: DESERT parameters common to all tests

Parameter Value
Number of nodes 3

Packet size 33 B
TCP port (S2C) 9200

TCP port (SuM) 55555

Ranging period 15 s
Starting delay 5 s
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4.1.1 Packer settings

As already mentioned in Section 3.2, each layer of the protocol stack has a corresponding

packer which maps its NS2 packets to binary strings. Figure 4.1 depicts the complete proto-

col stack with the associated packer modules, the AL and the driver modules. Additionally,

Table 4.2 shows the number of bits needed for each packer module and the adaption layer.

Figure 4.1: Packer protocol stack of each node in the network.

Note that, there is nopacker for theuwTAPprotocol being it transparent to the other layers

in the stack. The packer_COMMON module is a Packer class responsible of mapping NS2

common header into a bit stream and vice-versa.

In addition to the bits listed in Table 4.2, we have to account for the variable size of the

holdover_list field in the PT_UWRANGING_TDOA packets. Each element in this field is

48 bit long (Figure 3.3). Given that all tests in this work involve three nodes, which means

two elements per holdover_list field, the total number of bits required is 261 bit.

This corresponds to a packet size of
⌈
261 bit

8

⌉
= 33 B.
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Table 4.2: Number of bits assigned to each layer of the protocol stack

Module Bits
packer_uwApplication 31

packer_uwUDP 4

packer_uwIP 16

packer_uwRangingTDOA 14

packer_uwMAC 16

packer_uwCommon 52

uwAdaptionLayer 32

Total 165

4.2 Preliminary tests

The first couple of tests is intended to demonstrate the functionality of the system we de-

veloped. For this purpose, we consider the simplest scenario: three nodes communicating

over an acoustic channel in the air, at a distance of less than 1m. To reduce latency and jitter

typically introduced by wireless communications, all nodes are connected via Ethernet.
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4.2.1 S2C setup

The setup for this experiment is shown in Figure 4.2. The test is carried out using the S2C

modems, with each modem positioned so that the signal transmitted by one can be reliably

received from the others. Themodems are configuredwith a source level of 3 (theminimum

source level) to ensure the lowest sound pressure level during transmission, along with a low

input amplifier gain, which is recommended for short-distance testing.

Figure 4.2: Setup with S2C modems, with each modem connected to a switch via ethernet.

In addition to the transmission duration and processing delay (discussed in Section 3.3),

we also have to consider an additional delay introducedby theDESERTdriver for theEvolog-

ics modems. Specifically, we observed a consistent error in the ToF calculations, resulting in

an error of a fewmeters in the rangingmeasurements. By computing theRootMean Square

Error (RMSE) between these ranging measurements and the actual distance, which is ap-

proximately 0 m, and then dividing the value by the sound speed (assumed to be 343 m/s

in air) and multiplying by 2, we determined that this delay, for the specific packet size used,

corresponds to 15.9ms.
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4.2.2 SuM setup

Figure 4.3 shows the hardware setup for this experiment. The SuM analog frontend is re-

moved and the HiFiBerry audio output is directly connected to a pair of speakers, while

the input microphone is connected to a headset. We use a center frequency of 5 kHz to en-

sure that the low-cost microphones can reliably receive the transmitted signals. The system

uses a BPSK modulation combined with a convolutional code with a code rate of 1/2 and

constraint length 9, followed by an outer Reed-Solomon code with block length of 255, a

message length 223 and an alphabet size of 256.

Figure 4.3: Setup using SuM modems, with each modem connected to a set of audio speakers for output, a headset for
input and to a switch via Ethernet.

Also for this test, we have to account for the delay introduced by the DESERT driver

module. By repeating the same process conducted in Section 4.2.1, we determined that this

delay is equals to 33.8ms.
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4.3 Piovego river test setup

Figure 4.4 shows the area of Piovego river where the field experiment took place. During

the test, we submerged three S2C modems in the water to a depth of 1 m, from the dock

shown in the upper part of the picture. Themodems are positioned in a straight line, spaced

2 m apart, resulting in a total distance of 4 m between the two modems at the ends. Testing

at longer distances, with S2C modems, was not possible due to the unfavorable conditions

of the Piovego river at the time when the test was conducted, which make it difficult for

the modems to reliably receive signals. Consequently, the source level is increased from the

minimum level of 3 to 1.

As in the preliminary tests, each modem and the computer running the DESERT in-

stances are connected via Ethernet to a switch tominimize latency and jitter asmuch as possi-

ble. Finally, we computed the delay introduced by theDESERTdriver, which differs slightly

from the preliminary tests that used the sound speed in air. Given that the speed of sound

underwater is approximately 1481m/s, the resulting computed delay is 29.95ms.
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Figure 4.4: Real‐world experiment on the Piovego river’s dock using S2C modems.
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5
Results

In this chapter, the system is evaluated through three distinct tests with similar topologies

and two different MAC protocols.

Section 5.1 outlines the key metrics used to asses the system performance and provides a

brief summary of the MAC protocols used. Section 5.2 and Section 5.3 present the results

of two preliminary tests, using S2C and SuM modems respectively, to compare the perfor-

mance of the two modems and determine the most suitable option for these measurements.

Finally, Section 5.4 reports the findings from a real-word experiment conducted with SuM

modems in the Piovego river.

33



5.1 Ranging efficiency metrics

In order to measure the performances of our system, for each node we compute the time

series of the RMSE.

RMSEn(t) =

√√√√ 1

D

D−1∑
i=0

(
dn,i(t)− d̂n,i(t)

)2

. (5.1)

Here, d̂n,i(t) is the i-th distance estimated by node n at time t, while dn,i(t) is the actual

distance. Each node calculates D = N(N − 1)/2 distances, where N is the number of

nodes in the network. Additionally, we are interested in how the ToFs vary over time, so for

each node, we compute the mean jitter over the entire test period.

Jn =
1

Tn

Tn−1∑
i=0

|ToFn,i(t)− ToFn,i(t− 1)| . (5.2)

Where Tn is the total number of ToFs recorded by node n and ToFn,i(t) is the i-th ToF

measured by noden at time t. TheToFs are sampled at intervals of t = 15 s and converted to

distances bymultiplying them by the speed of sound, which are then compared to the actual

distances. The following experiments span a duration of 600 seconds (10minutes).

Although the uwRangingTDOA protocol is MAC agnostic, it is still influenced by the un-

derlying MAC protocol. To investigate this, we compared two different MAC protocols

under the same network configuration and channel conditions, per each test:

1. TDMA is a contention-freeMACprotocolwhere the time is divided in time frames, each
consisting of asmany time slots as there are nodes, allowing only one node to transmit
per slot. In particular, we set a guard time of1 s to ensure tominimize packet collisions
and configured the frame duration to match to the ranging period of 15 s;

2. CSMA-ALOHA is a carrier-sense contention-basedMAC. Before transmiting a packet, it
senses the channel: if it is busy, the node waits for a random time before retrying. The
channel listening time is uniformly distributed between 0 and 0.5 s plus an additional
0.1 s constant. The maximum number of transmission attempts is set to 5.
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5.2 S2C test results

Figure 5.1 shows the box plots of the RMSE measured in a network with three nodes using

S2C modems placed less than 1 m apart. The sound speed used in these calculations is as-

sumed to be constant at 343 m/s. Figure 5.1a and Figure 5.1b illustrate the results for the

TDMA and CSMA-ALOHAMAC protocols, respectively. With TDMA, the average RMSE for all

nodes is less than 1m, though some outliers appear, possibly due to collisions or fluctuations

in the processing delay. In contrast, the contention-basedMACprotocol, CSMA-ALOHA, has

a higher probability of collisions, leading to more outliers, with some exceeding 5 m. The

average RMSE values measured are slightly higher than the ones obtained with TDMA, but

are still generally below 1m.

Figure 5.2 displays the time evolution of the ToFs for each node in the network. With

both MAC protocols, on average the ToFs remain below 2ms. It is important to note that

at each time step, each nodemeasuresD = 3ToFs. The impact of collisions is more evident

in these plots, particularly with the CSMA-ALOHA protocol, where some ToFs exceed 20ms.

Themean jitter is computed asJ = 1
N

∑N
n=1 JnwithN = 3. The shaded region around the

mean jitter represents the95% confidence interval for themean, determinedby averaging the

confidence intervals of each Jn, that is CIn = 1.96 · σJn/
√
Tn. Where σJn is the standard

deviation of Jn.

Using TDMA, the mean jitter is 1.57ms, as shown in Figure 5.2a, with a standard deviation

of 2.17ms. In comparison, with CSMA-ALOHA, the mean jitter slightly increases to 1.95ms,

as illustrated in Figure 5.2b, and the standard deviation rises to 3.52ms.

However, more precise results could be achieved with these devices. As noted in Sec-

tion 3.3, ´´InstantMessages” can be scheduled to start at specific times. This capabilitywould

enable very accurateprocessingdelaymeasurements and, consequently,more consistentToFs

measurements. Implementing this would involve additional work on integrating DESERT

with the S2Cmodems, which is beyond the scope of this thesis.
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(a) Box plots of the RMSE measured with TDMA.
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(b) Box plots of the RMSE measured with CSMA-ALOHA.

Figure 5.1: Box plots of the RMSE measured by each node in the network using S2C modems.
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(a) ToFs against test duration time and mean jitter with TDMA.
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(b) ToFs against test duration time and mean jitter with CSMA-ALOHA.

Figure 5.2: Plots of the ToFs (milliseconds) for each node against the test duration time (seconds) and the mean jitter
using S2C modems. The shaded area represents the 95% confidence interval for the mean.
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5.3 SuM test results

Figure 5.3 presents box plots of the RMSE measured in a network with three nodes using

SuM modems placed less than 1 m apart. The sound speed used for these calculations is

assumed to be constant at 343 m/s. Figure 5.3a and Figure 5.3b display the results for the

TDMA and CSMA-ALOHAMAC protocols, respectively.

Remarkably, with TDMA, the average RMSE is below 0.7 for all nodes expect for a single

outlier inNode 1 andNode 2. The results using CSMA-ALOHA are similar, although there are

more outliers, highlighting the impact of collisions on theuwRangingTDOAmodule. Despite

this, the performancewith SuMmodems is better thanwith S2Cmodems using TDMA, likely

due to the pre-modulation feature of the SuM modems, which provides a nearly constant

processing delay.

The advantages of using pre-modulation are particularly evident in the the time evolution

of the ToFs for each node in the network, as shown in Figure 5.4. In this experiment, the

measured ToFs, on average, remain below 2ms, with collisions having a lesser impact com-

pared to S2Cmodems. Evenwith CSMA-ALOHA, the ToFs do not exceed 10ms, and they stay

below 3.5ms with TDMA. This suggests that a contention-free MAC protocol may be likely

the most suitable for our protocol.

The mean jitter further supports this obeservation, with a value of 0.63 ms and a stan-

dard deviation of 0.53 ms, as shown in Figure 5.4a. Figure 5.4b, shows that, even with

CSMA-ALOHA, the jitter remains lower than that observed with S2C modems, with a mean

jitter of 1.39ms with a standard deviation of 1.53ms.
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(a) Boxplots of the RMSE measured with TDMA.
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(b) Boxplots of the RMSE measured with CSMA-ALOHA.

Figure 5.3: Boxplots of the RMSE measured by each node in the network using SuM modems.
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(a) ToFs against test duration time and mean jitter with TDMA.
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(b) ToFs against test duration time and mean jitter with CSMA-ALOHA.

Figure 5.4: Plots of the ToFs (milliseconds) for each node against the test duration time (seconds) and the mean jitter
using SuM modems. The shaded area represents the 95% confidence interval for the mean.
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5.4 Piovego river test results

Although the preliminary tests yielded better results both in terms ofRMSE and jitter, using

SuM modems in a real-world setting did not produce satisfactory outcomes. Specifically,

with three nodes placed in a straight line, spaced 7mapart, the system inaccuratelymeasured

the distance between all nodes as 7m. This discrepancy is not inherently due to themodems

themselves, but rather to the settings used, whichmay require further fine-tuning and testing

on more favorable environments. However, exploring this issue further is outside the scope

of this work.

As described in Section 4.3, the experimentwas carried out using three S2Cmodems. The

results obtained are presented in Figure 5.5 and Figure 5.6. It is important to note that

the left-most modem (Node 2) is positioned approximately 2 m from the center modem

(Node 1), which is also about 2m from the right-most modem (Node 3). For thesemeasure-

ments, the speed of sound is assumed to be constant at 1481m/s.

Figure 5.5a presents the box plots of the RMSE obtained using TDMA. The average error

remains below 2 m, although the measurements from Node 3 extend to an error of 15 m.

This highlights the asymmetry of the channel, as the distances measured between the first

two nodes and Node 3 changes significantly. It is very likely that the placement of Node 3

was not optimal, causing it to experience greater multi-path fading compared to the other

two nodes. On the other hand, with CSMA-ALOHA, the RMSE shows a slight increase for

Node 2 andNode 1, as depicted in Figure 5.5b. However, there is a minor improvement for

Node 3.

Figure 5.6 presents the result in terms of the time evolution of the ToFs and their mean

jitter. It is important to note that the mean jitter improved when using bothMACprotocol

compared to the preliminary tests, especially when using CSMA-ALOHA. This improvement

may be attributed to the fact that S2Cmodems are designed specifically for underwater com-

munications. Themean jitter obtained with TDMA (Figure 5.6a) is on average 1.49mswith a
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standard deviation of 3.69ms. It is worthmentioning that, additional noise from two swans

moving rapidly near the test area contributed to the already harsh conditions of the channel

during this part of the test.

In contrast, themean jitter obtainedwithCSMA-ALOHA (Figure 5.6b), is surprisingly smaller

than that of TDMA, measuring an average of 0.48 ms with a standard deviation of 1.38 ms.

Note that, this contrasts with what might be deduced from only examining the preliminary

tests.
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(a) Boxplots of the RMSE measured with TDMA.
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(b) Boxplots of the RMSE measured with CSMA-ALOHA.

Figure 5.5: Boxplots of the RMSE measured by each node in the network using S2C modems in the Piovego river.
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(a) ToFs against test duration time and mean jitter with TDMA.
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(b) ToFs against test duration time and mean jitter with CSMA-ALOHA.

Figure 5.6: Plots of the ToFs (milliseconds) for each node against the test duration time (seconds) and the mean jitter
using S2C modems in the Piovego river. The shaded area represents the 95% confidence interval for the mean.
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While thefirst twopreliminary tests helpdemonstrate theusability of theuwRangingTDOA

module on real modems, this experiment is particularly significant as it shows that in a real-

world test environment with harsh conditions, the choice ofMAC protocol plays an impor-

tant role. This highlights the importance of having a module capable of working with dif-

ferent MAC protocols, as in certain scenarios, a contention-free approach may be preferred

over a contention-based one, or vice versa.

Furthermore, it highlights how, despite optimal results in controlled test environments,

real-world experiments may yield different results, emphasizing the challenges of working

with underwater acoustic channels.
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6
Conclusions and Future Work

In this paper, we presented a MAC-agnostic distributed ranging protocol, implemented as

a module of the DESERT underwater framework. Building on the work presented in [1]

using simulated scenarios, we extended the reserarch by testing the uwRangingTDOAmodule

on actual modems in real-word experiments, basically removing the simulated physical layer

and using a real one. Specifically, we first evaluated the module on Evologics S2C R 18/34

WiSe modems, followed by tests on a low-cost modem developed by the Signet lab at the

University of Padova, known as the SuM. Notably, the drivers for both modems are already

integrated into DESERT, facilitating our work, althoughminor modifications to the drivers

were required to meet our specific needs.

We tested the protocol in three different experiments with similar topologies, with the

first two preliminary aimed at demonstrating the feasibility of the system. The final experi-

ments was a real-wolrd field test conducted on the Piovego river. This experiment, in par-

ticular, highlighted the need for further field testing with different configurations of the
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SuM modems. The limitations observed are not inherent to the SuM modems themselves,

which had initially shown more promising results than the Evologics modems during pre-

liminary tests. The SuM modem provided more accurate results in terms of jitter in the

measurements (due to the pre-modulation option), a critical factor for the performance of

the uwRangingTDOAmodule.

Each test was conducted twice, using two different MAC protocols: a contention-based

protocol (CSMA-ALOHA) and a contention-free protocol (TDMA). This allowed us to demon-

strate the advantage of being able to switch betweenMAC protocols, as the choice between

them can be crucial depending on the specific scenario, with one protocol being more suit-

able than the other.

Overall, this work represents just the starting point for extensive research in this area. Fu-

ture works will focus on refining the SuM modems for use in field experiments to poten-

tially achieve more accurate results, as well as testing over longer distances between nodes.

Additional field experiments will be carried out to evaluate the module’s performance in

real-world experiments. Furthermore, we plan to investigate the possibility of reducing the

packet payload size in the network. Onepromising approach explored in [1] involves organiz-

ing packet entries to minimize the age of information while considering channel conditions

to maximize the goodput of the network. In addition to improving ranging precision, these

improvements are expected to also benefit the energy efficiency, which is also a key concern

in AUV swarm scenarios.
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