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Abstract

In this thesis, we develop entailment-preserving translations between the
standard system of inquisitive first-order logic InqBQ, which uses a state-
based semantic framework, and its team-semantics counterpart, IngBT. We
utilize the translations to confirm intuitions regarding a connection between
these systems. We first demonstrate the usefulness of the translations by
establishing the equivalence of corresponding major open questions about
the two systems. Then, we transpose known results about wide fragments
of the language from IngBQ to the corresponding fragments of InqBT.
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Introduction

One of the objectives of formal logic is the formalization and regimentation
of sentences of natural language. A vast majority of the systems that have
been developed and studied in this field realize this objective by dealing
exclusively with the logical relations that occur between assertions. Natu-
ral language, however, includes a much wider range of expressions, such as
questions, exclamations, imperatives and more. Inquisitive logic is a conser-
vative extension of classical logic that aims to provide a logical environment
where both questions and statements can be analyzed uniformly and at the
same time. This generalization is achieved through both syntactical and
semantical modifications of the standard systems of classical logic. The en-
terprise of extending logical analysis to questions is justified. The extension
is motivated from various directions. One line of motivation is the impor-
tant role that questions play, for instance, in natural language and database
theory. However, there is also intrinsic interest in studying and formalizing
the logical relations holding between questions and in the application of the
tools of logic to them. The endeavour is also further supported by how natu-
ral and well-behaved the resulting extensions of classical logic turn out to be.

The key element of the inquisitive extension of classical logic is the no-
tion of support. In classical logic, formulas are evaluated with respect to a
relational structure (called model) and a formula can be or not be true at
a model. Intuitively, a model can be seen as a representation of a state of
affairs. In the propositional case, a model is a function assigning a truth
value to the propositional atoms and this describes what propositions are
true in the corresponding state of affairs. In the predicative case, models
are composed of a domain and an interpretation function, which assigns an
extension to predicates and gives an interpretation to functions. This repre-
sents which individuals satisfy which properties in the corresponding state
of affairs.

Inquisitive semantics ([CGR18]) takes a different approach: formulas
are evaluated at information states and they can either be supported or not
supported by one of these states.

Formally, every inquisitive model includes a set of possible worlds, each
individually associated with some relational structure, and an information



state is any subset of this logical space. The idea behind this setup is that
a state of information intuitively represents what information is available.
Now, a single possible world can be assigned to a specific relational structure,
which represents (just like in classical logic) a state of affairs. An information
state is then intuitively composed of all possible worlds associated with a
state of affairs that is compatible with the information that the state models.

To make this more concrete, let’s consider some examples of information
states. Consider a situation where we have three friends playing a game:
Alice, Bob and Charlie. We want to capture the following possible situations:
the one where Alice wins the game, the one where Bob wins the game and
the one where Charlie wins the game. Then, our logical space will look like
this:

A B C

Figure 1: Example of a logical space

where, intuitively, world A is the state of affairs where Alice wins, world B
is the one where Bob wins and world C the one where Charlie wins.
Now, let’s consider some examples of information that we could have about
this situation and how they can be modeled with information states:

@sle|af@le @00

(a) S1 (b) S2 (c) S3

Figure 2: Examples of information states

In Figure 2(a), the information represented by the state s; implies that
Alice or Bob could have won the game, while certainly Charlie has lost. In
Figure 2(b), the information that the state so represents is only compatible
with Bob winning and, therefore, it determines a specific state of affairs.
In Figure 2(c), the information modeled by s3 is insufficient to determine
anything about the outcome of the game.

This state-based semantics can be employed to construct conservative
extensions for various classical logical systems. For instance, the inquisitive
approach enables the introduction of questions in propositional logic, predi-
cate logic and a wide range of modal logics ([CR14],[Cial5],[CO21],[Cia22al).

In this thesis, we will focus our attention on one of this systems, called
IngBQ. IngBQ is the standard system for first order inquisitive logic.
Syntactically, the language of InqBQ extends the language of first order clas-



sical logic with two additional symbols that allow the expression of questions:
the inquisitive disjunction WV and the inquisitive existential 9. Given a sig-
nature X, and assuming that p indicates generic atoms of ¥ (as standardly
defined in classical predicate logic), the resulting language £(X) is then de-
fined by

pi=LlpleAeleo—=o|eVe|Vze | dzp

It is customary to also include the negation symbol —, defined by ~¢ = ¢ — L,
the inquisitive symbol 7, defined by 7¢ := ¢\ =, the classical disjunction
V, given by ¢ V 1 := —(—¢ A =), and the classical existential quantifier 3,
defined by Jxp = =Vr—p.

Semantically, recall that in classical logic formulas are given truth con-
ditions at a model with respect to an assignment. In IngBQ, the evaluation
of a formula is carried out by defining its support conditions with respect to
information states under an assignment. Models are therefore constructed
as sets of relational structures (given by a universe of possible worlds) with
a constant domain. This allows the representation of uncertainty about the
state of affairs. An inquisitive disjunction ¢ W1 is supported by a state if
one of the disjuncts is supported by the whole state (in contrast, classical
disjunctions ¢ V4 are supported if every world of the state individually sup-
ports one of the disjuncts). To see how IngBQ can separate these symbols,
let us recall the example provided in Figure 1. Suppose we have three atoms
in our language: a, which stands for “Alice wins the game”, b, which stands
for “Bob wins the game”, and ¢, which stands for “Charlie wins the game”.
Intuitively, a is true only at world A and false at worlds B and C, b is only
true at B and c is only true at C. The following figure shows an information
state that differentiates between a vV b and a WV b.

Figure 3: A state that distinguishes WV and Vv

The state s, containing the worlds A and B, clearly supports a V b, since
A supports a and B supports b. However, neither a nor b are supported by
s1 = {A, B}, since A doesn’t support b and B doesn’t support a. Therefore,
s1 doesn’t support a WV b.

Inquisitive and classical existentials also differ. Inquisitive existential quan-
tifications Az are supported by a state if there is some individual d of the
domain such that ¢ is supported by the state when x is evaluated into d
(again, differing from the support clause of classical existentials 3z, which
only require the existence, at each world, of some individual with this prop-

erty).



The resulting system is conservative over classical logic, but the added sym-
bols, combined with the modelling capabilities of the semantical framework,
enable the expression of questions.

Indeed, IngBQ proves to be rather expressively rich. The conservativity
over classical logic means that the usual classical regimentation of state-
ments can be carried over to InqBQ. For instance, formulas like VaP(z) or
Vz(P(x) A Q(z)), still formalize the assertions “all objects are P” and “all
objects are both P and @Q” about the state of affairs. At the same time,
the inquisitive approach allows for the expression of a considerable range
of questions, while also preserving intuitions about their behaviour. One
example are polar questions of the form “What is the truth value of p?”,
expressed by the formula 7p or more complex versions like “Are all objects
P?”, expressed by VzP(z). IngBQ can also capture existence questions,
like “What’s one instance of P?”, formalized by FzP(z). Other questions
involve the extension of predicates, for instance, “What’s the extension of
P?”, expressed by Vz?P(z).

A different, but related, approach to the conservative extension of the ex-
pressive power of classical logic is that of team semantics ([Hod97a],[Hod97b]).
The name team semantics refers to a semantical framework where formu-
las of a logical system are evaluated with respect to sets of assignments,
called teams. The main advantage that team semantics offers over classical
logic, and the strongest motivation for its development, is the possibility of
expressing relations between variables. These include, for instance, depen-
dence ([V&07],[YV16]), independence ([GV13]) and inclusion ([Gall2]).

A prominent system making use of team semantics is dependence logic
([Va07]), a logical framework that extends the syntax and the semantics of
classical logic with the goal of giving a uniform account of both classically
expressible linguistic structures and variable dependencies. Syntactically,
dependency atoms of the form =(x1,...,2,;y) are added to the language of
predicate classical logic. These formulas can be read as “the wvalue of the
variable y is completely determined by the values of the variables x1, ..., x,” .
It is the use of team semantics (i.e. making the point of evaluation of
formulas a team instead of an assignment), that allows the system to express
said interpretation of the dependency atoms. Indeed, in dependence logic,
an atom = (x1,...,2y;y) is said to be satisfied in the context of a team T
when, for any two assignments g,¢’ € T, if g(z1) = ¢'(z1), ..., 9(xn) = ¢'(zn)
then g(y) = ¢'(y).

Let’s consider an example of teams that satisfy and do not satisfy a
dependency formula to informally illustrate this idea. Suppose we have
two teams with two assignments each: T = {g1, g2} and T' = {¢], ¢4} both
evaluating into the domain of natural numbers. We will restrict our attention
to their evaluation of two variables x and y, represented in Figure 4.



Team T

T |x vy
g |1 3
g2 |5 6

Figure 4: Two teams that differentiate = (x;y)

The team T supports = (z;y): under T', knowing the value of x implies
knowing the assignment and, therefore, the value of y. The team 7", on
the other hand, doesn’t support = (z;y): in the context of 7", if one knows
that x = 2, the value of y could either be 4 or 5, so it is not completely
determined.

As for the expressive power of dependence logic, it is known that, on the
level of sentences, the system is as expressive as the existential fragment of
second order classical logic (consisting of formulas of the form 377...3T,¢
where 11, ...,T,, are second order variables and ¢ contains no second order
quantifications). In particular, this implies that dependence logic doesn’t
admit a recursive axiomatization.

It is relevant at this point to observe that one can draw a parallel be-
tween team semantics and inquisitive logic ([Cial6]). In both cases, the
extension of classical logic is achieved semantically by considering sets of
classical points of evaluation of formulas. In the case of inquisitive predicate
logic, one considers a set of relational structures and a single assignment,
while in team semantics the evaluation is carried out with respect to a single
relational structure but relative to a set of assignments. This comparison
suggests a natural idea: interpreting the language of first order inquisitive
logic in the context of team semantics, by adapting the semantic clauses in
a straightforward way. This observation leads to the system of team-based
inquisitive logic IngBT.

IngBT, first defined in [Yanl4] as WID (weak intuitionistic dependence
logic), has been recently revisited from this perspective in [Cia22b].
Syntactically, the language of InqBT is the language £(X), given above for
IngBQ. Semantically, models are defined, just like in first order classical
logic, as standard relational structures. The use of team semantics makes
it possible to define support for formulas with respect to both a model and
a team, while mirroring the semantic clauses of first order inquisitive logic.
The only difference is that here the clauses refer to sets of assignments,
whereas InqBQ uses sets of relational structures (the information states).
An inquisitive disjunction ¢ WV is supported under a team only if one of the
disjuncts is supported by the whole team. Again, an inquisitive existential
quantification dze is supported by a team if there is some individual d of



the domain such that ¢ is supported by the team after we set d as the value
of x for all assignments in the team. Classical universal quantifications Ve
follow a similar idea, being supported by a team only if, for any choice of
an individual d in the domain, ¢ is supported by the team after we set d as
the evaluation of x for all assignments in the team.
Note that this way of dealing with quantifiers deviates from the approach
taken by most systems based on team semantics. Normally, non-uniform
evaluations of the variable into the domain are taken into account by the
semantic clauses, weakening existential quantifications and strengthening
universal quantifications. This is also the case for dependence logic.
Thanks to the addition of the inquisitive symbols, in IngBT one can for-
mulate questions about the value of variables similar to those that InqBQ
expresses about the state of affairs.
For instance, ?7P(z) formalizes the question “is x a P?”. Other examples
include Vy?R(x,y), which captures “what objects is x R-related to?” and
™yR(y, z), formalizing “are all objects R-related to x?”.
Most importantly, in IngBT one can formulate identification questions such
as “what is the value of x?”, which is captured by Az := JFy(z = y). Thanks
to this fact, in IngBT it is possible to retrieve the dependence atoms from de-
pendence logic in the form of implications between identification questions.
This follows a general pattern for dependences between questions discussed
in [Cial6]. For instance, the formula = (x1,...,z,,y) can be expressed as
(AT1 A o A Azy) — Ay,

At the moment, research around InqBQ and IngBT is at an intermediate

stage. Several basic properties have been proved for both systems and some
significant, more advanced results have been achieved for IngBQ.
At the same time, the fundamental metatheoretical questions for the two
systems remain unresolved. The most prominent among these open prob-
lems, for both IngBQ and IngBT, is the existence of a sound and complete
proof system. Moreover, definitive answers for important open questions in
this direction are yet to be found for either system. These include some fun-
damental metatheoretical properties, such as entailment compactness (i.e.
the existence, given an entailment, of a finite subset of its premises that
entails the same conclusion) and the semi-decidability of validity (i.e. the
existence of a computable procedure that halts when a formula is supported
by all models under all assignments/teams).

While the two systems have many open questions in common, the state
of research around IngBQ is considerably more advanced than that of its
team semantics counterpart. In particular, the study of wide syntactical
fragments of its language has proved extremely productive. In recent publi-
cations ([CG22],[Gri21]), sound and complete proof systems have been iden-
tified for the restricted existential fragment Rex, where inquisitive existential
quantifiers can only appear in the antecedent of an implication, and for the



classical antecedent fragment Clant, where no inquisitive symbols are al-
lowed in the antecedents of implications. Another interesting portion of the
language of IngBQ is the finitely coherent fragment. Formulas of inquisitive
logics are said to be finitely coherent if they are supported by a state only
when they are supported by all its finite subsets of size smaller than a cer-
tain finite cardinality. A finite model property (i.e. the existence for any
non-validity of a model with a finite universe disproving it) and entailment
compactness have been proved for finitely coherent formulas. Similar con-
clusions have not been reached for the corresponding fragments of IngBT
and their validity remains an open question for the system.

The structural similarities between the two systems suggest the existence
of a relation between them. A formal definition of this supposed connection
can be given in terms of a two-way entailment preserving translation between
IngBQ and IngBT. The problem is stated explicitly in [Cia22b] as follows
(the symbols Fihqq and FihqeT denote the entailment relations in InqBQ
and IngBT respectively):

e Open problem: existence of a translation of IngBT into IngBQ:

Given a signature X3, is there a signature X/, a decidable set
© C L(X) and a computable map (.)* : L(X) — L(X) s.t.
for all sets ® U {¢} C L(X) we have

o ':IanTw — ¢%,0 ':IanQ 1/1* ¢

e Open problem: existence of a translation of IngBQ into IngBT:

Given a signature X3, is there a signature Y/, a decidable set
© C LX) and a computable map (.)* : L(X) = L(X) s.t.
for all sets & U {¢} C L(X) we have

@ ':IanQ w <~ Q)*, © ':IanT w* ?

In this thesis, we define two translations satisfying these requests and fur-
ther explore the consequences of their existence.

We first prove the possibility of constructing such translations by showing
the definability of a support-preserving correspondence between the seman-
tical structures in one system and those in the other. This directly connects
state-assignment pairs with model-team pairs, demonstrating the strength
of the connection between InqBQ and IngBT. Then, by identifying sets of
formulas that characterize the translated structures, we prove the conser-
vation of entailment under the two translations. Using these results, it is
possible to connect metatheoretical properties and open questions between
the two systems. In particular, we show that resolving whether entailment
compactness and the semi-decidability of validity hold in either system is



equivalent to settling the matter in the other. Moreover, we employ the
translations to transfer from IngBQ to IngBT relevant known results about
the Clant, Rex and finitely coherent fragments. We prove that entailment
compactness holds in IngBT for entailments with finitely coherent conclu-
sions, a known result in IngBQ. For the Rex fragment, we demonstrate that
the finite coherence of Rex formulas, entailment compactness and the semi-
decidability of validity, all established results for the fragment in InqBQ, can
be transferred to IngBT. In a similar way, results of entailment compactness
and semi-decidability of validity can be proved for the Clant fragment of
IngBT, employing the translations and the validity of the same results in
IngBQ.

These conclusions are relevant to research around both systems in mul-
tiple ways. First, they imply the equivalence of attempting to solve the now
connected fundamental open questions of IngBQ and IngBT in either con-
text. This means that the resolution of a certain problem can be tackled in
the most suitable system, based on known results and intrinsic convenience
for the chosen approach. Moreover, the results we have obtained better de-
fine the status of InqBT in relation with comparable logical frameworks. For
dependence logic, whose expressive power IngBT partially retrieves, entail-
ment compactness and semi-decidability of validity have been proved not
to be attainable, implying the impossibility of an axiomatization. Now, for
IngBT, the resolution of such problems has been equated with that of their
counterparts in InqBQ, whose exact position between first order and sec-
ond order classical logic has yet to be established. Finally, the existence of
two-way entailment-preserving translations makes the transfer of additional
results, including those beyond the scope of this thesis, a much simpler task.
This more general fact is also specifically evidenced in this work by the ease
with which we transferred the relevant InqBQ properties to InqBT.

The contents of the thesis will be organized as follows:

e Chapter 1 - Background: A detailed definition and an overview of both
IngBQ and IngBT, accompanied by simple illustrations;

e Chapter 2 - Translations: Definition of the translations and proof of
the preservation of entailment in both a simpler special case and in
the general case;

e Chapter 3 - Repercussions: Transfer of open problems about metathe-
oretic properties of the two systems and transfer of known results from
fragments of InqBQ to IngBT.



Chapter 1

Background

1.1 The system InqBQ

In this section, we introduce in detail the system InqBQ. This is the first
of the two systems between which we will then define the translations. As
such, it is necessary to outline a complete definition of the system as well as
some short illustrations of its expressive power. We will also state the key
properties of this system and some results that will be useful in the following
chapters. For a more complete overview of this system, we refer to [Cia22b].

1.1.1 Syntax

The language of IngBQ is an extension of the language of first order classical
logic, where we add operators to express questions. The meaning of these in-
quisitive operators will be made clear by their semantic clauses and by some
simple illustrations. There are also minor notational differences with respect
to the definition of a signature. We will call this language £(3) (where ¥
will be a signature for the language) or simply £, when no ambiguity arises.

Signature A signature for first order inquisitive logic is a set of symbols
Y which includes a set of relation symbols Ry and a set of function symbols
Fx. In the set of function symbols we specify a set of rigid function symbols
}"g. All symbols come with an arity n. The arity of a symbol will be shown
as a subscript only when necessary. We will therefore write relation, function
and rigid function symbols as R,, f, and f,, respectively.

As usual, we will refer to function symbols of arity 0 as constants and to
relation symbols of arity 0 as propositional atoms.

Variables As customary, we have a countably infinite set of variables
Var = {xg,z1,22,...}. We will sometimes use meta-variables of the form

Ty Y, 2y ey Y1, Y2y -0 -



Terms Given a signature 3, we define its set of terms T'er(X) by induction
as follows:

to=ua| f(t,....t)

where z € Var and f € Fx.
We also define a set of rigid terms inductively:

to=x | f(t,...,t)

where x € Var and f € ]:g
Formulas Given a signature 3, the formulas of InqBQ are defined induc-
tively as follows:

pu=L|ti =12 | R(t1,...tn) [N | o = ooV | Vop | Fap

where R € Ry, n is the arity of R and t1,...,t, € Ter(X).

The symbols WV and 3 are called inquisitive disjunction and inquisitive ex-
istential quantifier. They will be interpreted differently than their classical
counterparts, which we define below along with some additional defined op-
erators:

o —p:=p— L

o o= pWV-p

eV Y= (= A=)
o v Y= (p—=Y)A(p— 1)
e Jxp ==V

We also define a subset £¢ C £, which corresponds to the subset of classical
formulas:

1.1 DEFINITION (Classical formulas). We call £¢(X) the set of formulas
given by restricting the inductive definition of £(X) as follows:

pu=L]R(t,....tn) |eNo | — | Vzp
where R € Ry, n is the arity of R and ¢4, ...,t, € Ter(X)

1.2 DEFINITION. Free and bound occurrences of variables are defined as
usual, as well as the set of free variables of a formula ¢, which we write as

FV(p). We also define closed formulas in the usual way as those formulas
¢ which satisfy FV (p) = 0.

10



1.1.2 Semantics

Let us define two types of models for IngBQ. We will start from models that
do not consider identity:

1.3 DEFINITION (Relational information model). A relational information
model is a triple M = (W, D, I) where

e WV is a set, whose individuals we call possible worlds or simply worlds

e D is a non-empty set, called the domain, whose elements we will call
individuals

e [ is a function, called the interpretation function from the set of pos-
sible worlds. I assigns to each possible world w a function I, from X
satisfying the following constraints:

— I,(Ry,) C D", for any R, € Ry,

— Ly(fn) : D™ — D, for any f,, € Fx

— if f € FE is rigid, then I,,(f) = L (f) for all w,w’ € W
Often, given a relation symbol R or a function symbol f, we will use the
following notation:

- Ry, to refer to I,,(R)

- fw, to refer to L,(f)

Now, let’s extend these models to include identity. We will use both
these types of structure in different contexts.

1.4 DEFINITION (Relational information model with identity). A rela-
tional information model with identity is a relational information model
equipped with an identity extension function. We will write these structures
as quadruples M = (W, D, I,~). An identity extension function assigns each
world w to ~,,, the extension of the identity relation at w. For ~ to be an
identity relation, ~,, must satisfy the following constraints for any w € W:

e Equivalence conditions:

— Reflexivity: for alld € D, d ~,, d
— Symmetry: for all di,do € D, dy ~y do < dy ~y, dq
- Transitivity: for all dl, dg, d3 S .D7 if d1 ~w d2 and dQ ~w d3 — d1 ~w d3

e Congruence conditions:

— Relations: if dy ~y d},...,dy, ~y dl,, then
(e dy) € Tn(Rp) <= (d},.d.) € Lo(Ry)

11



— Functions: if dy ~y, di,....dp, ~y d),, then
Ly(fn)(d1y oy dn) ~ Ty (fn (d/l, ...,d;l)

In the future, we will simply refer to relational information models with iden-
tity as relational information models or models when no ambiguity arises.

Before continuing, it is important to note that this treatment of iden-
tity allows the expression of uncertainty about the extension of the identity
predicate (since the extension of ~,, depends on w). This means that, while
the domain D of individuals is the same across all worlds of a model, we can
still represent uncertainty about, for example, the number of individuals.

Observation. As we mentioned when we introduced inquisitive logic, models
of an inquisitive system can be seen as sets of classical relational structures.
While in the case without identity this classical counterparts can be obtained
very intuitively (we can assign each world w to a model M, with domain D
and interpretation function I,,), the general case requires more attention.
We can recover a set of relational structure uniquely determined by the
worlds of a relational information model with identity as follows. We assign
each world w € W to the model My, = (D, I,,), where:

- Dy =D/ ~y

- Lo(N)([di)~ss s [dnl~) = Lo () (s ooy dn)]e,,
- <[d1]Nw7 st [dn]~w> € jw(R) — <d17 7dn> € Iw(R)

M, is well defined thanks to the congruence conditions we imposed on ~.

1.5 DEFINITION (Assignment). An assignment for a model M = (W, D, I, ~)
is a function g : Var — D.

We also introduce the notation g[z +— d] to indicate the assignment coincid-
ing with g on all variables except for x, which it maps to d € D.

The evaluation of terms and formulas takes into consideration both pos-
sible worlds and assignments.

1.6 DEFINITION (Referent of a term). The referent of a term ¢ in a world
w under an assignment g is defined inductively as an individual [t]g’ € D by
the following clauses:

oVar: [z]y = g(x)
ofn: given ty,...,t, € Ter(X), [fu(t1),..., fn(tn)]g = Iw(fn)([tl]g, e [tn]_}]”)
Let us now finally define the support clauses for the formulas of £

1.7 DEFINITION (Support for InqBQ). Let M = (W, D, I,~) be a rela-
tional information model with identity, let s C W be a state in M and let
g be an assignment for M. Then, we define support for a formula of £
inductively as follows:
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ol: M,sk;l <= s=10

oR: M,sFy R(t1,...,t,) <= fa. wes, ([]y, .., [taly) € Lu(R)
o=: M,skst1 =ty < fa. wes, [tl];" ~w [tg};f’

oN: M,skE;pANY <= M,sk,;pand M,sF, 9

oV: M,skF; oV &= M,sk,por M,skFy 1

o—: M,sk;p—1 < fa. tCs, M,tF, ¢ implies M,tF, ¢
oV: M,sEgVop < fa. de D, M,sFyuq ¢

of: M,sk;drp < fs.d€D, M,sFEyp.q ¢

Note that we will drop the reference to the model M when no confusion
arises. In such cases, we will simply write s &, .

Observation. Given a state s in a model M, an assignment g over M, a
formula ¢ € £ and a set of formulas & C L, we introduce the following
notation:

e M,sE ¢ (or simply s F ¢) meaning that, f.a. assignments g over M,
M,s kg ;

e M F, ¢, meaning M, W Fy ¢;
e M,sF, ®, meaning that, for all ¢y € ®, M, s F, .

The special case of a singleton state occupies an important position in
the semantics of IngBQ. We will address this fundamental role later on. In
the meanwhile, let us introduce a useful definition and a first result involving
the semantics at individual worlds.

1.8 DEFINITION (Truth at a world). We say that a formula ¢ is true at
a world w if it is supported by the singleton state {w}. To indicate this, we
will write M, w E ¢ (or simply w F ¢) as an abbreviation for M, {w} F ¢.

Truth at a world is an important notion for working with classical for-
mulas, as evidenced by the following proposition:

1.9 PROPOSITION (Truth conditionality of classical formulas). Let o € £
let s be a state in a model M and let g be any assignment over M. Then,

2

M,sFyja <= M,wkya for allw € s

Having introduced the notion of support for IngBQ, let us also define the
notion of entailment:
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1.10 DEFINITION (IngBQ entailment). Let ® and v be formulas of £. We
say that ® logically entails ¢ (® Fjnqeq %) if, for any model M, for any state
s and for any assignment g,

it M,skFy, ®, then M,s k4

Note that we will simply write ® F v when no ambiguity with other entail-
ment relations arises.

1.11 DEFINITION (Validity). We say that ¢ is a validity of InqBQ (which
we will write as Fingq ¢) if, for all models M,

ME g

In the following section, we explain this setup and show its expressive
power with both direct observations and basic examples.

1.1.3 Illustration

1. Basic examples It is useful to begin our illustration from the more
familiar case of classical formulas. As stated in Proposition 1.9, these for-
mulas are truth conditional, which means that their support conditions at
a state boil down to truth conditions at each world of the state. Let’s see
this in practice with a few examples.

1.12 Example (Classical formulas). Consider the formula p — ¢, where p
and q are propositional atoms. This is a closed formula, so we can omit the
reference to an assignment. Let’s then unpack its support conditions:

M,sEp—q < fa. tCs, M,tF pimplies M,tF q
< fa. tCs, (fa. wet, wkp)implies (fa. wet, wkq)
< fa. wes, wk pimplies w F ¢
<— fa. wes, wEporwkEq

In the last step, the = direction is obvious, since the singletons of s are
also subsets of s, while the converse holds thanks to the truth conditionality
of propositional atoms.

The result confirms our expectations and, indeed, the support conditions
have reduced to the classical truth conditions of p — q.

To see how the system faithfully interprets classical quantification, let’s con-
sider the example of VxP(x) for a unary predicate P. As we mentioned in
the introduction, this formalizes the statement “all objects are P.”. Let’s
verify this explicitly. Let M = (W, D, I, ~) be a model and g an assignment,
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then

M,sFyVoP(r) <= fa.de€ D, M,sFgj.q P(v)
< fa. de D fa wes, [, g € lu(P)

<= fa.de D,fa. wes, del,(P)
< fa. wes,fa. deD, del,(P)

Indeed, this is verified only when, at each world, all objects are Ps.

1.13 Example (Classical and inquisitive disjunctions). To illustrate the
difference in the behaviour of the inquisitive disjunction WV and of the clas-
sical disjunction V, let us recall the simple situation we considered earlier in
Figure 3.

Wq Wy We
S

Figure 1.1: A state that distinguishes WV and V

Here, intuitively, w, F a and w, ¥ b, c, wp F b and wy ¥ a,c and w, F ¢ and
we ¥ a,b.

This simple example is sufficient to show that the interpretations of the two
symbols can differ at the level of states. The state s = {wg,wp} supports
aVb. Indeed, w, F a, so w, F aVband wy, E b, so wy, F aVb However,
clearly, s doesn’t support a Wb, since w, ¥ b, which implies that s # b, and
wp ¥ a, which implies that s ¥ a.

We have seen a couple of examples showing the behaviour of the system
with respect to classical formulas. Now, we move on to more complex formu-
las involving the inquisitive symbols to illustrate the expressive capabilities
of IngBQ.

2. Polar questions Before considering the case of quantifiers, let us see
an example of the expressive power granted by the inquisitive disjunction
V. In this example, we consider the derived symbol ? in conjunction with
classical formulas.

1.14 Example (Polar questions). Let a € £% be a classical formula. Then
7 expresses the polar question “whether o”. This question is intuitively
settled by a state when the state supports either a or its negation. Since «
is a classical formula, our intuition suggests that the question is then settled
at a state if either « is true at every world of the state or « is false at every
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world of the state. Indeed, if we let s be a state in a model M, the
semantics confirm these expectations:

M,sE?a <— M,sF aVWV -«
<~ M,sEaor M,sF -«
<— M,wEFafa wesor M,wE-«afa weEs
<~ M,wEafa wesor MwkFafa wes

A particularly interesting instance of this type of questions are formulas of
the form 7Pz, asking whether P holds for x or not; equivalently, this can
be seen as asking whether z is in the extension of P or, in a less rigorous
interpretation, whether x is a P. This specific formulation will appear in
various contexts.

Notice that the formula 7« also serves as an additional example of the dif-
ference between the semantics of WV and the semantics of V. The support
conditions of @V —« can clearly be falsified by a state with two worlds dis-
agreeing on the truth of a. aV —a, on the other hand, is supported by any
state, since it is a classical formula and is true at every world.

3. Mention-some questions This example shows the expressive power
of the inquisitive existential quantifier 3. Even in its most basic application,
this quantifier allows for the expression of a notable type of questions.

1.15 Example (Mention-some questions). Given a unary predicate P, con-
sider the formula Az Pz. Let’s take a generic state s to unpack its support
conditions and understand its intuitive interpretation:

M,skFy 3xPx < fs. de€ D, M,sFyy.q Px
< fs.de D, fa wes, MywFy.q P
< fs.de D, fa wes, del,(P)
<= there is some d € D such that d € I,,(P) for all w € s,

Intuitively, this means that to answer this question one must provide an
individual that satisfies the property P in every world of the state. This
question then amounts to asking for an instance of P and is usually called
a mention-some question.

4. Mention-all questions The interaction of classical quantifiers with
inquisitive symbols also allows for the expression of interesting questions,
even in very simple cases.
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1.16 Example (Mention-all questions). Consider, given a unary predicate
P, the sentence Vz?Pz. Let’s unravel its semantics:

M,sEyV2?Pr < fa. de€ D, M,sFEy; q "Px
< fa. de D, M,sFyju,q Pror M,s Fyj,q ~Pr
+ fa. deD, (fa. wes, M,wFyj g Px)or
(fa. wes, M,wkyy,q ~Pr)
fa.de D, (fa. wes,de P,)or (fa. wes, dé¢ P,)
fa. de D, fa. w,w' €s,(de P, < de P,)
fa. w,w' €s,fa. deD,(deP, < dec P,)

1ree

fa. w,w' € s, P, = Py

The support conditions of Vz? Pz are then satisfied only when the extension
of P is the same at all worlds in the state. Intuitively, to answer this
question, one must then have enough information to know exactly which
individuals have the property P and which individuals don’t. The formula
can therefore be seen as a formalization of the questions “which individuals
have the property P” or “what is the extension of P”. Such questions are
usually referred to as mention-all questions.

Note that the same conclusions can also be reached for relation symbols
with arity greater than 1.

5. Questions involving identity The addition of identity atoms also
extends the expressive capabilities of the system. The interaction of identity
formulas with inquisitive symbols makes this extension more significant than
the one achieved by the same symbol in classical logic.

One example of the kinds of questions expressible in IngBQ thanks to the
introduction of identity is the following:

1.17 Example (Identification questions). Let ¢ be a term not containing
x. Consider the sentence Jz(x = t). Semantically, its support conditions
are:

M,skyFz(x=1) <= fs. d€ D, M,sFypqrv=t1
<= there is a d € D such that for all w € s, d ~y, [t];

Therefore, the formula is supported by a state only when the term ¢ denotes
the same individual d of the domain at every world in the state. Since
resolving this question then amounts to providing an individual who is the ¢
at every possible world in the state, we call these expressions identification
questions. To make this more concrete, consider for example the question
“Who is Alice’s father?”, which can be regimented as Hz(x = f(a)).
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These types of question will also be considered in the following sections, so
let us introduce the abbreviation

for any term t not containing x.

The introduction of identity also allows for the expressions of other types
of questions, which we will simply mention, such as unique instance ques-
tions and mention-n questions. These are interrogative counterparts of the
there is a unique P and there are at least n Ps assertions, which can be
expressed by first order classical logic.

6. Entailments As the last section of our illustration of InqBQ), let us take
into consideration a few examples of entailment holding between questions.

1.18 Example. Let p and ¢ be two propositional atoms. Consider the
following entailment:
p g, TqF g

Making the support conditions explicit easily shows the validity of the en-
tailment. From a more intuitive point of view, however, we are also satisfied
by this result. If in a state we know that the truth value of p is the opposite
of that of ¢ (a consequence of p <» —¢) and the truth value of ¢ is settled
by the state (?¢), it is reasonable to expect that the truth value of p is also
settled at that state (7p).

Now, take P and @) to be unary predicates. We can then consider the similar,
more complex valid entailment involving mention-all questions:

Vz(P(x) + ~Q(x)),Vx?Q(z) F Vz?P(x)

Intuitively, if we have settled that P and () are complements and we have
settled the extension of (7, we have also settled the extension of P.

The following example show the case of an entailment involving the in-
quisitive existential quantifier and identification questions.

1.19 Example. Let f be a rigid binary function symbol, let a, b, ¢ be non-
rigid constants. Then,
a = f(b,c),\b, \c F Aa

This is reasonable. If in a state we have settled the value of b and the
value of ¢, it means that these values don’t change across worlds. Then, if
we also know that the value of a is the same as the one indicated by the
interpretation of f (constant across worlds) when applied to the values of b
and ¢ (also constant across worlds), we can see that the value of @ must also
be constant across worlds and, therefore, Aa must be settled.

The rigidity of f is crucial. Without it, the value of f(b,c¢) could change
between worlds even if the value of b and ¢ doesn’t.
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We have seen various examples of the expressive power of IngBQ, as
well as some examples of how it confirms our intuitions about entailments
between questions. Let’s now move on to consider some fundamental prop-
erties of this system and some results which we will use in the following
chapters.

1.1.4 Basic properties and useful results

1. Fundamental properties
To begin with, let us start from the two key properties that support must
verify:

1.20 PROPOSITION.
1. Empty state property: forallp € L, D E ¢

2. Persistency: for all models M, states s, assignments g and formulas
pel,ifskgpandt Cs, thentkg ¢

These are considered to be the most basic, necessary features of support.
Indeed, their intuitive understanding justifies this request. As mentioned in
the introduction, one can see states as representing available information.
In this interpretation, worlds in a state are viewed as states of affairs com-
patible with the given information. The support of a formula at a state then
models the possibility of either settling or verifying the questions or facts
that the formula expresses about the state of affairs with the information at
hand. The empty state can be viewed as the representation of inconsistent
information. Similarly to the ex falso quodlibet principle of classical logic,
it is natural to assume that one can establish anything from inconsistent
information. As for persistency, the restriction of a state can be seen as an
expansion of the available information (which corresponds to a restriction
of the set of compatible states of affairs). It is then natural that, if it is
possible to establish certain properties about the state of affairs when given
certain information, it will still be possible to do so when new, additional
information is introduced.

Another desideratum of any inquisitive system is for entailment between
classical formulas to hold if and only if it holds in standard first order clas-
sical logic. To show this, we recall the notion of truth at a world (Definition
1.8). The following proposition, together with the truth conditionality of
classical formulas (stated in Proposition 1.9), ensures this property.

1.21 PROPOSITION. For any classical formula o € L, for any model M,
world w, and assignment g,

M,wkya < M, Fg., o in first order classical logic

where Gy, is the assignment given by gy, (x) = [g(x)]~,
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Another important property of IngBQ is locality. In words, this property
translates to the fact that support at a state exclusively depends on words
in that state.

1.22 DEFINITION (Restriction of a model). Given a model M = (W, D, I, ~)
of IngBQ and a state s in M, we define the restriction of M to s as the model

M|s = <5aD7[|SaN ’s>

1.23 PROPOSITION (Locality). Given a model M = (W, D,I,~) of In-
gBQ, a state s in M, an assignment g and a formula ¢ € L,

M,skEgp <= Mls,sF4 ¢

Let us also state a common property of many logical systems: assign-
ments are irrelevant when we are dealing with closed formulas.

1.24 PROPOSITION. If ¢ is a closed formula, then for any model M, state
s and assignment g,

M,skFyp <= M,skF

2. Useful results: Id-models

Although we are interested in being able to express uncertainty about the
extension of the identity relation, it is also often useful to restrict our atten-
tion to models where identity has its usual extension. We call these models
id-models.

1.25 DEFINITION (Id-models). A model M = (W, D, I,~) is called an
id-model if
~w=1tdp for all w € W

where idp = {(d,d) | d € D}.

In cases where our interests allow us to restrict to id-models, we can also
work with a stronger entailment relation.

1.26 DEFINITION (Id-entailment). Given ® and ¢ formulas of £, we say
that ® id-entails ¢ (which we write as ® F;4 1) when for all id-models M,
all states s and all assignments g, if M, s F, ® then M, s F,.
If a formula ¢ satisfies F;q ¢, we say that ¢ is an id-validity.

1.27 Example. An example of an id-validity is the formula VaVy?(z = y).

Indeed, let’s spell out its support conditions. Let M be an id model and s
a state (we can suppress the reference to an assignment since the formula is
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closed), then

M,s EVaVy?(z =y) < fa. d,d € D, M,s Flamsdyoa) 7T =Y)
<= fa.d,d €D, M,s Flomdyod] T =Y OT
M, s Flpmsdyma) ~(x =y)
< fa. d,d €D, (fa. we€s, d~yd ) or
(fa. we s, doy d )

/ —
<~ fa. w,w €58, ~y=ruy

That is, VaVy?(z = y) is supported by a state if and only if the extension
of the identity relation is the same in all worlds of the state. Since this is
trivially true in id-models, the formula is an id-validity.

The previous example, as one could have imagined from the short for-
mulation of its support conditions, is actually a characterizing formula of a
rather interesting class of models. Let us describe these models and their
main properties.

1.28 DEFINITION (Models with decidable identity). We say that a model
M = (W,D,I,~) of InqgBQ has decidable identity if, for all w,w’ € W,

="’ -

The role of the previous example is made explicit by the following state-
ment:

1.29 PROPOSITION (Characterization of models with decidable identity).
A model M has decidable identity <= M EVaVy?(x =y)

The most interesting feature of models with decidable identity is their
relation with id-models. Clearly, id-models have decidable identity; however,
the converse is not true in general. The following definition and proposition
give a clear picture of how we can go from models with decidable identity
to id-models in a natural way.

1.30 DEFINITION (Id-contract). Let M = (W, D, I,~) a model with de-
cidable identity and let us write ~ for any ~,, and [d] for any [d].,. We
define the id-contract of M as the model M;q = (W, D/ ~, I, ~) where

- Lu(f)([dr], s [dn]) = Lw(F)([da]; ., [dn])]
- {[d1], ..., [dn]) € Ty(R) <= (di,...,d,) € I,(R)
- &%, is the standard identity relation on D/ ~ for all w € W
Let us also define, given an assignment g, the assignment g;q : Var — D/ ~

defined by g;q(z) = [g(z)].
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Id-contraction preserves the satisfaction of formulas, as formalized by
the following proposition:

1.31 PROPOSITION. Let M be a model with decidable identity, s a state
and g and assignment. Then, for any formula p,

M,sE o <= My,sFg, ¢

Models with decidable identity also allow us to simulate id-entailment:

1.32 PROPOSITION. For any ® U {¢} C L,

DE ¢ = D, VaVyl(z =y)E

3.Useful results: Essential equivalence

For the last set of useful results that we will consider, we will turn our atten-
tion to the fact that, based on the provided semantics of InqBQ), it is possible
for two worlds to be associated the same relational structure. Intuitively,
the distinction between these two worlds should then be irrelevant towards
the support of formulas. Indeed, this intuition is confirmed by the theory.
For a more complete treatment of this topic, we refer to [Gri20]. The results
we describe here are weaker than those proved in Grilletti’s presentation of
essential equivalence, where he also considers a notion of essential equiva-
lence for individuals. Nonetheless, they are sufficient for the needs of our
thesis, they follow immediately from their more general counterparts as a
special case and they allow for a simpler, shorter exposition.

Let us start by giving a formal definition of this equivalence between worlds:

1.33 DEFINITION (Essential equivalence between worlds). Given a model
M = (W,D,I,~), we say that two worlds w,w’ € W are essentially equiva-
lent (which we write as w ~, w') if My, = M,y,

where, for all w € W, M, is the relational structure associated to w as
described in the observation to Definition 1.4.

We also define W€ as the quotient W/ =, and, for any state s, s¢ as the set
of equivalence classes of worlds in s, i.e. {[w]~, | w € s}.

When no confusion arises, we will use [w] to refer to [w]x

e

Using these definitions, we can construct the essential quotient of a
model:

1.34 DEFINITION (Essential quotient of a model). Let M = (W, D, I, ~)
be a model, we define its essential quotient as M€ = (W€, D, I¢, ~), where,
for all w e W,

- Iﬁw](f)(dly ey dn) - Iw(f)(dla 7dn)

C{dyy ey dy) € I€ (R) <= (dy,...,dn) € In(R)

[w]



- N[ew] EN,LU

M¢€ is well defined thanks to the definition of essential equivalence of worlds
(and, therefore, of the classes [w]).

The essential quotient of a model behaves exactly as expected: its states
support the same propositions as their equivalent counterparts found in the
original model. We make this idea more precise with the following lemma.

1.35 LEMMA. Let M be a model, s a state and g an assignment. Then,
for any formula o,
M,skEgp <= M s°F; ¢

With this result, we conclude our overview of IngBQ. It is now time for
the formal introduction of the second logical system that we will consider in
this thesis, InqBT.
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1.2 The system InqBT

This section serves as an introduction to the system IngBT. We will cover
its definition and a very basic illustration. As we did in the case of InqBQ,
we will also state the key properties of the system and some results which
will turn out to be useful in the following chapters. For a more detailed
treatment of IngBT, we refer to [Cia22b].

Before moving on to a formal description of the system, it is useful to provide
an informal description of the idea behind its construction.

IngBT aims to provide a system with structure, behaviour and expressivity
comparable to those of IngBQ, but equipped with team-based semantics.
Intuitively, it’s a good starting point to keep in mind the idea of substituting
states (i.e. sets of possible worlds) with teams (i.e. sets of assignments) and,
in particular, exchanging the role of a single possible world with that of an
assignment. Clearly, the two entities differ in their behaviour but, as we will
see, this approach produces a sufficiently similar environment.

1.2.1 Syntax

A signature for IngBT is defined as a set of symbols ¥ in which we identify a
subset Ry of relation symbols and a subset Fyx of function symbols. There
is no need to distinguish between rigid and non-rigid function symbols. This
will become clear with the definition of the semantics for the system.
Given a signature X, the language of IngBT is simply defined as £(X). The
definition of classical formulas (£%) and the definition of free and bound
variables also carry over straightforwardly to InqBT.

1.2.2 Semantics

The semantics of IngBT also mirrors the one provided for IngBQ. There are,
however, significant differences in the overall definition.

1.36 DEFINITION (Model). Models for IngBT are nothing more than the
standard relational structures used in first order classical logic. Formally, a
model for IngBT is then a couple M = (D, I), where

e D is a non-empty set, whose elements we refer to as individuals
e [ is a function with domain ¥, satisfying the following constraints:

— I(R,) C D", for any R, € Ry
— I(fn) : D™ — D, for any f € Fy,

Assignments are defined in the usual way. However, it is useful to define
the crucial notion of a team.
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1.37 DEFINITION (Team). Given a model M for IngBT, a team T for M
is a set of assignments for M.
Given d € D, we will use the notation T[z +— d] = {glx — d] | g € T}

1.38 Observation. Note that, while in IngBQ different possible worlds
could be associated to an identical relational structure by the interpretation
and identity extension functions (rendering them indistinguishable in prac-
tice), all assignments in a team must be distinct from each other. This is
not a requirement we impose on a team, but simply a direct consequence of
the definition.

The evaluation of terms and formulas is performed with respect to both
models and assignments.

1.39 DEFINITION. The referent of a term ¢ in a model M under an as-
signment ¢ is defined inductively as the individual [¢] 34 € D by the following
clauses:

oVar: [z]}" = g(x)
ofui giventy, .ty € Ter(), [faltr), s fulta) = I(f) (1], ..., [ta] M)

The semantic clauses for the formulas of £ in IngBT are identical to those
given in the case of IngBQ. The only difference is that now the role of the
states is taken on by the teams.

1.40 DEFINITION (Support for IngBT). Let M = (D, I) be a model of
IngBT and let T be a team for M. Then, we define support for a formula of
L inductively as follows:

ol: MEpl «— s=1

oR: MEp R(t1,....,ty,) < fa. geT, ([tl]y, vy [tn]g/f> € I(R)
o= MErpt =ty < fa geT, [t1]) =[to]}

oN\: MEroNyYy < MFErypand M Fr ¢

o: MEr oWy <— MFErypor MFrvy

o—~: MFErp—1Y < fa T'CT, M Ep o implies M Eq )
oV: MFEpVrp < fa. d€ D, M,sFEqp,q ¢

od: MEpdzxp < fs.de D, M,s |=T[1Hd] ©

Observation. Let ¢ € £ and let M be a model. We introduce the notation
M E ¢, meaning that, for any team 7', M Ep ¢
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1.41 DEFINITION (IngBT entailment). Let ® and v be formulas of £. We
say that ® logically entails ¢ (® FinqeT ¢) if, for any model M and for any
team T,

if M Ep ®, then M Ep

Note that we will simply write ® F v when no ambiguity with other entail-
ment relations arises.

1.42 DEFINITION (Validity). We say that ¢ is a validity of InqBT (which
we will write as FingT ) if, for all models M,

MEp

1.2.3 Properties

Basic properties Unlike in the case of InqBT, we will first describe the
properties of IngBT and only later illustrate its expressive capabilities.

Let us start from the fact that support in IngBT satisfies the two fundamental
properties:

1.43 PROPOSITION.

1. Empty state property: for all models M and formulas ¢ € L,
MEy e

2. Persistency: for all models M, teams T and T and formulas p € L,
if M Er o and T' C T, then M Eq ¢

Free variables On the other hand, there are properties of InqBT with no
counterpart in IngBQ. This is due to the fact that IngBT only models uncer-
tainty about the value of variables. One of these interesting features is that
support conditions for a formula at a team only depend on the evaluation
of its free variables. The following proposition formalizes this idea.

1.44 PROPOSITION. Let ¢ € L, let M be a model and let T and T' be
teams. If T|FV(<p) = T/|FV(<p)7

M':T(P<:>M':T/SO

In particular, a notable consequence of this is the fact that closed for-
mulas aren’t affected by team evaluation (excluding the case of the empty
team).

1.45 PROPOSITION (Sentences in InqBT). Let ¢ € L be a closed formula
and let M be a model. Then, for any T,T' non-empty teams over M,

M':T§0<:,>M':T/g0
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Classical formulas Singleton teams, like singleton states in InqBQ, have
a special position in the semantics of IngBT.

1.46 DEFINITION (Truth at a world). We say that a formula ¢ is true at a
model M under an assignment g if it is supported by M under the singleton
team {g}. To indicate this, we will write M F, ¢ as an abbreviation for

Again, we have that truth under an assignment is a crucial notion for
understanding the behaviour of classical formulas:

1.47 PROPOSITION (Truth conditionality of classical formulas). Let o € £
be a classical formula and let T be a team over a model M. Then,

MFra < MFja foralgeT

Conservativity over classical logic follows from this proposition in con-

junction with the observation that truth conditions at a model under an
assignment coincide with those of standard first order classical logic. Dif-
ferently from IngBQ, this observation doesn’t require much attention as the
association of a singleton team with an assignment is trivial.
A notable difference from IngBQ is that a much greater portion of formu-
las containing inquisitive symbols are truth conditional. This is due to the
structure of formulas in general: while InqBQ is sensitive to the presence
of any non-logical symbols, i.e. symbols from the signature and equality,
IngBT is only sensitive to appearances of free variables. While non-logical
symbols always appear in formulas, this is definitely not the case for free
variables. This situation applies in particular to closed formulas:

1.48 DEFINITION (Classical variant). Given a formula ¢ € £, we define
its classical variant, indicated by ¢ as the formula obtained by replacing
each appearance of WV and 3 with, respectively, V and 3.

1.49 PROPOSITION. Let ¢ be a closed formula. Then,

MEp < ME ¢

Notable examples of this property holding will be included in the follow-
ing section, dedicated to an illustration of the system.

1.2.4 TIllustration

1. Classical formulas Again, it is constructive to begin our illustration
from simple examples of classical formulas, to see the system in action in a
familiar environment.
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1.50 Example (Classical formulas). First, let’s consider an instance of a
closed classical formula, VxP(z) for a unary predicate P, to demonstrate
how both truth conditionality and the independence from teams emerge
when calculating its support conditions. Let T" be a team over a model
M = (D, I), then

M Ep VmP(ﬂ:) <~— fa.de D, M ':T[r»—ml} P(l‘)
< fa.de D, fa. geT[xw—d, [w]y € I(P)
<= fa.de D,deI(P)

The classical informal interpretation of the formula is still respected. Vo P(x)
can be seen as a formalization of “All objects are P.” and, therefore, its sup-
port should only depend on the model. Accordingly, the derived conditions
are not affected by changing the team.
A similar example with a free variable shows how, even when teams play
a role, the evaluation of classical formulas is still preserved. Consider the
formula P(x). Intuitively, this formula expresses the sentence “x is a P.”.
Let’s unpack its support conditions:

M Fr P(z) < fa. g€T,[z]) € I(P)

< fa. geT, g(x) € I(P)

Which means that the formula is supported when, under any assignment of
the team, the evaluation of x is a P, confirming our expectations.

2. Questions As a first example of expressible questions in IngBT, let’s
consider the case of polar questions.

1.51 Example (Polar questions). Take a € £L%. Let’s expand the support
conditions of 7a.

MEpr 70 <= MEpraor M Fpr —«
— (fa. geT,MFE;a)or (fa. geT,M F, ~a)

Indeed this means that all assignments in the team must agree on the truth
value of a. Therefore, for 7. to be supported by a team, the team must
settle the polar question “whether o”.

As we mentioned in the introduction, the types of questions that InqBT
can express about variables are similar to those that InqBQ expresses about
the state of affairs. As our next example, we therefore consider the familiar
cases of mention-some and mention-all questions. Of course, since we used
closed formulas to illustrate them in InqBQ, the examples will have to be
different.
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1.52 Example (Mention-some and mention-all questions). As an example
of a mention-some question, consider the formula FyR(z,y), where R is a
binary relation symbol. Its support conditions can be obtained as follows:

M Er 3yR(z,y) <= fs. de D, M Fpyq R(z,y)
< fs.de D, fa geT, (g9(x),d) € I(R)

That is, FyR(z,y) is supported exactly when some specific object d € D is
R-related to g(x) under all assignments g in 7. This means that the team
T settles the question “what is an object that is R-related to x?7.

We can make this more concrete by considering an explicit example. We will
look at the evaluation into the domain of natural numbers of the variable z
under three teams 717, 15 and T3, all composed of four assignments.

Figure 1.2: The values of z under the teams T3, 15 and T5.

Suppose that R(z,y) is the relation that holds only if y is a prime factor
of z. Then, FyR(x,y) reads as “What is a prime factor of x?” which is
settled by a team if and only if there is a number which is a prime factor for
the value of z under all assignments in the team. In Figure 1.2, T5 and T3
verify this condition, having 2 as the common prime factor, while T3 clearly
doesn’t.

Using binary relation symbols, we can also construct mention-all question.
An example is the formula Vy? R(z, y), formalizing the question “what objects
are R-related to x?”. Let’s study its semantics to verify this fact:

M Er Vy?R(z,y) <= fa. de€ D, M Fpjy,q?R(7,y)
<= fa. de D, (M Fppyq R(z,y)) or
(M ':T [y—d] —R(x,y))
<= fa.de D, (fa. g€ Ty~ d], (g(x),d) € I(R)) or
(fa. g € Tly —d], (g(x),d) ¢ I(R))
The last condition is satisfied if all assignments agree, for any object d in

the domain, on whether (g(x),d) belongs to I(R) or not. That is, if they
agree on what objects are and what objects aren’t R-related to x. Again,
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taking R(x,y) to mean that y is a prime factor of =, Vy? R(x, y) translates to
“What are the prime factors of x%”. In the situation represented by Figure
1.2, this is settled only by team T3, where the only prime factor of the value
of z is 2.

It is interesting to note that, in both examples, the questions that are ex-
pressed by these formulas explicitly mention a variable. This is in accor-
dance with the fact that InqBT can only express questions about the value
of variables and doesn’t model uncertainty about the state of affairs.

3. Dependencies The case of identification questions, which we previ-
ously illustrated for IngBQ, takes on a more prominent role in IngBT. This
is due to both the motivations behind the development of the system and
its relations with dependence logic.

1.53 Example (Identification questions). Identification questions of the
form “who is the t%, where t is a generic term, can be captured by the same
formulas that formalized them in InqBQ. Given a term t, we define

M= Fz(z =1t)

The semantics of these formulas shows their correspondence with the infor-
mal interpretation:

M Erp EH:E(?L‘ = t) <— fs.de D, M hT[z»—>d] =1

< fs.de D, fa. ge Tz d, [t]y =d

That is, At is supported by a team only if there is some object in the domain
that coincides with the evaluation of ¢ under all assignments of the team.
Informally, this means that one can identify .

Notice that, when the term ¢ is just a variable y, [y]é\/[ simply reduces to
9(y). Therefore, Ay is supported when the value of y is determined by the
team.

The conclusion we reached for Ay makes it clear that this is exactly
the type of formula that one needs to retrieve the dependency atoms of
dependence logic in an inquisitive setting. As we mentioned in the intro-
duction, one can then express dependencies such as “the value of x deter-
mines the value of y with the formula Ax — Ay and more general depen-
dencies of the form “the wvalues of x1,...,x, determine the value of y with
(AZ1 A oA Azy) — Ay,

It is worth noting, however, that the expressive power of InqBT goes
further, allowing the system to capture more complex relations between
variables and, especially, between questions involving them.

1.54 Example (Questions with dependencies). Having seen how we can
express questions about the values of variable and dependencies between
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them, the idea of combining the two is the most natural development. Let’s
see some interesting examples of relations that IngBT can formalize. This
can be best achieved by referring to a specific concrete situation. Let’s
consider the following evaluation of x and y under four teams 77, 15, T35 and
T4 into the domain of natural numbers. To avoid cluttering the picture we
will not give a specific name to each assignment.

T |z y iz y T3 |z vy Ty |z vy
1 2 4 3 1 3 0 3
1 4 4 3 1 6 1 3
2 6 4 5 19 2 6
3 9 4 5 2 4 3 9
3 15 6 2 2 8 4 8
4 1 6 9 2 10 5 13

Figure 1.3: The values of z and y under the teams Ty, T5, T3 and T}

Now, assume we have a unary predicate Fven, which is satisfied by even
natural numbers, a binary relation <, indicating the usual order on natural
numbers and a binary relation R, such that R(x,y) holds only when y is a
prime factor of x. Let’s formalize some relations involving dependencies and
questions and see which of the teams in Figure 1.3 support them:

o “The value of x determines the parity of y.”

— Formulation: A\x — ?Even(y)
— Supported by: Ty, Ty

e “The parity of x determines the value of x.”

— Formulation: Fven(x) — Az

— Supported by: Th
e “The value of x and whether x is less than y determine the value of y.”

— Formulation: (AxA7(z <vy)) = Ay
— Supported by: T, Ty

o “The value of x determines a prime factor of y.”

— Formulation: Az — FzR(y, 2)
— Supported by: Ty, T3, T}

This sample represents just a small fraction of the behaviours and connec-
tions of variables that IngBT is able to express. Nonetheless, it is indicative
of the impressive range of situations that the system can formalize.
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So far, we have observed and utilized only simple dependencies between
the values of variables. IngBT, however, can capture another interesting
class of dependencies.

1.55 Example (Higher order dependencies). Consider the following exam-
ple of a team over the domain of natural numbers, containing all assignments
of the following form for all n, m natural numbers:

T‘xywz

‘nm?m 5m

Figure 1.4: The team T

Under this team (and, therefore, in any of its subteams), if there is a
functional dependency between x and y, there must also be a functional
dependency between w and z. Now, we have seen that a functional depen-
dency between z and y can be expressed by Ax — Ay, and the same goes for
w and z. This means that IngBT can naturally capture this kind of higher
order dependency with formulas such as (Ax — Ay) — (Aw — Az). Clearly,
the approach can also be generalized for higher order dependencies involving
more than functional dependencies, for instance by integrating the formal-
izations of variable relations that we presented in the previous example.

The previous subsections have given us an idea of the behaviour and
expressivity of IngBT. Now, it is useful to compare the characteristics of
this system with those of its inquisitive counterpart.

1.2.5 Relations with InqBQ

As we mentioned, IngBT and IngBQ are constructed in very similar ways.
Indeed, IngBT can be seen simply as a version of first order inquisitive logic
where worlds and states are replaced by assignments and teams. Thanks
to these similarities, many properties of InqBQ carry over straightforwardly.
Also, as we will see in the following chapters, this structural correspondence
has deep implication on how the systems are connected. It is important,
however, to also mention what differences the two systems present. Essen-
tially, these boil down to the fact that the semantic approach of the two
systems is similar but applies to different objects. In particular, InqBQ
models uncertainty about the state of affairs, i.e. about properties, rela-
tions and individuals while IngBT can only represent uncertainty about the
value of variables. Thanks to the examples and properties we described, the
consequences of this setup difference are now more clear. The way in which
formulas of a formal language are constructed means that non-logical vocab-
ulary and free variables are utilized and appear in formulas in different ways.
This has important repercussions, especially on IngBT, where, for instance,
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sentences always coincide with their classical variant. Most other differences
that the two systems have also stem from this fundamental distinction in
the objects that they model. For a more complete overview of these topics,
we again refer to [Cia22b].
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Chapter 2

Translations

2.1 Translation without function symbols and with-
out equality

In this section, we define translations between InqBQ and IngBT in the
special case where the given signature contains only relation symbols and
where models do not include an identity extension function.

We do so in order to make our presentation of the translations more clear.
The specific situation we picked is sufficiently general as to allow us to
demonstrate the key ideas behind the translations. At the same time, it
doesn’t include additional details, which, as we will see in the next section,
are mostly technical in their nature. This structure should make it easier to
understand the main intuitions behind the translations.

Let’s outline the contents of this section more precisely. We start with an
analysis of the IngBQ to IngBT direction of the problem. In particular, we
first define a translation function from model-assignment pairs to model-
team pairs and between formulas. We then prove that such functions are
well-behaved with respect to the support relation. We continue with a proof
of the entailment preservation property for this translation.

Finally, we present the IngBT to IngqBQ direction with the same general
structure.

2.1.1 Translating InqBQ — IngBT

2.1.1.1 Translation of a generic model of IngqBQ into an equivalent
model of IngBT

2.1 DEFINITION.

Signature Let X be a signature consisting only of relation symbols R,,.
Let’s define
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e ¥ == {R/ ., | R, € S}U{O1}, where O is a unary relation symbol
which will intuitively be satisfied by exactly all objects of the domain.

Model and team Let M = (D, W, I) be a model of InqBQ in the signa-
ture X, where W = {w; | j € Z}, and let g : Var — D be an assignment
into M.

We define a model M* of InqBT in the signature £ and a team T' for M?:

o M%:= (D! I*) where:

— D* == DUW

— IMR),,) = {(d1,da, ..., dps1) € (D})"H |

di e W, (dg, ...,dn+1> S Id1 (Rn)}
fa. R 4 €%*

- I*(0) =D
e gi: Var — Df tec. gj(z0) = wj e gj(wnt1) = g(xy) fa. neN, j €T
o T={g;j|jeT}

Formulas Given any ¢ € £, we define ¢! inductively on the structure of

(

(Rn(@iys oo ,))F, = R (205 Ty 415 ooy i 1)

oo (YPo&)fi=(yfoeh), where o € {A, \V, =}
(Vanh)! == Van11(0(zns1) = ¢F)

o3 (Frnt)t = Frnt1(0(zp41) A YF)

2.2 Observation. In all the translations that we will present, the worlds
w; € W and the assignments g; € T are indexed on the same set Z. There-
fore, the subsets of T and the subsets of W are in a bijection, thanks to
their respective bijections to the subsets of 7.

For this reason, to denote the subsets of 7" and W, we will use the following
notation: given any subset J C Z,

OTJZZ{ngT|jE\7}
osJ::{ijW|jEJ}

In particular, under this notation, considering all T'7 and all s, for all 7 € Z
is equivalent to considering, respectively, all subsets of T" and all subsets of

w.
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2.3 PROPOSITION. Under the hypotheses of Definition 2.1, for any ¢ € L
and for any J C T,

M,s, Fgp <~ M? Fr, cpti

Proof. We will prove the following, more general claim: fa. ¢ € L, fa.
J CZI, fa. i1,...,inp €N, fa. dy,...,d, € D,

M? SJ ':g[l’il’ﬁdla---al’in’—)dn} ' — Mﬁ ':T][:cilb—>d1,...,a:inb—>dn] Soﬁ

We can make this statement more clear by introducing the following abbre-
viations:

o g" = glxy — dy, ..., i, — dy]
® g; = gjlwi, = di, ., i, > dy)
o (T7) =Tglxi+1— d1,...,xi,+1 > dp]
It is useful to observe that, for any J C Z,
T = {g}|j € T} (2.1.1)

That is, (T7)* = (T*)7. This allows us to omit the parentheses when
referring to these sets.
Using the notation we just defined, the claim reads as follows:
fa. pe L, fa. J CTI, fa. iq,....,in, €N, fa. dy,...,d, € D,
M,s, Fg ¢ <= M? Frs o

Let us now turn to proving this result by induction on the structure of .
First, we observe that f.a. g7 € T", fa. 1 €N,

9" (i) = g; (i41) (2.1.2)
Indeed,
o (1) = {di = g;-‘(:L'Z-H) if ac. €z )
9(zi) = gj(xip1) ifx ¢ @
We will use equality (2.1.2) in the proof of the base case of the induction.
oL: it suffices to observe s, = ) <— 17 = 0
oR,: M,s, Fg« Ry(ziy,...,x;,) <= fa. w;€s,

— fa. j€J, (g

(
95 (®iy 1) 0, G5 (Tiy41)) € Lw; (Rn)
gj(

(9% (@ir), s 97 (3,)) € L, (Rn)
(@iy)s s 97 (4,)) € Ly (Rp)

20), 95 (@i, 1), s I} (@i 41)) € TH(RY, 1)

1.1 * * * *
&= fa. gf € T, (g} (20), 9} (T, 41), - 0} (i 41)) € (R 4)

/
< ]\4ﬂ ':T} Rn+1($03$i1+1> --'7l'in+1)



o\ M,s, Fg (WNE) = M,s, FgtpeM s, Fg&
= Mg, oF e MFEps &

= M'Fr (VA
<~
<~
<~

oV: M,s, Fg (pWVE) M,s, FgvpoM,s, Fg &
M¥Ep. F o M Eps &F

M* Eps (P VE)F

e Mys, Fp (0 — &) 23V fa. J'C T, M,s,, Fy 0 implies M,s_, Fyr €
— fa. J' CJ, M IZT;/ ¢! implies M* IZT}, ¢t (induction)

Obs 2.2 . . L
&2V ta. Ty, C Ty, MPEpe, F implies M? Fr ¢

= M Er; (V- &)

oV: M,s, FgVapp <= ta. de€ D, M,s; Fgip, sq) ¥
> fa. de D, M* 1 e 10d] o (induction)’
— fa. d* € D*, &* € D implies M* 15 o] P
— fa. d* € D*, d* € O, implies M* FZT}[%H,_M” P
«— fa. d*e Dt
M* Frs (g mat) O(Tnp1) implies M? Frs [onsrord] PF
& ta dte Dt fa. I C T,
M* Fre fwniamdt] O(Tnr1) implies M ' e g1 —d] o
«— fa. d*e Dt
M* ':T‘*j[a:n+1b—>dﬁ} (O(zn41) = W)
= M'Ers Vo (O(zng) = 9F)
(1): This step isn’t as straightforward as the rest. While the direc-

tion <= is obvious, the inverse direction really isn’t. Indeed, it is
not true in general that, if an implication holds for a specific team,
then it must hold for its subsets. However, in the specific case in ques-
tion this is true, due to the structure of the antecedent. Let’s show

this explicitly:
We proceed by contraposition. Let d* € Df and J’' C J s.t.

M* P12 ende) O(Tnt1) and M f Ere fenide] o

Then the following statements are true:
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1. M! F T (o4 1-5d7] O(xp+1), since the only free variable of O(zy41)
is &p+1, which is assigned to the same value by all assignments
in T7[xn — df.

2. M J"“‘T}[gcnﬂ._nm Wi, by persistency
From 1. and 2. we obtain, using the existence of such a d* € Dﬁ,

fs. d* € D, M* B2 g 1sds) O(@nt1) and M* Frs o g1odt] W

which is the negation of

fa. d* e D} M! 75 o prsdt) O(@n41) implies Mt 15 ] Ph
O
ofl: M,s, Fg» Hzptp <= fs. d€ D, M,s,; Epp,—q ¥
fs. de D, M 1 o1 vd] Pt (induction)
fs. d* e D*, d* € D e M* ETs [ o] T

ts. d € DY, M* Frypo gy O(@nin) @ MF Fpu s 0F
fs. d* € D*, M* Frs (g mdt] (O(Tng1) A )

—
—
— fs. d*e Dt d* € Oy e M* BT o g1 W
—
—
— M* Frs 3rn41(0(Tnt1) A )

2.1.1.2 Entailment preservation

2.4 THEOREM. Let ¥ be a signature containing only relation symbols, let
D be a set of formulas of L and let ¢ be a formula of L in X.
Then,

¢ ':lanQ 'QZ) — FEﬁa (I)ﬁ ':IanT d}ﬁ

where I'sy is the set of formulas given by the following formulas to express
the following notions:

to express the fact that xq is always evaluated as a world,
=0(xp) (2.1.3)
to describe how all other variables are evaluated as elements of the domain,

O($n+1) (2.1.4)

Observe that Tz — dl = Tglzi, — di, ..., @i, — dpllzs = d] = Tylxi, — dy, ... x4, = dn,xs — d)].
This tells us that T7[z; — d] is indeed a team of the type that can be used to apply the inductive hypothesis.
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to ensure that all tuples in an (n+1)-ary relation have the structure (world,
n elements of the domain),

VaVyir..Vyn (R 1 (@, Y1, ooy Yn) = —O0(z) A /\ O(yi)) (2.1.5)

i=1,....,n
and to guarantee that the evaluation of all variables other than xg is constant,
Fx(zps1 = ) (2.1.6)

In (2.1.5), Rl ., varies over $* while in (2.1.4) and (2.1.6), n varies over
N.

Note that, whenever it isn’t explicitly relevant, we will omit the reference to
Yt in future occurrences of sy .

2.5 Observation (Meaning of I'). At this point, it is useful to explain in
detail what it means for a model M = (D, I) to satisfy I" with respect to a
team T

M Ep (2.1.3) < f.a. g; € T, gj(l‘o) ¢ Om
Intuitively, xq is evaluated into a world by each assignment in the team
T.

MEr (214) < fa. gjeT, fa. neN, gj(xpt1) € Om
Intuitively, every z; is evaluated, f.a. ¢ > 0, into an object of the
domain by each assignment in the team T'.

M ':T (2.1.5) <~ I( ;H-l) - (D \ OM) X (OM)TL
Intuitively, relations can only subsist at a world (set as the first argu-
ment) and between n elements of the domain.

M Ep (2.1.6) ~— fs.de D, M ':T[zﬁd] Tpyl =X
< fs. de D, fa. gj €Tz —d], gj(zny1) =d

= gj(zn) = gj(xn) fa. gj,9y €T efa. n>0
That is, over the team 7' all variables are assigned constantly, except
for xg.

The idea is for these formulas and their respective properties to characterize
the model-team pairs of IngBT that are obtained by applying the translation

£,

To prove the preservation of the entailment we will need the following
result:
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2.1.1.3 Encoding an InqBT model in IngBQ

2.6 LEMMA. Let M = (D, I) be a model of IngBT and let T be a team over

M such that M Eq T relative to the signature X

Then, there exist an InqgBQ model M~ = (D=, W~,17), where W = {w; | j € 1},
a state s C W™ and an assignment g~ in the signature ¥ such that

M>* =M and Ty, =T

where Ty, is defined by the condition (f.a. j € I, g; € Ty, <= wj € s7).
Intustively, T, is the team corresponding to st after applying the translation
f to the model M~ and to the assignment g~ .

Proof. First, let’s define M~ := (D=, W~ I7):

eD—: D™ :=1(0)

oW—: W~ :=D\I(O)

of~: I, (Ry):={(dy ....dy) € (D7)" [ (w,dy,....dy) € I(Ry 1)}

The condition that D~ and W~ must be non-empty sets is satisfied because
M Er I' and therefore, in particular, M Fr (2.1.3),(2.1.4).
Now, let’s define g~ and sp:

g : g x> g(xng) fs. geT

os7: sp = T[xo]

In the definition of g—, as we will see, g can be chosen arbitrarily in T
because M E (2.1.6) which implies that all assignment g of T' coincide on
every variable x; for ¢ > 0. The well-definedness of g—, i.e. the fact that
g (z;) € D™ f.a. i € N, is guaranteed by the meaning of (2.1.4).

The fact that sp is a state, i.e. that it is a subset of W, follows from
M E (2.1.3), which is equivalent to gj(zg) € (D\ Om) =W~ fa. g; € T.

At this point it suffices to prove that the starting objects are equal to the
translations of the ones we just defined.
eD: Dt =D UW~ =I1(0O)U(D\I(0)) =D
ol: letdy,...,dyy1 € (DH)™ = D" then
<d1, ...,dn+1> S I_ﬁ( ;1_,_1) — dl € W_a <d27 "'7dn+1> € Id_l (Rn)
< d1 ¢ Om, (dz,....dn11) € (Om)" and

(d1,da,...;dny1) € I(Ry, 1)
= (di,...,dp11) € I(R},,y)
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Therefore, I *(R/, 1) = I(R, ;).

The last equivalence is guaranteed by the definition of I~ and by the

fact that M F (2.1.5).

Indeed, as we saw in Observation 2.5, if an (n + 1)-tuple belongs to
the interpretation of a relation symbol for a model M that satisfies all
formulas of I', then the first element of the tuple is not in Oy while

all the other elements belong to Oyy.

This allows us to suppress the first two conditions in the last equiva-

lence, since they are implied by the third condition (dj, ...

Let’s prove the two directions of T, =T separately.

) dn+1> € I(R;’L-‘rl)'

Before continuing with the proof, let us observe that sy can be seen

in the following way:

s i={w; e W |g(xo) =wj fs. g€ T} ={w;|j€Z and g(zg) =w; f.s. g€ T}.

(©): let gj € T, then
gi(zg) =w; f.8. w; € s
ngTsT:> j(O) ]_ ! T.
9j(wit1) = g~ (ziy1) fa. i €N

{f.s. g €T, gj(xg) =w; = g(xo)

(by def of g;)

(by def of sp)

fa. g €T, gj(zit1) = g~ (i+1) = 9(@i+1) fa. i €N

= gj=gfs. geT

(D): let g € T, then

42

O]



. g(xo) = wj = gj(xo) f:5. w; € s7
g(xi+1) = g_(xiJrl) = gj(xi+1) fa.ieN,fa. j€7
— fs. j€1, g=g; and w; € s7

= g=g;fs. gj €T, -

Having verified the equality of the two components of M % and M and the
equality of the two teams Ty, and T" we can conclude the proof. ]
2.1.1.4 Proof of Theorem 2.4

We start by proving the <= direction of Theorem 2.4, which only requires
the good behaviour of the translation f.

Proof. By contraposition: assume ® Fjnqgq %. Then, there exist a model
M, a state s, and an assignment g such that M,s F, ® and M,s ¥, 1.
Now, by Proposition 2.3, we get

M,s ¥ <= M Eq, JF

M,s, E® <= M'Ep, &

Clearly M?* Fr, T' (since M % and T satisfy by construction the semantic
conditions corresponding to I' that we described in Observation 2.5), so we
have a counterexample to show that I, P FlngBT wﬁ. ]

To prove the — direction of the Theorem we will also need Lemma
2.6:

Proof. By contraposition: assume I, &f FlngBT Y. Then, there exist a model

of IngBT M and a team T such that M Ep I', M FEp ot e M Ep wﬁ. Then
we have that if we define M, st and ¢~ as in Lemma 2.6,

M Eqpf < M, spF, 1)

MEp @ < M ,spF, ®

This proves that ® F|,qgq 7. ]
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2.1.2 Translating InqBT — IngBQ

2.1.2.1 Translation of a generic model of InqBT into an equivalent
model of IngqBQ

2.7 DEFINITION.
Signature Let X be a signature containing only relation symbols R,,. We
define:
e X" =% U{a; | i € N}, where the a; are non-rigid constants.
Model Let M = (D,I) be a model of IngBT in the signature ¥ and let

T ={gj|j €I} be ateam for M.
Let’s define the model M:bp of InqgBQ in the signature %°:

° M:bp = <D,Wb,II’> where:
- W= {w;|j eI}
~ I, (R):=I(R) fa.j €T, fa. REY’
— I, (a;) = gj(;) f.a. j €T, fa. i €N

Formulas For any ¢ € £, we define ¢” inductively on the structure of ¢:
o:
OE: R(xil,...,xin))b = R(ail,...,ain)
Vﬁﬂni/))b = Vxn@bb [xn/an]

Ba,0)” = B [T/ an]

2.8 PROPOSITION. Under the same hypotheses of Definition 2.7, f.a.
el fa JCI,

(
(
eo: (o)’ = (¢’ 0&), where o € {A, V, =}
(
(

MFEr, ¢ = M%jsj |:<,0b

where Tz and s, are defined as the subsets of T' and WP indexed by J as
per Observation 2.2.

Proof. First, we choose any assignment g over the model M%
To prove the proposition, we prove the validity of the following, more gen-
eral claim:

fa.neN, fa. JCZ fa. iy,....,in €N, fa. dy,...,d, € D,

b b
M ':Tj[IilHdl,n-,miann] SO — MT?‘SJ ':g[xil»—>d1,‘..,x¢n»—>dn} QO ['ril/a'h? 7x1n/a1n]
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Similarly to what we did for the proof of proposition 2.3, we will make this

statement more readable by introducing the following notation:
o g" = glxy = di, ..., > dy)
® g; = gjlzi, = du, ..y, — dn]
o (T7) =Tg[xis1 > di, .., i, 41 > dy]
o T :={xiy,..,Ti, }, a:={ay,...,a;,}
o plz/al = plxi /ai,, ..., i, [ai,]

In the new notation, the claim reads as follows:
fa.neN, fa. JCZ, fa. i1,....,ip € N, fa. dq,....,d, € D,

MEr, o < Mbs, ke o[2/d

Let’s proceed by induction on the structure of .
First, note that, f.a. J C Z,

T7 ={gj |9, €Tst ={g; | i €T}
Then, let’s observe that, f.a. 7 CZ, fa. j€ J and fa. 1 € N,
g; (i) = [aslz/a]] ;7
Indeed,
d; = g*(ml) = [l’l];}f = [az[f/c_z]];vi ifx; €T

g;(zi) =
IZ)j (al) = [a,[i/(i]];vﬁ if x; ¢ T

(2.1.7)

(2.1.8)

This equality will be useful in proving the base case of the induction.

oR: M ':T} R(«'L'il,---,l'in) <~ f.a. g} < T‘*y, <g~](x“),,g~](xzn)> S I(R)

(2.1.7)

= fa. jeJ, (g (i), 95 (zi,)) € [(R)

(2.1.8)

& fa. je J, ([(a)lz/ally, ., [(ai,)[7/a]],7) € I(R)
= fa. wj € sy, ([(an)lz/ally?, . [(i,)[z/ally?) € I, (R)

= Mjp,s, Fg R(aiy,...,a;,)[T/a

= My, s, g (R(ziy, . 12,)) [7/a)
oA, WV, 1: Analogous to Proposition 2.3

oY: There is a small difference between the following two cases:
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—if z; ¢ %, then

M Er; Vaip <= fa. dny1 € D, (M Frs a0 ¥)
fa. dyt1 € D, (M:bp,sk7 F g [wasdnga] Y’[z/a)|zi/ai]) (induction?)
fa. dor1 € D, (My, s, Fglnisdn. ¥12/a,2i/a;))

M35, Egelwisdn,] Y2i(0°[2/a, i/a;))

M3,s;, Egelnsdn,) Y2V’ [2/a)[2i/a;])

M}, s, g (Vo) [7/a)

[

—if z; € Z, then

M PT} Ve < fa. dyy1 €D, (M ':T}[%Hdwrﬂ @D)

f'a' dn+1 € D7 (M ':Tj[xilﬂdl,...,xil—)d xiann][xi»—)dn+1] w)

Tty
f.a. dn+1 € D7 (M ':TJ[xil*—>d17~~~,xi’—>dn+17-~~793in’_>dn+1] ¢)
f.a. dn+1 €D,

M%,sj E

[

G [y —d1 e i dn g1, Ty > dng 1]
b . .
/l/) ['/"U’L'l /ailv seey xi/aiu ceey $in/an] (lnduCtlon)
f.a. dn+1 c _D7
b
MT’ Sj ':g};

!

[$i1'—>d1,...,xi'—)d Ty '—)dn+1][$i’—>di}

zpb[xil/ail, oy T [ @iy ey X [ ] [T )
fa. dos1 € D, (M}, 8, Fgriaisdn, ) ¥’ 12/a][xi/ai))
fa. dos1 € D, (My, 8, Formisdn, ) V1), 2i/ai))
My, s, Fgrlmisdy ] Y2V [2/0, 71/ a;])
M7, s, Egelnsn,y) Y2i(V’[2/a)[2:/a;])
Mg, s, Foe (Yz))’[2/d]

rreuy

2As noted in the proof of Proposition 2.3, the inductive hypothesis can be applied to
T% [z = dnyi1] and g" [z — dnya]-
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o3 MEp, Fuip <= L. dny1 €D, (M Epspsd, ] ¥)

fs. dp+1 € D, (M%,sj F g wasdrnga] Y’z /a)|x;/ai]) (induction)
£.5. dop1 € D, (M, 5, Fgrlpisdnsa) 18/, i/ ai])

M3,s, Egewisdn, ] 30i( [T/, 25/ ai))

My, 5, Egrloisdny ) 320 [2/0][2s/a])

M}, s, Fge (Fzpp)[z/a)

rreuy

2.1.2.2 Entailment preservation

2.9 THEOREM. Let X be a signature containing only relation symbols, let
® be a set of formulas of L and let ¢ be a formula of L in 3.
Then

D EigeT ¥ <= Asp, ® Fingeq ¥’

where Ay, is the set of formulas given by:
Vry..Ve,TR(z1, ..., Tr) (2.1.9)

where in (2.1.9) we include a formula for each R, € X.
Note that, whenever it isn’t explicitly relevant, we will omit the reference to
Y in future occurrences of Ay .

2.10 Observation (Meaning of A). The formulas (2.1.9) encode the idea
that in a model of InqBQ the interpretation of relation symbols does not
vary between worlds?.

Intuitively, the aim of these formulas is to characterize all models that are
obtained by applying the translation b. These models, as we will see, turn
out to be completely generic aside from this property.

To prove the conservation of the entailment we will need the following
result:

2.1.2.3 Encoding an IngBQ model in InqBT

2.11 LEMMA. Let M = (D, W, I) be a model of IngBQ, where W = {w; | j € I},
such that M, W E A in the signature X°.

Then, there exist a model M = (DT It) and a team T in the signa-
ture ¥ such that for its translation (.M‘*‘)bTJr = (DT W, IT) the following
properties are true:

e D =D

3Recall example 1.16, where we covered mention-all questions.
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e WP CW
o WP, W

2.12 COROLLARY. In the hypotheses of the previous lemma, if we take a
model M such as described in the statement, we have that for any ¢ € L,

ME ¢ <— (M+)z~+ Eop
Proof of the lemma. First we define M* = (DT, IT):
eDT: DT =D
oft: IT(R):=1,,(R)fs. jeT

Note that in the definition of the interpretation function I* the choice of j
in Z is irrelevant, thanks to what we pointed out in Observation 2.10 and
to the fact that M, W E A.

Let’s now define the team 7. This definition requires more attention than
the other ones. First, we consider the set W€, i.e. the quotient modulo
essential equivalence of W. We can then define a set W™ of representatives
for the equivalence classes in W€. From these representatives we define
It ={jel|wje W}

We now have what we need to define T:

og;: gj(xi) = lw;(a;) fa. i €N, fa. jE€T
oIt T = {g; | j €T

We can now turn to proving that the stated properties are verified by these
objects.

eD: DY =Dt =D
oW: W’ ={w;|j€ZIt}C{w;|jeT}=W. Observe that W’ =W+.
e/: Additionally, we prove that, for all w; € W, I{L‘jb = Iy,

I2(R) = I'"(R) = I,;(R)
I;}_jb(ai) = gj(l'i) = ij (ai)

We obtain the first equality from Definition 2.7 and the second equality
from the definitions given above.

The three equalities involving D, W and I imply that (M*)%., = M|y.
Therefore, we can consider essential equivalence between worlds in W’ and
worlds in W.
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o~.: We need to show that for all wy € W" there is some w; € W such
that wj ~. w; and for all w; € W there is some wj € W such that
Wi e Wy .
The first claim is evident, since W? C W.
The second claim is also quite straightforward: for any world w; € W,
we find in W” = W some representative wyr of its equivalence class
with respect to essential equivalence. Obviously this means that w; ~, w;.

O]

2.1.2.4 Proof of Theorem 2.9

Let us start by proving the <= direction of 2.9, which only relies on the
good behaviour of b.

Proof. By contraposition: assume that ® ¥,qg1 9. Then, there exist a
model M and a team T such that M Fr ® e M Er 1. Now, thanks to
proposition 2.8, we have

M Epp = MyEy

MEp® < My E®

Clearly M% E A, since M% satisfies by construction the semantic conditions
that correspond to the formulas of A as pointed out in Observation 2.10.
This provides us with a counterexample that proves A, ®” FlngBQ PP, ]

To prove the = direction of the theorem we employ Lemma 2.11:

Proof. By contraposition: assume that A, ®” F1nqBQ ¥”. Then* there exists
a model of IngBQ M such that M E A, M E ® and M ¥ «". Then, by
defining M T and T as in Lemma 2.11,

MEY = (M) By’ <= Mt Eq @

ME® = (MY F® «— M'Ep @

The first biconditional of each line holds thanks to Corollary 2.12; while the
second equivalence is an application of Proposition 2.8.
The two statements provide a counterexample, which proves ® ¥jnqgt 9. [

4Since the relevant formulas are all closed, there is no need to refer to a specific assign-
ment g in the three expressions that follow.
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2.2 Translation for the general case

In this section, we cover the definition of the two translations and the proof
of their required properties for the general case. In particular, we now allow
our signatures to have function symbols and we consider models equipped
with an identity extension functions.

The structure of the contents of the section is identical to that of the previous
case. Nonetheless, there are some additions that turn out to be necessary
for this generalization.

Obviously, we must now include in our definitions clauses for function sym-
bols, generic terms and identity formulas. In these definitions, we will denote
with % the items that only appear in the general case. Another difference
can be found in the definition of the translation f from IngBQ to IngBT.
While in the special case it was both possible and reasonable to give a func-
tion associating each model-assignment pair to a single model-team pair,
it would be needlessly restrictive to do so in the general case. While the
corresponding team is still uniquely determined, we choose to define a more
natural relation, holding between a certain model-assignment pair and vari-
ous model-team pairs with the same team. The proofs of the good behaviour
of the translations remain very similar to the special case, with the main
difference being the addition of a proof of the good behaviour with respect
to terms.

As for the proof of entailment preservation, it is necessary to substantially
expand the sets of formulas which characterize the translated structures.
Moreover, the proofs of the existence of a translation-preserved encoding of
generic structures of each system turns out to be slightly more complicated,
due to the specific properties of the translated structures.

2.2.1 Translating InqBQ — IngBT

2.2.1.1 Translation of a generic model of IngBQ into an equivalent
model of IngqBT

2.13 DEFINITION. Most of this definition is basically a restatement of
Definition 2.1. For ease of consultation, we still present the whole definition
in detail.

Signature Let X be a signature consisting of relation symbols R,,, function
symbols f,, and symbols for rigid functions h,,. We define

* B = (R | Ry € SY0{f 11 | fu € F2}O{H;, | hy € FIHO{OU{RS}

Model and team Let M = (D,W,I,~) be a model of InqBQ in the
signature 3, where W = {w; | j € Z}, and let g : Var — D be an assignment
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for M.
Let’s define the team T);:

e g;i: Var — (DUW), g;(zo) = wj, gj(xnt1) = g(zyn) fa. n €N
o Ty ={g;1j €T}

Now, we define a relation ~y between model-assignment pairs of IngBQ
over a signature ¥ and model-team pairs of IngBT over the signature 2F.
This differs from our approach for the special case of Definition 2.1. The
difference, as we will see, is motivated by a greater degree of freedom in
the construction of a model that corresponds to M. In particular, this
concerns the definition of the interpretation of function symbols. The idea
for functions is analogous to the one we had for relations in Definition 2.1:
we emulate the dependence on worlds of the interpretation of functions in
IngBQ by introducing an additional argument to functions. Since we are
extending the domain from D to DUW, we get all the n + 1-tuples we need
to realize this emulation, i.e. those composed of one world (in first position)
and n elements of D. For these tuples the interpretation of the functions
in IngBT must behave just as it did in InqBQ. For all other tuples, there is
no intuitive mapping. Indeed, we will see that defining the interpretation
of a function symbol on these values has no effect on the satisfaction of
translated formulas. Note that we could easily make this relation functional
by picking specific mappings. This, however, would be less natural and lead
to a more restrictive definition with no added benefits.

Let us then proceed with the definition of ~j.

A model M* = (DF, I*) of IngBT in the signature Xf satisfies

if the following conditions hold:
e D! = DUW

b Iﬁ( ;L+1) = {<d17d27"’7dn+1> € (Dﬁ)nJrl ‘
dl € VV7 <d27 "'7d7l+1> € Idl (R’Vl>}
fa. Rypp1 € XF

* I(fh)(wj,di, oy dn) = L, (fo)(di, ..., dy) fa. wj € W
fa. dy,...,d, € D

* I%(h,)(dy,...,dn) = I(W,)(dy, ..., dy,) fa. di,...,d, €D
* IH(R™) = {{di,d>,ds) | di € W, da ~g, ds}

e I*(0)=D
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Terms For any term t € Ter(X), we define t* € Ter(X%) inductively on
the structure of ¢:

*var: (x,)ﬁ = Tjt+1 fa. i€ N
*&: (fn(th atn))’:i = f’[{z,—‘,—l(xO’ (tl)tia ceey (tn)ﬂ)

Kl (Bt s b)) = By (01, o (£0)F)

Formulas For any ¢ € £, we define ¢! inductively on the structure of ¢:
ol (L)f:=1%

*= (t=1)":= R (w0, (t)%, (1))

o Ry (Rn(wi, -'-axin))ﬁv =Ry (20, iy 41, -0, T 41)

o0 (Po&)ti=(Yfoch) whereoc {A, V,—=}

oV (Vou)! = Va1 (O(zng1) — 9F)

o2 (Frat)' = Bwnr1(0(znts AYH))

2.14 PROPOSITION. Under the hypotheses of Definition 2.13,
if (M, g) ~y (M*,Ty), then fa. ¢ € L, fa. J CT,
M,s, Fq <= M Ep, o

Note that to simplify the appearance of the expressions we suppress the
reference to M in the notation Tz in the previous statement and in the
following proof.

Proof. Let M* be some model that satisfies the hypotheses.
We prove the following, more general claim:
fa.neN, fa. J CZ, fa. iy,...,ip, € N, fa. dy,....,d, € D,

M,s, ’:g[xil»—nh Tiprrdn] P M* ':Tj[xilHdly,,_,mian"] gOﬁ (2.2.1)

77777

Just as we did in the proof of Proposition 2.3, let’s introduce the usual
notation

o g" = glxy — di, ., — dy)]
) g;f = gj[:cil — dl, vy Ty —> dn]

o (Ti7)" = Tg[wiy11 = di, ..., T, 41 > dp]
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With this notation, the statement can be expressed more concisely as follows:
fa. neN, fa. 7 CZ, fa. i,....,in €N, fa. dy,...,d, € D,

M,s, Fg o < M* |=T3 @ﬁ

The main difference from the proof of the special case is in the interpretation

of the terms. Let’s verify that the translation behaves well in this regard.

The good behaviour can be formalized as follows:

fa. teTer[Y], fa. j€J, n
w.s

2 = [

We prove this claim by induction on the structure of ¢:

di = g} (wit1) = [wialgt = (2]
Mt

) 9(z:) = gj(zit1) = g} (vit1) = [¢7Cz‘+1]§§n = [(wi)ﬁ]g;

evar: [zi],! = g" (i) =

ofui [(Faltr, s ta)FISE = T (fr) (molp [0FE o [(8) 155
= Iﬂ(fr/LJrl)(wj? [tl];vgv e [tn]?;*])
= [fults, o tn)]y?

oh,: [(hn(t1, ---,tn))“]%ﬁ = fﬁ(h%)([(tl)ﬁ]%ﬁ, o L) 5E)
= IR ([t g o [ty
= [hy(t1, ooos tn)]?

Proving this claim is the key step for the proof of the overall statement.
Now that we have obtained this equality, the rest of the proof is either
straightforward or completely analogous to the special case.

We can once again proceed by induction over the structure of ¢ and the
only differences are in the base cases. For the case of relation atoms, the
structure of the proof remains unchanged, as we only need to swap the
variables with general terms. The case of identity atoms is analogous to the
one for relations, especially since identity is interpreted as a ternary relation
in f. O

2.2.1.2 Entailment preservation

2.15 THEOREM. Let ¥ be a signature, let ® be a set of formulas of L and
let ¥ be a formula of L in .
Then,

D FingeQ ¥ <= Dy, B FpgpT ¥

where T'sy; is the set composed of the following formulas®:

~O(zo) (2.2.2)

5We do not restate previous explanations of the formulas.
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O(zn+1) (2.2.3)

Va1 Vyn | Brr (2,01, 00n) = =0() A\ O(y:) (2.2.4)

i=1,...,n
a variation of the previous formulas for the case of the relation symbol R~
VeV Yy (R™ (2, y1,y2) = (20(2) A O(y1) A O(y2))) (2.2.5)

three formulas to describe the reflexive, symmetric and transitive property

of R=,

VaVy((=O(z) A O(y)) — R~ (z,y,y)) (2.2.6)
Vavy Vyo (R~ (2, y1,y2) = R (2,92, 91)) (2.2.7)
VaVy Yy Vys (R (2,91, 92) A R™ (2,92, 43)) — R~ (2,y1,3)) (2.2.8)

three formulas to describe the congruence conditions for R~

VaVyi1Vyn.. V21 Vzy,

(R (@, y1,21) A e ART(2,yn, 2n) = [t (@41, s Un) = frg1 (@, 215 0005 20))
(2.2.9)

VaVy1Vyn..V21Vz,

(R=(x,y1,21) A oo A RT(2,Yn,y 20) — Bl (Y15 ooy yn) = (21, ey 20))
(2.2.10)

VaVy:.. Yy, V21V 2z,
((R:($, Yt, 2’1> ARTIA R:<x7yn7 ZTL) A R;l+1(x7y17 7yn))> - R,TL—i-l(x? Rl eees ZTZ))

(2.2.11)
Fx(zpi1 = ) (2.2.12)

formulas to express how functions map tuples of the form (world, n elements
of the domain) to elements of the domain,

VaVyr..VynVz | | frei (@ vty yn) = 2 A 20(z) A /\ O(y:) | = O(2)

i=1,....,n

(2.2.13)
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and analogous formulas for the case of rigid functions.

Yyi..Vy,Vz B (Y1 e Yn) = 2 A /\ O(yi) | = O(2) (2.2.14)

i=1,...,n

In the above list, we take a formula for all R,, € %, for dll f;, € Fx, h,, € ]:g
and for all n € N.

Note that, whenever it isn’t explicitly relevant, we will omit the reference
to X in future occurrences of Iy

2.16 Observation (Meaning of I'). Once again, it is useful to describe ex-
plicitly what it means for a model M = (D, I) to satisfy I" with respect to
a team T

The semantic conditions corresponding to (2.2.2), (2.2.3), (2.2.4) and (2.2.12),
and their intuitive meaning, remain unchanged from Observation 2.5. There-
fore, we only present the three cases of formulas concerning equality and the
two sorts of function symbols.

o M FEr (2.2.5) < (d1,d2,d3) € I(R™) implies
dq ¢ Oy e do,ds € Oum

That is, I(R~™) C (D \ Oy) x (D?).

The intuitive meaning behind this expression is that the relation that
represents equality can only be verified at a world (set as the first
argument) and by two elements of the domain.

o M Ep (2.2.6),(2.2.7),(2.2.8),(2.2.9), (2.2.10), (2.2.11)
<~
for any world d € (D\Oyy), (d,.,.) € I(R~) is an equivalence relation
on Ojs and a congruence with respect to the interpretation of function
and relation symbols.
These are precisely the restrictions we imposed on a binary relation of
the domain to be an identity relation in Definition 1.4.

o M Fr (22.13) <= the image of I(fn+1)[(D\0,)x(0n) 18 contained in D
Intuitively, this means that non-rigid functions map n elements of the
domain to an element of the domain, in a way that depends on a world
(set as the first argument). This, correctly, doesn’t imply anything
about the mapping of other n + 1-tuples.

e M Fr (2.2.14) <= the image of I(hn)|(0,,)~ is contained in D
Intuitively, rigid functions associate n elements of the domain to an
element of the domain. Again, this doesn’t impose any conditions on
how other n-tuples could be mapped.
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To prove the preservation of entailments under § we will make use of the
following result:

2.2.1.3 Encoding an IngBT model in InqBQ

2.17 LEMMA. Let M = (D,I) be a model of IngBT and let T be a team
over M such that M E T in the signature 8.

Then, there exist a model M~ = (D=, W~,1~,~7), where W ={w; | j € I},
a state s C W™ and an assignment g~ in the signature X such that

T="T,,

where Ty, is defined by the condition (f.a. j € I, gj € Ts, <= wj; € st),
and such that
(M™,g7) ~y (M, Ty-)

Proof. We start with the definition of M~ = (D=, W~ I~ , ~):
oD : D™ =0y
oW W~ =D\Oy

o/ : (Ry): I;j(Rn) ={(dy ....,d;)) € (D7) | (wj,dy,....d;,)) € I(Rn41)}
(fn): fa. wj € W™, fa. dy,...,d, € D7,

I;]- (fn)(dl’ ---,dn) = I(ﬂwl)(“’ju dy, ..., dn)

(hy,): fa. di,...,d, € D™,

Ly () (1, ooy ) = I (D) (i, oy )
(N): dl(Nf)wde <~ <wj,d1,d2> EI(R:)

The condition that D~ and W™ are non-empty sets is fulfilled because
M Er (2.2.2),(2.2.3).

The interpretations of (f,) and (h,) are well defined because of what we
said in Observation 2.16 about the formulas in (2.2.13) and (2.2.14). Indeed,
for the specific values we consider in their definition, the images of the
interpretation of function symbols are all elements of Oy = D™

Also note that (~7),, is a valid identity relation for all w; € W~ thanks to
the meaning of formulas (2.2.6),(2.2.7),(2.2.8),(2.2.9),(2.2.11). As pointed
out in observation 2.16, these formulas are sufficient constraints on R~ to
ensure that it induces an equivalence relation which is a congruence with
respect to the interpretation function.

Moreover, since M E (2.2.12), all assignments of T" coincide on every variable
x; for all ¢ > 0 and, since M F (2.2.3), the images of all variables x,; under
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any assignment g € T are elements of Oy = D~. These properties are useful
to define g~

Let’s then define g~ and sp:

o : g :xp—>g(rps1) fs. geT

ST ST = T[.%'()}

At this point, we only need to prove that equality holds between T" and T,
and that the conditions for the validity of (M ™, g™) ~4 (M, T) are fulfilled.
For the parts of the proof that involve D, the symbols R, 1, I(O) and T we
refer to the analogous proofs in Lemma 2.6. Thus, we only show the proof
of the claims about equality and function symbols.

o R~: We need to show that

I(R:) = {(dl,dg,d;g) ‘ di € W_,dQ(N_)dldg} :

' _ di € W~ (by (2.2.5))
(S (e ds) € HUE) = {d2(~—)d1d3 (by def. of ~")
O
(:_)) <d1,d2,d3> S {<d1,d2,d3> ‘ dy € Wﬁ,dQ(Ni)d1d3}
—— d2<N_)d1d3
— <d1,d2,d3> S I(R:)
O

of,: let wj € W™, dy,...,d, € D™, then
I;j(fn)(dl, vy dy) = I(f,’wrl)(wj,dl, ey dp)
oh,: let dy,...,d, € D7, then

L;j(hn)(dl, oy dp) = 1(h))(dy, ..., dy)
2.2.1.4 Proof of Theorem 2.15

The <= direction of Theorem 2.15 only requires the good behaviour of the
translation :

Proof. By contraposition: assume that
® Finqeq ¥, then, there exist a model M, a state s, and an assignment g
such that M, sk, ® and M, s ¥, 1.
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Now let M* be any model® that satisfies (M, g) ~; (M*, Tis). From Propo-
sition 2.14 we obtain

M,s, ¥gp <= M Fr_ o

(M,g)

M,s, Fg® <= M'Frp, oF

Clearly M!* Fr, T, since it satisfies by construction the semantic proper-
ties corresponding to I". Therefore, we have shown a counterexample that
validates I, Pt FlngBT ¢ﬁ_ O

The = direction makes use of Lemma 2.17:

Proof. By contraposition: assume that I, Pt FlngBT W.Then, there exist a
model of IngqBT M and a team T such that M Ep ') M Fp ® and M Ep wﬁ.
By defining M~, W™, sy and g~ as in Lemma 2.17, we get

<M_ag_> ~4 <M7TM_>
Therefore, since T' = Ty, C T),-, by application of Proposition 2.14 we get
MEqp ¢ <= M, spFy b

MEr ® < M ,spF,

This implies ® ¥nqeqQ - ]

2.2.2 Translating InqBT — IngBQ

2.2.2.1 Translation of a generic model of InqBT into an equivalent
model of InqBQ

2.18 DEFINITION. Most of the definition has already been presented in
Definition 2.7. We still detail all the components of the construction, while
marking new items with .

Signature Let X be a signature comprising relation symbols R,, and func-
tion symbols f,,. Let’s define a signature

* YW ={R|ReX}U{f|feX}U{a;|i€ N} where the f are rigid
function symbols and the a; are non-rigid constants.

5We haven’t provided an explicit proof of the existence of such a model, but it’s easy to
show that any choice of how I*(f., 1) and I*(h’) map those values that are not included
in the conditions given by the relation ~* generates a satisfying model.
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Model Let M = (D,I) be a model of IngBT in the signature ¥ and let
T ={g; | j €T} be ateam over M.
We define the model Mibp of IngBQ in the signature X’

° M:bp = (D, Wy, I’ ~") where:
- Wr=Aw;|j eI}
_ b — : b
I, (Ryp) =I(Ry) fa. j €T, fa Ry, €X
* I, (fn) = 1(fn) fa. j €T, fa. f, e
— I, (a;) = gj(w;) fa. j €T, fa. ieN
* d(~)y,d = d=d fa. jET

Terms For any t € Ter(X), we define t* € Ter(X") inductively on the
structure of ¢:

eVar: (:151)b =aq; fa. €N

Xt (fa(t, oo tn)) = ful(t1)°, s (t0)”)

Formulas For any ¢ € £, we define ¢ inductively on the structure of ¢:
ol: (LyY:=1
=t (=) = (1) = ()
oRy: (Ru(ty, oytn)) = Ry(t, ..., 12)
00: (o) = (¢’ 0 &), where o € {A, V, =}
oF (Vany) = Vo (¢ [wn/an])
T (Fonyp)” = Fwn (¢ [wn/an])

2.19 Observation. It’s important to notice that all models generated by
the translation b are id-models. As we will see, this is not the only property
of these models. It is however very significant, as the results on id-models
presented in Section 1.1.4 will prove very useful when working with the
translated structures.

2.20 PROPOSITION. Under the hypotheses of Definition 2.18, f.a. ¢ € L,
fa JCTI,
MEr, ¢ <= My s, F¢
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Proof. First, let g be any assignment over the model M:bp
As we did in the other cases, we prove the following, more general claim:
fa.neN, fa. J CZ, fa. i1,....,in € N, fa. dy,...,dn, € D,

b b
M ':Tj[ccilHdl,...,xiann] p MT7SJ ':g[xh»—)dl,...,xinﬁdn} ' [xil /aiw 7xln/aln]

As usual, let’s make this statement more readable by introducing some ab-
breviations:

o g* = glxy v dy, ...,z — dy)

) g;f = gj[xil — dl, ceey Ty 7 dn]

(T7)" = Tr[xiiq1 = dy, .o, i 41— dy]

X = {:cil, ...,xin}, a = {CLZ‘I, ...,ain}
° (p[:i’/d] = (P[mh/ail? ‘”7$in/ain]

In the new notation, the claim reads as follows:
fa. neN, fa. J CZ, fa. i1,...,ip, € N, fa. dy,...,d, € D,

MErs ¢ < M,s, Fy ¢’[2/a) (2.2.15)

The key step of the proof is again the interpretation of terms. We formalize
the fact that the translation b is well-behaved on the terms as follows:
fa. teTer(¥) and fa. j € J,

M bra /=11Ws
03 = [P[e/a)ly
We prove this claim by induction on the structure of ¢:

M {di = g*(w:) = [ai[z/al]y? = [(x:)[3/al],? if ;€ 7
g @) = g5(w) = I (0) = ailw/ally? = (@) z/ally? ¢ a

ofui [(faltr, s ta))[2/a)] g7 = 10y (fr

oﬂ: [a:l]

Just like in the case of the translation §, we omit the rest of the proof, which
again would be carried out by induction on the structure of . Indeed, in
the base case of relation atoms the difference is only in the substitution of
variables with terms. The case of identity atoms is analogous to the case of
relations. O
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2.2.2.2 Entailment preservation

2.21 THEOREM. Let ¥ be a signature, let ® be a set of formulas of L and
let ¥ be a formula of L in . Then

D FpgBT 0 = Agp, @ Ejgpo Y’

where Ay is the set of formulas where we include the following:

to express the fact that relations are interpreted rigidly,

Vay..Vo, TRy (21, ..., Tp) (2.2.16)
to express the fact that functions are interpreted rigidly,

Vay. Ve, Ve ?(fu(z, ..., zn) = ) (2.2.17)
and to characterizes models with decidable identity,

VaVy ?(x =y) (2.2.18)

In Ay, , we consider a formula f.a. Ry, € Y’ and f.a. f, € .
Note that, whenever it isn’t explicitly relevant, we will omit the reference to
Y in future occurrences of AN

2.22 Observation (Meaning of A). As noted in Observation 2.10, the
formulas (2.2.16) characterize models of InqBQ where the interpretation of
relation symbols does not vary between worlds.

The formulas (2.2.17) have the same meaning for the interpretation of func-
tion symbols.

The formula (2.2.18) is a characteristic formula for models with decidable
identity. Actually, all models generated by the translation b are part of the
smaller class of id-models. For our purposes, this distinction becomes irrel-
evant, since entailment for id-models is equivalent to entailment for models
with decidable identity.”

Now let’s state the encoding Lemma that we will use to prove the preser-
vation of entailment.

2.2.2.3 Encoding an IngBQ model in InqBT

2.23 LEMMA. Let M = (D,W,I,~), where W = {w; | j € I}, be an
id-model of IngBQ such that M, W E A in the signature .

Then, there exist a model M™ = (D% I") and a team T in the signature
Y such that their translation (.M‘*‘)Z,+ = (DT, W°, I, ~) is an id-model
and for its components the following properties are true:

"Recall Proposition 1.32.
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e DY =D
e WP CW
o WP, W

2.24 COROLLARY. In the hypotheses of the previous lemma, if we take a
model M™ such as the one described in the statement, we have that for any
peLl,

MEgp — (MY Eop

Proof of the lemma. First, let’s define M™ = (D* IT):
eDt: DT =D
olt: (Rn): I*(Rn) =Ly (Ry) fs. j €T

(fa): I (fn) = Lo, (fn) f5. j €T

Note that in the definition of I™ we can choose j arbitrarily in Z thanks to
what we pointed out in Observation 2.22.

Now, let’s define the team T7. As we did in the proof of Lemma 2.11, we
choose a set of representatives W for the equivalence classes of ~.. We
then define the set of indexes Zt := {j € T | w; € WT}. Now we can define
T+,

°g;: gj:Var — D t.c. gj(x;) = Ly, (a;) fa. i €N
o Tt :={g;|jeI"}

The only thing left to do is verifying that the elements we just defined have
the desired properties. We will refer to the proof of Lemma 2.11 for the
omitted parts of the proof, which remain unchanged in this general case.
Once again we start from the properties concerning D, W and I:

e): omitted

oW: omitted

o/: again, we prove additionally that, for all w; € W, I;j; = Ly,

IJ;(Rn) = I+(Rn) ij (Ry)
I;;_jb(fn) = I+(fn) ij(fn)

qujb(ai) :gj(wi) :ij(ai)

These equalities allow us to state the claim of essential equivalence between
WP and W. We omit the proof of this fact, as it is completely analogous to
the one we provided for the special case.

We can now conclude the proof by verifying that (M Jr)bTJr is an id-model:
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id—mod Def 2.18
( ) ( )

oid: dy ~vy, dy = di=dy dy (~) ;o

2.2.2.4 Proof of Theorem 2.21

For the <= direction of Theorem 2.21 we only need the good behaviour of
the translation b:

Proof. By contraposition: assume ® ¥|,qgT %, then, there exist a model M
and a team T such that M Fr ® and M Fr ¢. Now, based on Proposition
2.20, we have

M Epp < My Ey

MEp® < MyE®
From the definition of M:bp and from Observation 2.22, Mgﬂ E A. Thus, we

have shown a counterexample that proves A, & FlngBQ V. ]

The = direction relies on the results of Lemma 2.23 and on the
properties of id-models:

Proof. By contraposition: assume that A, ®° FlngBQ ¢". Then, there exists
a model of InqBQ M such that M £ A, M E ® and M ¥ ¢°. In particular,
M E VaVy?(xz = y), so it has decidable identity. Then, by Proposition 1.31,
we have

ME ) < My ¥y’

ME® <« MyF®

Note that, since 9> and ®” are composed of closed formulas only, we can
suppress the reference to the assignments g and g;4 of Proposition 1.31.
Now, by defining (M;4)" and T as in Lemma 2.23, we get

Mg " = (Mig) )y B® = (Mig)T Epi ¥

MigF® — ((M; )+)I§p+ F O = (Myg)" Fps @

The first biconditional of each line holds thanks to Corollary 2.24, while the
second equivalence is an application of Proposition 2.20.
Together, the two statements provide a counterexample, which proves ® ¥ qg1 .

O]
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Chapter 3

Repercussions

3.1 Transferring meta-theoretic properties

In this section, we finally cover the first application of the translations that
we presented in the previous chapter. The system IngBQ, although exten-
sively studied, still maintains various open questions of fundamental impor-
tance. IngBT, on the other hand, has received significantly less attention
and the study of its properties is therefore much more limited. In particu-
lar, there are two major open questions about the metatheoretic behaviour
of the two systems: entailment compactness and the recursive enumerability
of their validities. These are extremely important characteristics of a logi-
cal system. Additionally, a proof of such properties (or the opposite result)
would represent a significant step forward towards proving whether the nat-
ural proof system for IngBQ (as defined in [Cia22b]) is complete.

With the results we outline in this chapter, we establish the equivalence
of the resolution of these open questions in the two systems. Proving this
equivalence provides future research work on these topics with the possibil-
ity of addressing the open problems in either system. This means that it is
possible to pick what system to work in based both on its suitability to the
specific approach in question and on known results about the system.

3.1.1 Entailment compactness

The first such property we set out to consider is entailment compactness.
We recall that a logical system S is compact with respect to its entailment
relation, say Fg, if for any set ® U {4} of formulas of S, whenever ® Fg 1
holds then there is a finite subset ®g C ® such that ®g Fg 7). Entailment
compactness can be a fundamental tool in the construction of a complete-
ness proof for a logical system. As such, it is considered one of the main
meta-theoretical properties of any formal system and is therefore of great
interest for research in this direction. It is for this reason that we investigate
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the relation between its validity in InqBQ and in InqBT.

Whether this property holds in general for the two systems is still an open
question. However, let us now show that, thanks to the translations pro-
vided in the previous chapter, finding an answer to this question in InqBQ
is equivalent to doing so in IngBT.

3.1 PROPOSITION. Entailment compactness holds for IngBQ if and only
if it holds for IngBT.

Proof. For the left to right direction, suppose that entailment compactness
holds for IngBQ. We have to prove that, for any ® U {¢} C L,

P f:|anT 1) implies that f.s. &g C &, &g ':IanT P

D FingeT ¥ <= A, Fiageq ¥’ (by Thm. 2.21)
— f.s. finite subsets Ag C A and (I% C D, A, <I>% FingBQ W (by compactness)
— f.s. finite subset ®) C ®°, A, B Finqq ¥
<= f.s. finite subset &5 C @, A,@% FingBQ wb
<= f.s. finite subset &g C ®, g FjnqpT ¥ (by Thm. 2.21)

For the right-to-left direction, the proof is analogous, but we swap the roles
of IngBQ and IngBT and use the opposite result of entailment preservation.
Suppose that entailment compactness holds in IngBT, then

D Fingeq ¥ <= A, & FpgaT ¥ (by Thm. 2.15)
— f.s. finite subsets Ag C A and @g - @b, Ay, @g FingBT l/Jﬂ (by compactness)
— fs. finite subset ®) C ®F, A, & Epngpr ¥
<= f.s. finite subset &g C P, A,@g FingBT @ZJﬁ
<= f.s. finite subset &9 C ®, Py Firqeq ¥ (by Thm. 2.15)

3.1.2 Semi-decidability of validity

Let us now turn our attention to another metatheoretic property: the semi-
decidability of validity. We recall that validity is semi-decidable in a logical
system if there is an effective, computable procedure that halts on a formula
only if the formula is a validity of the system. We also recall the fact that the
semi-decidability of validity is equivalent to the recursive enumerability of
validities, which holds for a system when there is an effective, computable
procedure that lists all its validities. We will use the two notions inter-
changeably in the following sections.
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This property holds for first order classical logic, but fails for second order
classical logic. It is still an open problem for IngBQ and for IngqBT. As we
did for entailment compactness, we will show how finding an answer to this
question in one of these systems is equivalent to resolving it in the other one.

Before proceeding with the proof of the equivalence, let us state some tech-
nical definitions and two consequences of Theorems 2.15 and 2.21. These
lemmas will be useful in more than one context.

3.2 DEFINITION. Let X be a signature for IngBQ), let ) be a formula of £
in the signature X. We define the following signature:

EEM = {0 € ¥* | o appears in ¢}

3.3 DEFINITION. Let ¥ be a signature for IngBQ, let ¢ be a formula of £
in the signature . We define the following set of formulas:

Py =Ty |pv
»it

where inu |FV(wﬁ) ={pe inu | FV(p) C FV(¥%)}

3.4 LEMMA. In the same hypotheses of Theorem 2.15, as a consequence of
the theorem, we have the following result:

FinggQ ¥ <= Tyt FingeT ¥ <= FingaT /\F¢u — yF

Proof. For the first biconditional, we can separate the proof in two parts:
the first part is a direct consequence of Theorem 2.15, the second part,
although very intuitive, requires additional results.

We can apply the theorem to state that

FinggQ ¢ < quu FingsT ¥*
v
Now, we just need to show the following:
ngﬁ FingsT ¥F <= Lyt FingsT PF

The right-to-left direction is obvious, as one of the sets of premises is a
subset of the other. Let’s prove the left-to-right direction of the claim:

by contraposition, suppose I'ys FinggT Y. Then, there exist a model M and
a team T such that M Ep Ly and M Erp wﬁ. Then, we can consider an
arbitrary team 7" such that

L T py ity = Tlpv(ps)

2. fa. n € N, z,.1 is evaluated constantly by 7" into an element of Oy
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3. fa. ge T, g(xg) € D\ Opn

Such a team exists because the three conditions are compatible. The only
potential problem is the compatibility of conditions 1. and 2. but, since
M Eq Ty, all variables in FV (¢*) are evaluated constantly.

Now, combining conditions 2. and 3. with the fact that FEZ u and I'y; dif-

fer on formulas that only include variables and the symbol O, we get that

MEp ' .
T Zfbﬁ

Also, M ¥ 4 since, by Proposition 1.44, for any formula ¢, T'pvie) = Tlrv(e)
implies M Fr ¢ <= M Fp ¢.
Therefore, we have a counterexample that proves qu FlngBT wﬁ.

»it

For the second biconditional, it suffices to note that I',; is a finite set of
formulas. Notice that the starting set 'y is always infinite, as it contains
multiple formulas for each one of the countably many variables. We can
check the finiteness of I'y; explicitly. First, observe that pru and FV (y!)
are finite. Then let’s verify that the number of formulas in I'j; that contain
a certain symbol or variable is finite:

i

wir We have two formulas:

eR:  for each relation symbol of the form R}, ; € ¥
(2.2.4) and (2.2.11)

of:  for each function symbol of the form f],  ; € wa, we have two formulas:
(2.2.13) and (2.2.9)

i

wio Ve have two

eh:  for each rigid function symbol of the form h), € X
formulas: (2.2.14) and (2.2.10)

eR~: for the symbol R=, we have the four formulas (2.2.5), (2.2.6), (2.2.7),
(2.2.8), one formula (2.2.11) for each relation symbol of Efb”’ one for-

mula (2.2.9) for each function symbol and one formula (2.2.10) for each
rigid function symbol

e0: for the symbol O, we have the four formulas (2.2.2), (2.2.3), (2.2.5),
(2.2.6), one formula (2.2.4) for each relation symbol of Efbﬁ’ one formula

(2.2.13) for each function symbol and one formula (2.2.14) for each
rigid function symbol

exy: for the variable xy, we have the formula (2.2.2)

oz, 1: for each variable of the form x,1, we have the formulas (2.2.3) and
(2.2.12)

'Recall Observation 2.16.
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Since Fwﬁ is finite, the biconditional qu FingBT 77[)Ij <= FingBT /\qu — ﬂJﬁ
holds. ]

The motivation for this formulation of the preservation of validity by

the translation f lies in the finiteness of I'yy . Indeed, entailments with
»it
finitely many premises have special properties when compared to general

entailments. This will be useful later.

3.5 DEFINITION. Let X be a signature for IngBQ, let ¢ be a formula of £
in the signature Y. We define the following signature:

EEW = {0 € ¥’ | 0 appears in ¢’}

3.6 LEMMA. In the same hypotheses of Theorem 2.21, as a consequence of
the theorem, we have the following result:

FingBT ¢V <= Azbb FingB@ ¥’ <= FingBQ /\Azbb —
» ®

Proof. The first biconditional is a direct consequence of Theorem 2.21.
For the second biconditional, we proceed as above. First, we note that Efpb

is finite. Then, we can observe that Azbb contains the formula (2.2.18),
»

exactly one formula for each relation symbol of EL’W namely (2.2.16), and

exactly one formula for each function symbol of Efw, namely (2.2.17). Since
Azzjb is finite, the biconditional Azzb FingBQ P o= FingeQ /\ Azw*’ — 4P
holds. O

3.7 PROPOSITION. The validities of IngBQ are recursively enumerable if
and only if the validities of IngBT are recursively enumerable

Proof. We prove this claim by showing that, given a formula in one of the
systems, there is a computable way to determine a formula of the other sys-
tem which is a validity if and only if the original formula is. The procedure
relies on Lemmas 3.4 and 3.6, which in turn make use of the translations.
Showing the existence of such a procedure is enough to prove semi-decidability
of whether a formula is a validity of one system, assuming we have this prop-
erty in the other system. The procedure to semi-decide this problem would
go as follows: given a formula in one of the two systems, we compute its cor-
responding formula in the other system; at this point, we know that whether
this resulting formula is a validity or not (and therefore whether this is true
of the starting formula) is a semi-decidable matter.

For the right to left direction, by Lemma 3.4, for any ¢ € L,

FingBQ ¥ <= FingBT /\Fw — o
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So v is a validity of IngBQ if and only if ATy — Y is a validity of InqBT.
The resulting formula is computable from the syntax of . Indeed, Iy is
both finite and computable from the syntax of 1!, which in turn is com-
putable from the syntax of 1.

For the left to right direction, by Lemma 3.6, for any & € L,
FingsT § <= FingBQ /\Azg., — &

So ¢ is validity of IngBT if and only if A Agfb — £ is a validity of IngBQ.
As before, this formula is computable from the syntax of &. O

70



3.2 Transferring results about properties of frag-
ments

We now turn our attention to some notable fragments of the two systems.
So far, the fragments of IngBQ have been a research area of great inter-
est and they have proved to be easier to approach in comparison with the
complete system. In particular, an axiomatization has been found for two
wide syntactical fragments, called Rex and Clant. It is therefore interesting
to investigate the relation of certain fragments of IngBQ with their corre-
spectives in IngBT. We will transfer known results that have already been
proved for the finitely coherent, Rex and Clant fragments of IngBQ to the
corresponding fragments of IngBT by employing the translations.

In particular, we will show how using the translations we can prove en-
tailment compactness for the finitely coherent fragment. We then transfer
results of finite coherence, entailment compactness and semi-decidability of
validity to the Rex fragment of IngBT. Finally, we use the translations to
transfer the existence of an entailment preserving translation from the Clant
fragment to first order classical logic and, again, entailment compactness and
semi-decidability of validity for the fragment.

The section’s contents will be structured as follows: first we define a frag-
ment, property or concept, then we outline the already known results of
IngBQ that involve said definition and, finally, we transfer these results to
IngBT by using the translations. Note that we will omit proofs of known
properties concerning fragments of InqBQ. Unless explicitly stated other-
wise, we refer to [Cia22b| for a more complete treatment of these matters.

3.2.1 The finitely coherent fragment

Finite coherence is one of the properties of inquisitive formulas that have no
counterparts in classical logic. Its consequences on the behaviour of formulas
are however very significant, as we will see. It is therefore interesting to study
if the translations respect this property for formulas in the two systems and
the consequences of this fact.

Let’s start by defining k-coherence in InqBQ and in IngBT.

3.8 DEFINITION. For a cardinal k£ and a formula ¢ € £, we say that
@ is k-coherent in IngBQ if, for all models M, for all states s and for all
assignments g,

M,skEgo < (fa. t Css.t. #t <k, M,tF; )

For a cardinal k and a formula ¢ € L, we say that ¢ is k-coherent in InqBT
if, for all models M and for all teams T,

MEpp < (fa. T' CTst. #T' <k, M Eq )
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Let’s start with a basic application of the translations:
3.9 PROPOSITION. For any formula ¢ € L, for any cardinal k,
<pﬁ is k-coherent in IngBT = ¢ is k-coherent in IngBQ
(pb s k-coherent in IngBQ = ¢ is k-coherent in IngBT

Proof. We only prove the first claim, as the second claim is completely
analogous.
Suppose that ¢f is k-coherent in IngBT. Let M be a model of InqBQ where
W is indexed on some Z, let g be an assignment over M. Then, for all 7 C Z,
for all states s, C W and for any model M* such that (M, g) ~¢ (M*, Thr),
M,s, Fgp < M IZTJ @ﬁ
<— fa. (TJ)/ C Tz with #(Tj)/ <k, M* ':(Tj)/ ()OI:1
> fa. J' CJ with #£7" <k, M* Fp,y ¢
— fa. J CJ with #J <k, M,sj, Fg @
< fa. (s,) Cs, with #(s,) <k, M,(s,) Fg¢
This proves k-coherence in IngBQ for . O
This property is not too informative; however, it can help with the trans-
fer of some properties between the two systems.
We can obtain a similar but weaker result in the opposite direction. As we
should expect from the characterization of the translated models, we have

that k-coherence for a formula only implies k-coherence over, respectively,
I'-models or A-id-models for its translation. Let’s formalize this claim.

3.10 DEFINITION. For a cardinal k and a set of formulas ® U {¢} C L,
we say that v is k-coherent over ®-models in IngBQ if, for all models M, for
all states s and for all assignments g such that M, s F, @,

M,sEgp < (fa. t Csst. #t <k, M,tE,)

For a cardinal k and a set of formulas ® U {1} C L, we say that v is k-
coherent over ®-models in IngBT if, for all models M and for all teams T
such that M Ep @,

MEpy < (fa. T CT st. #T' <k, M Ep 1)
3.11 PROPOSITION. For any formula ¢ € L, for any cardinal k,
¢ is k-coherent in IngBQ — (pﬁ s k-coherent over I'-models in IngBT

18 k-coherent in IngBT — cpb is k-coherent over A-id-models in IngBQ

where I' and A are the sets of characteristic formulas for the translated
models that we defined in Chapter 2.2.

72

(by Prop. 2.14)
(k-coherence)
(by Obs. 2.2)
(by Prop. 2.14)
(by Obs. 2.2)



Proof. Let’s prove the first claim. We need to show that, if we suppose ¢
to be k-coherent in IngBQ, then for any model M and for any team T such
that M Fp T,

MEr of = (fa. T' CTst. #T' <k, MEp o)

We show both directions of the biconditional simultaneously, although only
the right-to-left direction actually needs to be proven.

First, we take M~ and g~ to be such that (M~,g7) ~y (M,T);-). The
existence of such two objects follows from Lemma 2.17. Then, if we define
st as in Lemma 2.17, we have that

M Er goﬁ = M7, sy Fg
< fa. (s7) Cspst. #(sp) <k, M~ (s7) Fp- ¢
— fa. T' CT st #T' <k, MEp
The proof of the second claim is slightly more complicated, but follows a
similar structure.

We need to show that, assuming ¢ to be k-coherent in IngBT, then, for any
id-model M and for any state s such that M,skE A 2,

ZW,SFZ(,Ob < (faa. t Css.t. #t <k, M75’2¢b)

Again, we show both directions of this biconditional at the same time.
Note that in the following step we will consider a model (M|;)", a team 7"
and a state s”. These are defined in accordance with Lemma 2.23.
M,skE o < M|, E ¢

= (M])")+ F &

= (M|s)" Epr ¢

> fa. T CTVst. #T' <k, (M|)" Eq ¢

< fa. t Css.t. #t <k, ((M|S)+)Zﬂ+,t E ¢

|
<(—;)> fa. t C ss.t. #t <Kk, M|s,tl=cpb

< fa. t Css.t. #t <Kk, ]\4,t|=<,0b
(1): this step is more delicate then the rest and, while intuitive, it isn’t a
direct consequence of any result that we have explicitly stated. Let’s unpack
its validity. First, note that ((M|s)+)bT+ = (D, s, I|’,~"), where s* ~, s
and, therefore, s> C s also. Therefore, thanks to the definition of essential
equivalence, we have that

fa. t” C s (M) F @ = M|, t"EF ¢ (3.2.1)

With this observation we can prove the biconditional.

2Note that, since all formulas of A and ¢ are sentences, we can omit the reference to
a specific assignment.
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(=) By contraposition, suppose there is t C s s.t. #t < k and M|, t ¥ ¢’.
Then, since s ~. 8, there is " C s st R, t.
Therefore, there is £ C s” s.t. #t° < #t < k and M]|s, t* ¥ ¢.
By (3.2.1), this implies that there is > C s” s.t. #t” < k and
(M) s 2 ¥ .

( <= ) By contraposition, suppose there is " C & s.t. #t° < k and
((M|S)+)bT+,tb ¥ ‘Pb-
Then, there is t* C s s.t. #t” < k and, by (3.2.1), ]\4|s,tb B o

O

We can now move on to the consequences of the good behaviour of finite
coherence with respect to the translations. The first key property we can
transfer is entailment compactness:

3.12 PROPOSITION (Compactness for finitely coherent conclusions, InqBQ
- [CG22], Theorem 4.3).
Let ® C L and let v € L be a finitely coherent formula. Then,

If ® FingBq 1, there exists a finite subset &g C @ s.t. Py Fipgpq ¥

3.13 PROPOSITION (Compactness for finitely coherent conclusions, In-
qBT).
Let ® C L and let ¢ € L be a finitely coherent formula. Then,

If ® EjngBT ¥, there exists a finite subset ®g C @ s.t. Py FipgpT Y

Proof. To prove this proposition, we transfer the InqBQ result to IngBT
by integrating the proof of Proposition 3.1 with the preservation of finite
coherence by the translation b. Indeed, keeping in mind that 1 is finitely
coherent and, therefore, wb is also finitely coherent by Proposition 3.9, we
have

D FingeT ¥ <= A, 8" Figeq ¥’ (by Thm. 2.21)
— f.s. finite subsets Ag C A and @) C &, Ag, B Fingeq ¥’ (by Prop. 3.12)
— f.s. finite subset ®) C ®°, A, ®) Finqq ¥
<= f.s. finite subset &y C &, A,@% FingBQ wb
<= f.s. finite subset ®g C ¢, Py FinqeT ¥ (by Thm. 2.21)
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3.2.2 The Restricted existential (Rex) fragment

The Rex fragment is a well-behaved and extensive syntactical fragment of £
where inquisitive existentials can only appear in the antecedent of an impli-
cation. A sound and complete axiomatization has been established for the
Rex fragment of IngBQ in [CG22]. Here, we show that our translation pre-
serve the fragment between the two systems and how this helps us transfer
some of its most important properties from IngBQ to IngBT. We also refer
to [CG22] for any omitted proofs not found in this subsection.

Let’s begin our presentation with a formal definition of the fragment.

3.14 DEFINITION. Let X be a signature. The set of rex formulas Lg, (%)
is given by the following syntax:
pi=p|lLllene|v—=olpVe|Vrp

where p are atomic sentences in the signature X and 1 are arbitrary formulas
of ﬁz.

Note that, by definition, an implication is a rex formula if and only if its
consequent is a rex formula. We will use this fact throughout this section.

Clearly, the fragment remains unchanged between the two systems. One
may still wonder whether the translations of rex formulas are rex formulas
themselves. This can be proven quite easily:

3.15 PROPOSITION. Let ¢ € L in a signature 3, then
pe ERea:(E) — SOﬁ S ﬁRem(Zﬁ)
¢ € Lpex(E) <= ¢’ € Lpea(D)

Proof. Let’s start with the first claim. We prove both directions simultane-
ously by induction on the structure of :

eatoms: the atomic cases are obviously verified.
oA\: VAEE LRex(X) <= ¢ € LRex(X) and € € LRer(X)
— Yt e [,Rex(Eﬁ) and ¢ € ERew(Zﬁ) (induction)
= P AE € Lpea(SH)
= (PN € Lpe(XF)
e \V: analogous, omitted
o= 1) = € Lrea(E) <= £ € LRea(X)
— €€ Lpe.(EF) (induction)
= U = & € Lpea(E)
= (P = )* € Lpea(TF)
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oV: VaY) € Lpea(¥) <= ¥ € LRea(X)
— ¢ﬁ € ERex(Eﬁ) (induction)
= O(iy1) = V' € Lpes (2
= V2i11(0(3ig1) = ¥F) € Lpea(EF)
= (Vz;0)* € Lpes(2F)

oF:  Fx;tp and Pa; 1 (O(xi41) A1p?) are never rex formulas.

We can then move on to the second claim, which we also prove by induction
on the structure of ¢:

eatoms: the atomic cases are obviously verified.
oA, WV, —: omitted
o: Vi) € Lper(X) <= ¥ € Lpea(D)
— wb € ERex(Eb) (induction)
= P[zi/a;] € Lpes(X”)
= Vo (¥ [wi/ai]) € Lien(T)
= (V21)’ € Lpea(Y’)

od: Hz;v) and Eﬁxi(qﬁb[xi /a;]) are never rex formulas.

3.2.2.1 Finite coherence and compactness

All formulas in Rex are finitely coherent with respect to InqBQ. As we ob-
served, this property has important repercussions on the behaviour of for-
mulas. Thanks to the translations, we can transfer both the finite coherence
of Rex formulas and its consequences to InqBT.

3.16 PROPOSITION (Finite coherence, IngBQ - [CG22], Proposition 5.3).
For every formula ¢ € Lpe, there is a natural number n,, computable from
the syntaz of ¢, such that ¢ is ng,-coherent in IngBQ.

Proof. We refer to [CG22] for a full proof of this result. Here, we limit the
presentation to the inductive definition of the optimal estimate n, for the
coherence degree of any given rex formula .

eatoms: n, = 1 for any atomic formula;
oA N(pag) = MAT{ TNy, Ng )5

o\V: Np\WVe) = My + Ng;
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°=2 My—g) = e
oy: n(Vl"ﬂlJ) = Ny
O

3.17 PROPOSITION (Finite coherence, InqBT). For every formula ¢ € Lgey
there is a natural number n,, computable from the syntax of v, such that ¢
is ny-coherent in IngBT. For all formulas, the estimate given for IngBQ in
the above proposition is still a good estimate.

Proof. We can use the translation f to transfer to InqBT the same estimates
for the coherence degree. To this end, we will make use of Proposition 3.9.
Our claim is that ny, = n,: is a good estimate and that it is computable
from the syntax of .

Obviously, from Proposition 3.9, ¢ is always n-coherent. Therefore, we
only need to prove the computability of the estimate, which we do by in-
duction on the structure of ¢:

eatoms: again, the atomic case is obvious.

oAl Mypgyt = maa:{nwu,ngu}. By induction, both ny: and ng are com-
putable from the syntax of ¢ = ¢ A &.

e \V: analogous, omitted

o= N(ye) = Mgt By induction, ng is computable from the syntax of

p=1%—=¢

o Mva)t = Mg (O(ei) ) = MHO(wir)—»pr) = Myt Again, this is
computable from the syntax of ¢ = Vx;¢ by induction.

O]

3.18 PROPOSITION (Compactness for rex conclusions, InqBQ). Entail-
ment compactness holds for all IngBQ entailments where the conclusion is a
rex formula.

3.19 PROPOSITION (Compactness for rex conclusions, InqBT). Entail-
ment compactness holds for all IngBT entailments where the conclusion is a
rex formula.

Proof. To prove this proposition, we transfer the IngBQ result to IngBT by
integrating the proof of Proposition 3.1 with the closure of Lge, under the
translation b. Indeed, since ¥ € Lge, and, therefore, wb € LRexr by
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Proposition 3.15, we have

® FingeT ¢ <= A, " Fingsq ¢’
— f.s. finite subsets Ag C A and CI% C P, A, CI)% FIngBQ ¢b
— f.s. finite subset @% C P, A, @% FIngBQ W
<> f.s. finite subset &y C O, A,@% FlnqBQ ¢b
<= f.s. finite subset ®g C &, Py FinqeT ¥

3.2.2.2 Recursive enumerability of validities

Another fundamental metatheoretical property of the Rex fragment of In-
gBQ that we can easily prove for IngBT is the recursive enumerability of
validities:

3.20 PROPOSITION (Recursive enumerability of Rex validities, IngBQ -
[CG22|, Theorem 5.4). The set Val(lit?ez = {p € LRes | ¢ is valid in IngBQ}
is recursively enumerable.

3.21 PROPOSITION (Recursive enumerability of Rex validities, InqBT).
The set Valk, = {¢© € Lres | ¢ is valid in IngBT} is recursively enumer-
able.

Proof. We can transfer the result about Valgex to Valk by use of the

translations. The proof is an adaptation of a part of the proof we gave for

Proposition 3.7, with the added information of Lg, being closed under the

translations (Prop 3.15).

In the proof of Proposition 3.7, we showed that for all p € L, ¢ is a validity

of IngBT if and only if A Azbb — ¢ is a validity of InqBQ. Recall also that
¥

A Azbb — ¢” is computable from the syntax of (.

%)

Now, to allow the use of the first claim we need to prove that this resulting
formula is still a rex formula. Recall that an implication is a rex formula if
and only if its consequent is a rex formula. Therefore,

/\ Agp — gob is a rex formula <~ (,Ob is a rex formula
b
7]

<= ¢ is a rex formula

This implies that

p€Valhy, = NAgp —¢'c Val%,,
%)

and the latter is a semi-decidable matter, thanks to the result about Valg o
O
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3.2.3 The Classical antecedent (Clant) fragment

The second syntactical fragment of the language £ that we take into con-
sideration is the Classical antecedent fragment. As the name suggests, in
Clant only classical formulas are allowed to be used as antecedents for impli-
cations. As for Rex, a complete and sound proof system has been established
for Clant. Here, we show how the good behaviour of the translations with
respect to its formulas allows for the transfer of various important results
that are known in IngBQ for the fragment.

Let us begin the discussion of this topic from a formal definition of the
fragment.

3.22 DEFINITION. Let X be a signature. The set of clant formulas L4, (2)
is given by the following syntax:

pu=plLloApla—o|eVe|Vze | dp

where p is an atomic formula in the signature 3 and « is a classical formula
in the signature.

To show that formulas are Clant if and only if their translations are, we
will need the following lemma:

3.23 LEMMA. Let ¢ € L, then
p is a classical formula <~ gpﬁ s a classical formula

 is a classical formula <~ gpb s a classical formula

Proof. The proof of both claims is a straightforward proof by induction. It
suffices to observe that the translations f and b neither add nor remove any
inquisitive symbols. O

We can now prove the conservativeness of the translations over Clant:
3.24 PROPOSITION. Let ¥ be a signature and let ¢ € X.. Then
¢ € Lo (D) <= @' € Lot (D)
¢ € Loant(D) = ¢ € Loram(E")

Proof. Let’s start by proving the first claim by induction over the structure
of .

eatoms: the atomic cases are obviously verified.

oA, WV: omitted
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o—: =& € Loant(X) <= 1 is classical and £ € Lojgnt(X)
— " is classical and & € L’Clant(Eﬁ) (induction + Lemma 3.23)
= U & € Lotan ()
= (¥ = &) € Loam ()

oV: Vzith € Logm(E) <= ¥ € Lojan(D)
<~ 1/1” € EClant(Eﬁ) (induction)
= O(zis1) = UV € Lotam (D) (classical antecedent)
= Vi1 (0(xiz1) = ¥*) € Lotant(EF)
= (Vzip)* € Lotam(Z)

ed: Analogous, omitted

The proof of the second claim is almost identical, except for the cases in-
volving the quantifiers.

eatoms: the atomic cases are obviously verified.
oA, WV, —: omitted
.y: Vl’ﬂf) € 'CClant(Z) — ¢ € ['C’lant(z)
— @Db € EClant(Eb) (induction)
= Pxi/ai) € Loan ()
<~ szwb[xz/az] c ﬁcgant(zb)
= (V2;0)" € Lot (D)

od: analogous, omitted

3.2.3.1 Entailment-preserving translation to first order logic

In IngBQ, a key result for the Clant fragment is the existence of an entailment-
preserving translation to two-sorted first order logic. This makes it possible
to prove many fundamental metatheoretical properties of Clant. Our trans-
lations between IngBQ and IngBT allow us to transfer this result to InqBT
without defining a new translation from scratch.

3.25 DEFINITION. Let X be a signature for InqBQ. We define the signature
>* over two sorts w and e as follows:

e For every n-ary relation symbol R € ¥, ¥* contains an (n+1)-ary rela-
tion symbol R*, having the first argument of sort w and the remaining
arguments of sort e.
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e For every non-rigid n-ary function symbol f € X, ¥* contains an
(n + 1)-ary function symbol f*, having the first argument of sort w,
the remaining arguments of sort e and the output of sort e.

e For every rigid n-ary function symbol f € ¥, ¥* contains an n-ary
function symbol f*, having all of its arguments and its output of sort
e.

Then, we define £52L (¥*) as the language of two-sorted first order logic
over the signature *.

3.26 PROPOSITION ([Cia22b], Proposition 5.7.8). Let ¥ be a signature
for IngBQ. There is a computable translation tr® : Loygn(X) — Lf;gL(E*)
such that, for any

QU {w} - ['Clcmt(z);
P ':/anQ P = t’I“Q(q)) Fror t?"Q(i/))

3.27 PROPOSITION. Let ¥ be a signature for IngBT. Then, there is a
computable translation tr’ : Loyant(X) — E{EgL((Zb)*) such that for any

o U {77/)} C EClant(E);
P ':/,,qBTl/J e tTQ(A),tTT((I)) }:FOL tTT<T/J>

where A is the set of formulas defined in Chapter 2.2 and tr@ is the trans-
lation defined in the previous proposition.

Proof. To prove the proposition we employ two previous results. These
enable us to transfer the translation provided for IngBQ to a translation for
IngBT, without needing to construct a proof from scratch.

Let @ U {¢} C Lojant(X), then

D FingeT ¥ <= A, @ Fingeq ¢’ (by Thm 2.21)
— tr9A), tr%(®") Fror tr®°)  (by Prop. 3.26)

Note that the last equivalence relies on the fact that the translation b maps
clant formulas into clant formulas (Prop. 3.24) and on the fact that all
formulas of A are clant.

We also remark that the results of the application of ¢tr’ are indeed in the
correct signature: the translation of formulas via b is expressed in ¥’: these
formulas are then mapped by tr% to formulas in the signature (X°)*.

As for the computability of the translation tr”, it follows immediately from
the computability of b and ¢r<. O
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3.2.3.2 Compactness

Once again, the first property that we transfer to IngBT is entailment com-
pactness, a known result for Clant formulas in InqBQ.

3.28 PROPOSITION (Compactness for clant entailments, IngBQ - [Cia22b],
Theorem 5.7.9).
Let U {Y} C Lojant- Then,

If ® FihgBq 1, there exists a finite subset @9 C @ s.t. g Fipgpq ¥

3.29 PROPOSITION (Compactness for clant entailments, InqBT).
Let U {Y} C Lotant- Then,

If ® FjpgeT ¥, there exists a finite subset &g C ® s.t. Pg FipgpT

Proof. We transfer the IngBQ result to IngBT by integrating the proof of
Proposition 3.1 with the closure of Clant under the translation b. In partic-
ular, in our hypotheses, this implies that both P and ”L/Jb are clant formulas.
Also, note that A formulas are all clant formulas since they do not contain
any implications with an inquisitive antecedent. These facts guarantee the
validity of the second step.

D EingsT ¥ = A, O Flpgeq ¥’
— f.s. finite subsets Ag C A and CIJ% - <I>b, Ay, QD% FlngBQ W
— f.s. finite subset <I>(b) C <I>b, A, q)(b) FIngBQ 7/Jb

<= f.s. finite subset &5 C @, A,CDI(’) FlngBQ ¢b
<= f.s. finite subset &g C @, Py FinqeT ¥

3.2.3.3 Recursive enumerability of entailments

The last know property of Clant in IngBQ that we prove for the system in
IngBT is the recursive enumerability of validities:

3.30 PROPOSITION (Recursive enumerability of Clant entailments, InqBQ
- [Cia22b], Theorem 5.7.10). The set

{<§01a ey @nﬂb) ‘ n €N, ¢1,..., <Pnﬂ/1 € Lciant, Ply s Pn ':IanQ w}
is recursively enumerable.

3.31 PROPOSITION (Recursive enumerability of Clant entailments, In-
qBT). The set

{<S017 a(pnyd)> ‘ n e Na ©1, "'a@ﬂ,w S LClanta P15y Pn ':IanT Tr[)}

is recursively enumerable.
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Proof. Similarly to what we did in previous proofs, we transfer the In-
gqBQ result to IngBT by use of the translation. We do this by comput-
ing, given @1, ..., on, ¥ € Loiant, a corresponding finite set of formulas
' U {¢'} C Lejane such that 1, ..., ¢, entail ¢ in IngBT if and only if
@’ entails ¢ in InqBQ. If we can compute such a set, the claim follows
immediately thanks to the recursive enumerability of clant entailments for
IngBQ.

Let’s see how we can compute both ® and 1/’. We will use the abbreviation

P = {(p1, ceny gon}.
To begin with, we can apply Lemma 3.6 to get the following:

® FingeT ¥ <= Ay P’ Fingeq ¥
b

From the proof of Proposition 3.7, we know that Azbb is computable from
¥

the syntax of 1. From the definition of the translation b, it is obvious that

®" and 1 are computable from ® and ¢ respectively.

Now, let’s prove that ® := Azbb U ®° and 1/ := " satisfy the other two
P

required properties.

First, all formulas involved are clant formulas. Since Azbb is a subset of

Ay, whose formulas don’t contain any implication symbouis, both sets are
composed of clant formulas. As for ® and ¢°, we can apply Proposition
3.24 to ® and 1, which we assumed to be clant formulas.

On the other hand, Azzb U ®” is clearly a finite set.

Having proved all the properties that were required of our proposed ® and
1)’, we can conclude the proof of the initial claim. O
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Conclusions

We began our investigation with the question of whether it was possible
to define a two-way entailment-preserving translation between IngBQ and
IngBT. In Chapter 2, we gave a positive resolution to this problem, while
also showing that such translations can be defined in a natural way, building
on the fundamental ideas that connect the two systems. This is especially
evident in the first, special case that we focused our attention on, but it is
also the starting point for the setup in the general case. Indeed, the key
idea of both translations is the emulation in one system of the expressivity
allowed by the semantics of the other system. In InqBT, one can recover the
role of possible worlds by use of a selected variable. In InqBQ, assignments
can be emulated with possible worlds by introducing constants that act as
variables. All other formal modifications and constructions that need to be
introduced are simply a necessary byproduct of implementing these basic
ideas, which emerge in a natural way from observing the relation between
the two systems. Therefore, besides confirming our initial hypothesis, the
specifics of the translations are also evidence of how reasonable and well-
motivated our initial question was.

Then, in Chapter 3, we explored various consequences of the existence
of the translations and of their particular properties. We first drew a con-
nection between major open problems of IngBQ and IngBT, showing that
entailment compactness and semi-decidability of validity hold in one system
if and only if they hold in the other. Thanks to the properties of our trans-
lations, we were able to prove these facts with relative ease, as evidenced by
the brevity and simplicity of the proofs provided.

Then, we shifted our focus towards another natural application of the
translations: transferring known results from the fragments of IngBQ to
the corresponding fragments of IngBT. For the finitely coherent fragment,
we first determined to what extent the coherence degree of a formula is
preserved when translating it and then we proved that, as it does in In-
gBQ, entailment compactness holds in IngBT for entailments with finitely
coherent conclusions. We then redirected our attention to two syntactical
fragments of the language, Rex and Clant. We started out by showing that
Rex is closed under the translations, thanks to how they operate on formu-
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las. Using this fact, we were able to straightforwardly adapt proofs from
the section on open problems to transfer both entailment compactness and
semi-decidability of validity from the IngBQ Rex fragment to the IngBT one.
Our work on the Clant fragment followed a similar structure, starting from
its closure under the translations and then utilizing this result to prove both
entailment compactness and the semi-decidability of validity for the IngBT
fragment. For the Clant fragment of IngBT we were able to transfer an
additional property: the existence of an entailment-preserving translation
from the fragment to a two-sorted first order language.

The results in Chapter 3 are relevant in multiple ways. First, the equiv-
alence of certain open problems, combined with the existence of the trans-
lations, better defines the position of IngBT relative to InqBQ. Such a close
relation, however intuitive, is still of great interest, as InqBT’s expressive
capabilities fall outside of the scope of inquisitive logic and are of relevance
to other connected project, such as dependence logic. Moreover, the results
on finitely coherent, Rex and Clant formulas obviously provide important
advancements in the study of the fragments of InqBT, by demonstrating that
they satisfy fundamental metatheoretical properties. These are encourag-
ing partial results towards potentially identifying an axiomatization of these
fragments in IngBT. They also further reinforce the plausibility, suggested
by known results for the IngBQ fragments, of finding said axiomatization.
Lastly, the details of the proofs that we exhibited for these connections of
problems and transfers of properties represent concrete evidence of the ef-
fectiveness and usefulness of the translations.

Future work

Aside from their significance for the understanding of IngBT and of its frag-
ments, the results of this work also represent a useful foundation for future
approaches to the shared metatheoretical open questions of the two sys-
tems. Since the state-based and team-based semantical frameworks present
important differences, each system can be intrinsically more suited to certain
methods and approaches. Now, the resolution of one of this open problems
for a system, with either a positive or a negative answer, immediately trans-
lates to its resolution in the other system. Therefore, one can tackle these
questions in either environment, without reducing the significance of poten-
tial results. From this perspective, an interesting route for expanding the
results of this thesis would be the connection, across the two systems, of par-
tial results towards proving or disproving entailment compactness and the
semi-decidability of validity. These would provide further stepping stones
towards the resolution of these important open questions.
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Without taking away from the merits of the results that we obtained,
it is still necessary to note that the work is far from over. There are nat-
ural and promising directions in which the translations and the methods
applied in this thesis can be further exploited. First, the most prominent
potential development of these results would be the identification of a sound
and complete proof system for the Rex and Clant fragments of IngBT. As
we mentioned, these have already been obtained for the corresponding frag-
ments of IngBQ in [CG22] and [Gri21] respectively. The objective seems
achievable thanks to various factors: first, the structural similarities be-
tween the two systems; second, the validity of entailment compactness and
semi-decidability of validity for the two fragments in IngBT; and finally, the
relative ease of transferring results with the translations, evidenced by both
their properties and by the ways in which we utilized them in this work.
The transfer of some secondary properties of the finitely coherent fragment
of IngBQ that we excluded from our analysis also seems promising, but is
yet to be addressed.

The connection of open questions about the two systems also allows for
expansion. For instance, we have not determined either an equivalence, or a
way to easily transfer, between an axiomatization of InqBQ and one of IngBT
(or vice versa). Additionally, the two-way transferability of an open ques-
tion about the expressive power of the Rex fragment remains to be explored.

There is also great potential in applying the methods utilized here to
obtain comparable results for other systems. Indeed, the fundamental ideas
that the translations rely upon are not dependent on the specific systems
in question. Essentially, we have identified a natural and general way to
emulate the behaviour of possible worlds with teams and vice versa. The
same approach should apply straightforwardly to other team semantics log-
ical systems generated similarly to IngqBT, which could be developed from
already established inquisitive logics. This line of study remains unexplored,
but it is reasonable to assume that research in this direction would prove
productive.
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