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A B S T R A C T

Non-locality is one of the most characteristic trait of Quantum Mechanics, and it is
linked to the conceptually counter-intuitive ability of some objects (when adequately
prepared) to instantaneously know about each other’s state, no matter how much
space-separated they are. At the development stage of Quantum Mechanics, non-
locality had been an argument of intense debate among scientists [1] [2] due to its
consequences that seemed to contradict physicist common sense. The scientific debate
on the argument faced a turning point with the publication of the landmark paper
by J. S. Bell in 1964 [3] which ended the discussion whether or not non-locality was
a true aspect of physical reality, raising it to one of the fundamental aspect of our
comprehension of the physical world.

The scientific interest for non-locality has recently substantially increased due
to its striking applications in Quantum Information Theory [4] [5] [6]. The major
innovative traits of Quantum Information Theory, compared to Classical Information
Theory, arise in fact from the deployment of non-locality as a resource for information
manipulation and transmission.

The aim of this thesis is to shed a new light on the argument from an experimental
point of view, proving whether is possible or not to share non-local correlations
among three observers sharing an entangled two photon pair. This work is one
of the first to address this issue, and aims to prove experimentally what has been
hypothesized theoretically by Silva, et al. in their 2015 article [7].
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1
I N T R O D U C T I O N

At the end of the 19
th century physics, intended as the scientific method applied

to natural sciences, had achieved remarkable results in the comprehension and
explanation of the reality (classical mechanics, classical electromagnetism, classical
thermodynamics). At that time the common feeling in the scientific community
was a general satisfaction and the belief that almost every aspect of the physical
world had already been discovered, and that the explanation of the phenomena still
to understand would have been given by a finest and more accurate study of the
physical laws already discovered.

The scientific community thought that the still open issues of the theory developed
back then were just limited "problems", whose solution wouldn’t have affected much
of the physical theoretic framework already developed. Two open issues seeking
for an explanation were the black-body radiation and the photoelectric effect. The
first one was pointed out by Rayleigh–Jeans, whom realised that classical statistical
mechanics and classical electromagnetism predicted that a black body in thermal
equilibrium would have emitted a radiation with infinite amount of energy, a clearly
non-physical result. The second one was an experimental fact first noticed by H.
Hertz in 1887 whom wasn’t able to explain the frequency-threshold-effect observed in
the emission of charged particles by a metal illuminated by an electromagnetic wave
with the classical electromagnetic theory.

The two problems were solved independently at the beginning of the 20
th century

respectively by M. Plank (who was able to correctly predict the black-body radiation
spectra introducing a quantization in the interaction between the black-body and
the EM field) and by A. Eninstein (who was able to explain the photoelectric effect
introducing a quantization of the EM field and assuming the atomic nature of matter).

These two discoveries opened a completely new research field for physicist, and
revealed to the scientific community that the theoretical tools developed until that
moment to understand reality were completely inadequate to explain a vast class of
phenomena that involved small-scale systems. Since these two pioneering discoveries,
some of the greatest physicist of that time (N. Bohr, L. de Broglie, A. H. Compton, P.
A. M. Dirac, E. Schrödinger, M. Born, W. Pauli, W. Heisenberg to name a few) worked
on the development of new tools to explain physical reality, placing the building
blocks of a new physical theory, Quantum Mechanics, that would change forever
our conception of the world and our idea of how the mechanisms that rule nature
work. The initial development of the theory concluded in 1930 with the publication
of “The principles of Quantum Mechanics” by P. A. M. Dirac [8], a book where all the
new discoveries about Quantum Mechanics were fixed and formalized. Quantum
Mechanics, with all its successive developments, had an enormous impact in physics,
and lays at the basis of all the most modern and sophisticated physical theories
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introduction

(Quantum Field Theory (QFT), Quantum Electrodynamic (QED) and the Standard
Model).

One of the most recent developments of Quantum Mechanics has been its ap-
plication to Information Theory. Information theory is the subject that studies the
quantification, storage, and communication of information; its foundation dates back
to 1948, with the publication of the landmark paper by C. E. Shannon “A Mathematical
Theory of Communication” [9]. Its application to the development of new technologies
is deeply affecting our everyday life, and it is the biggest responsible for all those
innovations that are shifting us towards a new model of “communication society”.

Quantum Information is the study of the information processing tasks that can be
accomplished using quantum mechanical systems. The use of quantum systems as
information carriers introduces a completely new paradigm for information theory,
leading to the development of new protocols for both computing and cryptography.
It is worth noting that, since its initial development in the 80s, quantum information
has given a great quantity of remarkable theoretical results, whose experimental
implementation is still at its infancy, due to the difficulties in the implementation an
control of quantum systems. Nevertheless, in the recent years, a big technological im-
provement has pushed for unprecedented experimental results [10] [11] [12] [13] [14]
[15] [16] that make it reasonable to believe that a future where quantum technology
will have an impact on every day life is not that far away.

The aim of this thesis fits perfectly with the scenario just described, since we wish
to investigate experimentally a fundamental characteristic of quantum systems, some-
thing that is sometimes considered the “the characteristic trait” [17] that distinguishes
quantum mechanics from the classical theory: non-locality. In the following sections
we will better define what non-locality is, for the moment we just point out that our
work is one of first experimental implementations of a device capable of detecting
non-local correlations between three observers sharing a two-photon entangled state.

The purpose of this work is double: in first place we want to shed some new light
on non-local correlations, demonstrating a property until now just theoretically pre-
dicted. This is in fact one of the first works to obtain experimentally this result. Only
at the final stage of this project a study with similar results has been published [18].
THe second intent of this thesis is to build a stable apparatus capable of measuring
multiple consecutive non-local correlations; this result may have important applica-
tions for Quantum Random Number Generation or for Quantum Key Distribution.

In the following we will describe briefly the structure of this thesis.
In the first chapter we will focus on the concept of non-locality. Firstly we will

introduce the qubit, the basic unit of quantum information. This will give us the
opportunity to introduce some aspects of quantum mechanics of interest for the rest
of the thesis. We will then explain the concepts of non-locality, entanglement and
weak measurements.

In the second chapter we will focus on the theoretical framework of our work. We
will discuss Bell inequalities and CHSH correlations, the most common tools used to
prove the presence of non-local correlations between a multiple system. We will then
present and characterize a scenario where non-local correlations are shared among a
number of observers larger then two. We will finally discuss the possible applications
of such multiple non-local correlations.

2
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In the third chapter we will describe how a photonic entangled state can be
experimentally produced, studying the physics of the process. We will then describe
the setup actually employed in our experiment.

In the fourth chapter we will describe theoretically and practically our experiment.
In the fifth chapter we will show the obtained results, reporting both the characteri-

zation of theapparatus and the results of our experiment.
In the sixth chapter the conclusion of our work will be given.
Finally, in the appendixes, we will briefly review the fundamental tools needed to

understand this work, discussing about: Quantum Mechanics, Classical Optics and
Quantum Information.
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2
N O N - L O C A L I T Y A N D W E A K M E A S U R E M E N T

In this chapter we will discuss some of the most fundamental aspects Quantum
Mechanics we will be dealing with in our work. We will start introducing the qubit,
the basic unit of quantum information. A deep comprehension of its properties is
fundamental because we will often use a qubit to make examples in our our brief
quantum mechanics explanation and because it is the physical state experimentally
involved in our work. We will then introduce qubits composite systems and we will
present the concepts of entangled states, non-locality and Weak Measurements.

In the following sections we will intensively make use of the concepts and tools
presented in appendix A on page 75.

2.1 qubit

The basic unit of classical information theory is the bit, an object that can assume
two values, 0 or 1. Similarly, quantum information theory has adopted its quantum
counterpart, called qubit (quantum bit) that is a two-level system described within the
framework of quantum mechanics. Because of Quantum Mechanics Postulate 1, such
a system corresponds to a two-dimensional Hilbert space H ≈ C2, with basis vectors
|0〉 and |1〉. The great difference between bits and qubits is that a qubit can be in a
state other than |0〉 or |1〉; indeed, any linear combination of these two states (called
superposition) is allowed. The general qubit state |ψ〉 therefore is written as:

|ψ〉 = α |0〉+β |1〉 (2.1)

where α and β are complex numbers such that |α|2 + |β|2 = 1. Postulate 1 states also
that quantum states are defined up to a global phase factor (the vectors |ψ〉 and eiγ |ψ〉
describe the same physical state). Therefore, it is possible to take as representative
of the physical state the vector with α ∈ R. This, together with the requirement of
normalization, allows us to write the state of a single qubit as

|ψ〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉

with θ and φ real numbers. These numbers define a point on the surface of the unit
three-dimensional sphere, the Bloch sphere, shown in figure 2.1. In this representation,
the qubit |ψ〉 is associated with the point (sin θ cosφ, sin θ sinφ, cos θ). The Z axis
corresponds to the computational basis {|0〉 , |1〉}, while the two other axes are associated
to the diagonal basis X ≡

{
|+〉 = |0〉+|1〉√

2
, |−〉 = |0〉−|1〉√

2

}
and the circular basis Y ≡{

|r〉 = |0〉+i|1〉√
2

, |l〉 = |0〉−i|1〉√
2

}
[4].

5
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Y

X

Z

Figure 2.1.: Bloch sphere representation of a single qubit.

Another useful qubit representation is the matrix one, that associates the vectors of
the computational basis with

|0〉 =
(
1

0

)
|1〉 =

(
0

1

)

In equation 2.1 the qubit is in a pure state. A more general representation of the
qubit can be given using the density matrix formalism; with this formalism a qubit
(both in a pure or in a mixed state) can be written as:

ρ̂ =
12 + r ·σ

2

where r is a real three-dimensional vector such that ||r|| 6 1 and σ is the “vector” of
the three Pauli matrices

σ̂1 = σ̂x =

(
0 1

1 0

)
σ̂2 = σ̂y =

(
0 −i

i 0

)
σ̂3 = σ̂z =

(
1 0

0 −1

)

as components. The vector r corresponds a point in the Bloch sphere. It can be shown
that a pure state is characterized by a vector r on the surface of the sphere (||r|| = 1),
while a true mixed state is represented by a point inside the sphere.

It is possible to use any two-level quantum system in order to create a physical
qubit. For example, the spin of an electron or two electronic levels of an atom are
suitable for qubit realization. For our purpose, the most important physical system to
realize a quantum bit is the photon, the the electromagnetic field quantum.

6



2.2 entangled states and epr paradox

2.1.1 Multiple qubit systems

The difference between classical and quantum information is more marked when
dealing with compound systems. Classically, the composition of n systems is de-
scribed by an n-bit string of 0s and 1s (e.g. the composition of 8 bits is described by
an 8-bit string called byte). In the quantum case, on the other hand, things are slightly
more complicated. Quantum mechanics Postulate 2 says that the compound state of
two systems lies in the tensor product of the two Hilbert spaces describing the single
systems. Therefore, if the i-th qubit lies in Hi ≈ C2 space, the state describing the
composition of n qubits is described by a vector in:

H = H1 ⊗ · · · ⊗Hn ≈ C2 ⊗ · · · ⊗C2︸ ︷︷ ︸
n times

≈ C2
n

.

Like single-qubit systems, multiple-qubit systems can be represented using 2n-
component complex vectors.

2.2 entangled states and epr paradox

Postulate 2 enables us to introduce one of the most interesting and puzzling ideas
associated with composite quantum systems and quantum mechanics in general:
entanglement. If we consider the two qubit state

|ψ〉 = |00〉+ |11〉√
2

we can easily notice that there are no single qubit states |a〉 and |b〉 such that
|ψ〉 = |a〉 |b〉. This example leads us to the definition of the simple and hard-to-
understand concept of entanglement: a state of a composite system that can’t be
written as the product of states of its component systems is defined as an entangled
state.

The properties of an entangled system are among the most challenging conse-
quences of quantum mechanics. It was studying them that, for example, Einstein,
Podolski and Rosen (ofter reffered as EPR) in their famous article published in 1935

“Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?” [1]
arose what they considered a leak in quantum mechanics theory. In their paper the
authors criticised the Copenhagen interpretation of quantum mechanics, accusing
quantum mechanics to be an incorrect (and at least incomplete) tool to describe
physical reality. Their argument, as reformulated by Bhom [19] some years later,
can be summarized as follows: let’s consider a spin-zero particle decaying into two
spin-half particles such that there is no interaction between them after decay. The
quantum state of the two particles before to measurement can be written as:

|ψAB〉 =
|↑〉A |↓〉B − |↓〉A |↑〉B√

2

Here, subscripts A and B distinguish the two particles, which can be thought to be in
the possession of two experimentalists called Alice and Bob1. The rules of quantum

1 The reformulation of quantum physics problems in terms of measurements on the system by some
observers is a convention generally adopted in Quantum Information.

7
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theory predict the outcomes of the measurements performed by the experimentalists.
Alice, for example, will measure her particle to be spin-up in half of her measurements,
Alice’s measurement causes the state of the two particles to collapse, so that if Alice
measures spin-up in some direction n, the quantum state after the measurement is
the corresponding eigenstate:

|ψAB〉 = |↑nnn〉A |↓nnn〉B

If Bob also measures spin in direction n, he must get a spin-down result. Hence,
spin measurements in the same direction are always anti-correlated, even if the
particles are spatially separated, meaning that no signal can be exchanged among
them. EPR saw this as evidence of the incompleteness of quantum theory: if there is
no interaction between particles, then the only explanation for this anti-correlation
between measurement outcomes is that each particle carries a pre-existing determinate
value (appropriately anti-correlated with the value carried by the other particle) for
that measurement. Such a property is unaccounted for by the quantum mechanical
state description, and their paper concludes:

While we have thus shown that the wave function does not provide a complete
description of the physical reality, we left open the question of whether or not such
a description exists. We believe, however, that such a theory is possible.

The goal of EPR was to show that quantum mechanics is incomplete, by demonstrating
that quantum mechanics lacked some essential ’element of reality’, according to their
criterion. They hoped to return to a more classical view of the world, in which
systems have properties which exist independently of the measurements performed
on them.

Since the EPR paper the scientific community got really interested in the argument,
and divided in two groups: one (those who agreed with EPR thesis) which tried to
solve the paradox working on a new kind of theories (hidden variables theories) that
could reconcile quantum mechanics results with a more classical vision of reality,
the other one which worked on finding an acceptable interpretation of quantum
mechanics that could justify its results to our "classical" eyes.

A fundamental advancement in this topic was given by the article “On the Einstein-
Podolsky-Rosen Paradox” by J. S. Bell published in 1964 [3] which demonstrated that
predictions of quantum theory are incompatible with those of any physical theory
satisfying a natural notion of locality. Bell’s argument will be exposed in the following
sections.

2.3 non-locality, bell inequalities and chsh inequality

In his 1964 article, Bell proved that there is no Local Hidden Variable theory that
can reproduce Quantum Mechanics results. Bell’s theorem has deeply influenced
our perception and understanding of physics, and arguably ranks among the most
profound scientific discoveries ever made. In the following we will present the Bell
theorem considering some properties of a thought experiment; we will take advantage
of its explanation to introduce the concept of non-locality. The explanation closely
follows the one given by Brunner, Cavalcanti, Pironio et al. in the review "Bell
nonlocality" [20].

8



2.3 non-locality, bell inequalities and chsh inequality

Figure 2.2.: Sketch of a Bell experiment. A source (S) distributes two physical systems to distant observers, Alice
and Bob. Upon receiving their systems, each observer performs a measurement on it. The measurement
chosen by Alice is labeled x and its outcome a. Similarly, Bob chooses measurement y and gets out-
come b. The experiment is characterized by the joint probability distribution P(ab|xy) of obtaining
outcomes a and b when Alice and Bob choose measurements x and y. [20]

In a typical Bell experiment, two systems which may have previously interacted
are spatially separated and are measured by two distant observers, Alice and Bob
(see figure 2.2). Alice may choose to perform one of several possible measurements
on her system. Let x denote her measurement choice. For instance, x may refer to
the position of a knob on her measurement apparatus. Similarly, let y denote Bob’s
measurement choice. Once the measurements are performed, they give outcomes a
and b on the two systems. The actual values assigned to the measurement choices
x, y and outcomes a, b are purely conventional; they are mere macroscopic labels
distinguishing the different possibilities.

For each run of the experiment, the outcomes a and b may vary, even when
the same choices of measurements x and y are made. These outcomes are thus
in general governed by a probability distribution P(ab|xy), which can of course
depend on the particular experiment being performed. By repeating the experiment
a sufficient number of times and collecting the observed data, one gets a fair estimate
of such probabilities. When such an experiment is actually performed (for example
by generating pairs of spin-1/2 particles and measuring the spin of each particle in
different directions) it will in general be found that

P(ab|xy) 6= P(a|x)P(b|y)

implying that the outcomes on both sides are not statistically independent from each
other. Even though the two systems may be separated by a large distance, and may
even be spacelike separated, the existence of such correlations is nothing mysterious.
In particular, it does not necessarily imply some kind of direct influence of one system
on the other, for these correlations may simply reveal some dependence relation
between the two systems which was established when they interacted in the past.
This is at least what one would expect in a local theory. Being more precise, the
assumption of locality implies that we should be able to identify a set of past factors,
described by some variables λ, having a joint causal influence on both outcomes, and
which fully account for the dependence between a and b. Once all such factors have
been taken into account, the residual indeterminacies about the outcomes must now
be decoupled; that is, the probabilities for a and b should factorize:

P(ab|xy, λ) = P(a|x, λ)P(b|y, λ)

9



non-locality and weak measurement

This factorability condition simply expresses the fact that we have found an explana-
tion according to which the probability for a depends only on the past variables λ
and on the local measurement x, but not on the distant measurement and outcome,
and analogously for the probability to obtain b. The variable λ will not necessarily
be constant for all runs of the experiment, even if the procedure which prepares the
particles to be measured is held fixed, because λ may involve physical quantities
that are not fully controllable. The different values of λ across the runs should
thus be characterized by a probability distribution q(λ). Combined with the above
factorability condition, we can thus write:

P(ab|xy) =

∫
Λ

q(λ)P(a|x, λ)P(b|y, λ)dλ (2.2)

where we also implicitly assumed that the measurements x and y can be freely chosen
in a way that is independent of λ, i.e., that q(λ|x,y) = q(λ). This decomposition now
represents a precise condition for locality in the context of Bell experiments. Note
that no assumptions of determinism or of a “classical behavior” are being involved in
equation 2.2: we assumed that a (and similarly b) is only probabilistically determined
by the measurement x and the variable λ, with no restrictions on the physical laws
governing this causal relation. Locality is the crucial assumption behind equation 2.2.
In relativistic terms, it is the requirement that events in one region of space-time
should not influence events in spacelike separated regions.

It is now straightforward to prove that the predictions of quantum theory for certain
experiments involving entangled particles do not admit a decomposition of the form
2.2. To establish this result, we consider for simplicity an experiment where there
are only two measurement choices per observer x,y ∈ {0, 1} and where the possible
outcomes take also two values labeled a,b ∈ {−1,+1}. Let 〈axby〉 =

∑
a,b abP(ab|xy)

be the expectation value of the product ab for a given measurement choice (x;y) and
consider the expression S = 〈a0b0〉+ 〈a0b1〉+ 〈a1b0〉− 〈a1b1〉, which is a function
of the probabilities P(ab|xy). If these probabilities satisfy the locality decomposition
(2.2), we necessarily have that

S = 〈a0b0〉+ 〈a0b1〉+ 〈a1b0〉− 〈a1b1〉 6 2 (2.3)

which is known as the Clauser-Horne-Shimony-Holt (CHSH) inequality [21].
To derive this inequality, we can use equation 2.2 in the definition of 〈axby〉, which

allows us to express this expectation value as an average 〈axby〉 =
∫
Λ q(λ)〈ax〉λ〈by〉λdλ

of a product of local expectations 〈ax〉λ =
∑
a aP(a|x, λ) and 〈by〉λ =

∑
b bP(b|y, λ)

taking values in [−1,+1]. Inserting these expressions into equation 2.3, we can write:

S =

∫
Λ

q(λ)Sλdλ

with
Sλ = 〈a0〉λ〈b0〉λ + 〈a0〉λ〈b1〉λ + 〈a1〉λ〈b0〉λ − 〈a1〉λ〈b1〉λ

Since 〈a0〉λ, 〈a1〉λ ∈ [−1,+1], this last expression is smaller than

Sλ 6 |〈b0〉λ + 〈b1〉λ|+ |〈b0〉λ − 〈b1〉λ|

Without any loss of generality we can assume that 〈b0〉λ > 〈b1〉λ > 0 which yelds
Sλ = 2〈b0〉λ 6 2, and thus S =

∫
Λ q(λ)Sλdλ 6 2.

10



2.3 non-locality, bell inequalities and chsh inequality

If we consider now the quantum predictions for an experiment in which the two
systems measured by Alice and Bob are two qubits in the singlet state |Ψ−〉 = |01〉−|10〉√

2
,

where |0〉 and |1〉 are the eigenstates of σz for the eigenvalues +1 and −1, respectively.
Let the measurement choices x and y be associated with vectors xxx and yyy corresponding
to the measurement of xxx ·σσσ on the first qubit and of yyy ·σσσ on the second qubit.

According to quantum theory, we then have the expectations 〈axby〉 = −xxx ·yyy. If
we choose the two measurement settings x ∈ {0, 1} correspond to measurements in
the orthogonal directions eee1 and eee2 respectively, and the two measurement settings
y ∈ {0, 1} correspond to measurements in the diagonal directions −eee1+eee2√

2
and eee1−eee2√

2
,

we get that:

〈a0b0〉 = 〈a0b1〉 = 〈a1b0〉 =
1√
2

〈a1b1〉 = −
1√
2

obtaining finally that:

S = 2
√
2 > 2

in contradiction with equation 2.3 and thus with the locality constraint (2.2). This
is the content of Bell’s theorem, establishing the non-local character of quantum
theory and of any model reproducing its predictions. The CHSH inequality (2.3)
is an example of a Bell inequality, a linear inequality for the probabilities P(ab|xy)
that is necessarily verified by any model satisfying the locality condition (2.2), but
which can be violated by suitable measurements on a pair of quantum particles in an
entangled state. The violation of these inequalities and the predictions of quantum
theory were first confirmed experimentally by Freedman and Clauser [22], then more
convincingly by Aspect, Grangier, and Roger [23], and in many other experiments
since then.

2.3.1 Mathematical characterization of non-local correlations

In the previous section we introduced the concept of non-locality, describing it
as a characteristic property of entangled quantum system that emerges from the
outcomes correlations. In this section we want to formalize the concept, showing how
is possible to characterize the argument mathematically. We suggest to refer to [20]
for an exhaustive treatment of the argument.

We start considering a situation similar to the one presented in the previous section.
We consider two distant observers, Alice and Bob, performing measurements on a
shared physical system, for instance, a pair of entangled particles. Each observer has
a choice of m different measurements to perform on his system. Each measurement
can yield ∆ possible outcomes. Abstractly we describe the situation by saying that
Alice and Bob have access to a "black box". Each party locally selects an input (a
measurement setting) and the box produces an output (a measurement outcome). We
refer to this scenario as a Bell scenario.

We label the inputs of Alice and Bob x,y ∈ {1, . . . ,m} and their outputs a,b ∈
{1, . . . ,∆} respectively. The labels attributed to the inputs and outputs are purely
conventional, and the results presented here are independent of this choice.

11



non-locality and weak measurement

Let P(ab|xy) denote the joint probability to obtain the output pair (a,b) given the
input pair (x,y). A Bell scenario is then completely characterized by ∆2m2 such joint
probabilities, one for each possible pair of inputs and outputs. We refer to the set
PPP = {P(ab|xy)} of all these probabilities as a behavior. Informally, we simply refer to
them as the correlations characterizing the state shared by Alice and Bob. A behavior
can be viewed as a point PPP ∈ R∆

2m2
belonging to the probability space P ⊂ R∆

2m2

defined by the positivity constraints P(ab|xy) > 0 and the normalization constraints∑∆
a,b=1 P(ab|xy) = 1. Due to the normalization constraints P is a subspace of R∆

2m2

of dimension dim P = (∆2 − 1)m2.
The existence of a given physical model behind the correlations obtained in a Bell

scenario translates into additional constraints on the behaviors PPP. Three main types
of correlations can be distinguished:

1. No-signaling correlations;
2. Local correlations;
3. Quantum correlations.

No-signaling correlations

The first natural limitation on behaviors PPP are the no-signaling constraints, formally
expressed as:

∆∑
b=1

P(ab|xy) =

∆∑
b=1

P(ab|xy ′) for all a, x,y,y ′

∆∑
a=1

P(ab|xy) =

∆∑
a=1

P(ab|x ′y) for all b,y, x, x ′

These constraints have a clear physical interpretation: they imply that the local
marginal probabilities of Alice P(a|x) ≡ P(a|xy) =

∑∆
b=1 P(ab|xy) are independent of

Bob’s measurement setting y, and thus Bob cannot signal to Alice his choice of input
(and the other way around). In particular, if Alice and Bob are spacelike separated,
the no-signaling constraints guarantee that Alice and Bob cannot use their black box
for instantaneous signaling, preventing a direct conflict with relativity.

We denote with NS the set of behaviors satisfying the no-signaling constraints.

Local correlations

A more restrictive constraint than the no-signaling condition is the locality condition.
Formally, the set L of local behaviors is defined by the elements of P that can be
written in the form (as already introduced in equation 2.2):

P(ab|xy) =

∫
Λ

q(λ)P(a|x, λ)P(b|y, λ)dλ

where the (hidden) variables λ are arbitrary variables taking value in a space Λ
and distributed according to the probability density q(λ) and where P(a|x, λ) and
P(b|y, λ) are local probability response functions for Alice and Bob, respectively.
Operationally, one can also think about λ as shared randomness; that is, some shared
classical random bits, where Alice will choose an outcome a depending on both her
measurement setting x and λ and similarly for Bob.

12



2.3 non-locality, bell inequalities and chsh inequality

Whereas any local behavior satisfies the no-signaling constraint, the converse
does not hold. There exist no-signaling behaviors which do not satisfy the locality
conditions. Hence the set of local correlations is strictly smaller than the set of
no-signaling correlations; that is, L ⊂ NS.

Quantum correlations

Finally, we consider the set of behaviors achievable in quantum mechanics. Formally,
the set Q of quantum behaviors corresponds to the elements of P that can be written
as:

P(ab|xy) = Tr(ρAB Ma|x ⊗Mb|y) (2.4)

where ρAB is a quantum state in a joint Hilbert space HA⊗HB of arbitrary dimension,
Ma|x are measurement operators [positive operator valued measure (POVM) ele-
ments] on HA characterizing Alice’s measurements (thusMa|x > 0 and

∑∆
a=1Ma|x =

1), and similarly Mb|y are operators on HB characterizing Bob’s measurements.
It can easily be shown that any local behavior admits a description in terms of

equation 2.4 and thus belongs to Q (L ⊂ Q). Moreover, any quantum behavior satisfies
the no-signaling constraints (Q ⊂ NS). However, there are quantum correlations that
do not belong to the local set (this follows from the violation of Bell inequalities,
Q * L) and, there are no-signaling correlations that do not belong to the quantum set
(NS * Q).

Bell inequalities

The sets L, Q and NS are closed, bounded, and convex. That is, if PPP1 and PPP2 belong
to one of these sets, then the mixture µPPP1 + (1− µ)PPP2 with 0 6 µ 6 1 also belongs
to this set. By the hyper-plane separation theorem, it follows that for each behavior
P̂PP ∈ R∆

2m2
that does not belong to one of the sets K = L, Q, or NS there exists a

hyperplane that separates this P̂PP from the corresponding set (see figure 2.3). That is,

Figure 2.3.: Sketch of the no-signaling (NS), quantum (Q), and local (L) sets. Notice the strict inclusions L ∈ Q ∈
NS. Moreover, NS and L are polytopes, i.e., they can be defined as the convex combination of a finite
number of extremal points. The set Q is convex, but not a polytope. The hyperplanes delimiting the set
L correspond to Bell inequalities. [20]
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non-locality and weak measurement

if P̂PP /∈ K, then there exists an inequality of the form

sss ·PPP =
∑
a,b,x,y

sabxyP(ab|xy) 6 Sk

that is satisfied by all PPP ∈ K but which is violated by P̂PP : sss · P̂PP > Sk.
In the case of the local set L, such inequalities are simply Bell inequalities. Thus

any non-local behavior violates a Bell inequality. An example of such an inequality
is the CHSH inequality (see equation 2.3) introduced in section 2.3. The inequalities
associated with the quantum set, which characterize the limits of Q, are often called
quantum Bell inequalities or Tsirelson inequalities.

We conclude here the introduction to the mathematical characterization of the
possible physical correlations in a two observer scenario experiment. To the scope of
this thesis is sufficient to have clear what we mean with the correlations sets L, Q and
NS, and what we mean with Classical bound and Tsirelson’s bound. For further studies
and a more in depth understanding of the subject we refer to [20], where a very good
introductory explanation and a comprehensive bibliography of the argument can be
found.

2.4 weak measurement

The last concept I want to introduce before discussing the main argument of
this work is the concept of weak measurement. The first fact to point out is that
there is no universally accepted definition of a weak measurement even though the
idea at the basis of this concept is very simple: weak measurements are a type of
quantum measurement where an observer obtains very little information about the
system, but also disturbs the state very little. We know that any measurement on a
system necessarily disturbs it (as formalized in the Busch’s theorem [24]); with weak
measurements we gain some informations about the system, without compromising
(and then defining) completely its state. In this picture it is clear that:
• the more a measurement is weak, the less information we obtain about the

system, and the less we perturb it;
• the less a measurement is weak, the more it is strong, and the more we approach

a projective measurement, where we obtain all the possible information about
the state (getting the outcome of the measurement) and where we drastically
perturb it (projecting it onto the eigenspace of the measurement operator) [25].

The key aspect of the topic is the trade-off between the amount of information we
can get about a quantum system and the amount of disturbance we introduce on it.
Since the birth of quantum mechanics this has been a largely studied topic, and a lot
of literature has been produced exploring the subject, even if the definition "weak
measurement" is quite recent and was probably used for the first time in 1988 by
Aharonov et al. [26].

The aim of this thesis is not that of reviewing exhaustively the subject, we are rather
interested in giving an idea of what we mean by weak measurements, and how we
can perform them, since our goal is to exploit them to correlate weakly two systems
enabling for a double CHSH inequality violation. More information, and a deeper
review of the argument, can be found in [27, 28, 29, 30]. In our exposition we will
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2.4 weak measurement

closely follow the approach of B. E. Y. Svensson in his review [31].

Our explanation of weak measurements starts with a generalization of the quantum
strong measurement (presented in 5 on page 76), that takes into account not only the
quantum state under study, but also the practical implementation of the measurement,
by introducing in our picture the measurement device (from now on called ancilla or
meter) that couples with the studied system to allow the extraction of information. This
ancilla-scheme goes a few steps in the direction of describing the very measurement
process, highlighting some aspects of measurement that are classically left uncovered
such as: what kind of measurement apparatus is used and what distinguishes
measurements from other possible types of interactions.

It is the interaction of the ancilla with the system (called also the object) that
constitutes the measurement: by reading off the meter one gets information about the
value of the system observable. In some experimental situations, the meter can even
be a property of the object under analysis different from than the one (system) we are
interested into (like momentum and polarization for a photon).

2.4.1 Modelling the ancilla measurement process

The meter M will be modeled as a quantum device living in a Hilbert space HM

having a complete, orthonormal set of basis states |mk〉, k = 1, 2, . . . ,dM that are
eigenvectors of the operator M̂. The intrinsic Hamiltonian of M is denoted ĤM. The
meter is assumed to be prepared in an initial pure state |m(0)〉, so that the meter
initial density matrix is µ̂0 = |m(0)〉 〈m(0)|.

The object or system S has its Hilbert space HS, and has its complete, orthonormal
set of basis states |si〉, s = 1, 2, . . . ,dS. Such set of vectors are eigenstates of the
operator Ŝ in HS which corresponds to the observable S to be measured. The intrinsic
Hamiltonian of the system is ĤM. The system is assumed to be initially prepared
(pre-selected) either in a pure state |s〉 (in which case its density matrix is σ̂0 = |s〉 〈s|)
or in a more general state described by an arbitrary σ̂0.

The total system T comprises the object-system S and the meter M. Its Hilbert
space is HT = HS ⊗HM and the initial state of the total system is τ̂0 = σ̂0 ⊗ µ̂0, the
system and the meter are assumed to be initially uncorrelated (not entangled). The
total Hamiltonian is

ĤT = ĤS + ĤM + Ĥint

and we consider that the only non vanishing term in ĤT is Ĥint, the interaction
Hamiltonian between S and M.

2.4.2 The pre-measurement

The system and the meter are assumed to interact via a unitary time-evolution
operator Û in what is called a pre-measurement. This means that the total system T

with its initial density matrix τ̂0 will evolve unitarily into τ̂1:

τ̂0 = σ̂0 ⊗ µ̂0
Û−→ τ̂1 = Ûσ̂0 ⊗ µ̂0Û†
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non-locality and weak measurement

where Û† is the Hermitian conjugate of Û. For completeness we point out that the
unitary time evolution operator Û is linked to the Hamiltonian by:

Û = e−
i
 h

∫
dtĤT

for Û to be a pre-measurement of Ŝ, Û must be able to distinguishes between the
different states |si〉. It is therefore assumed that an initial joint pure state |si〉 ⊗ |m(0)〉
of the system and the meter is transformed by Û into:

|si〉 ⊗ |m(0)〉 Û−→ Û
(
|si〉 ⊗ |m(0)〉

)
= |si〉 ⊗ |m(i)〉

where i = 1, 2, . . . ,dS and the meter states |m(i)〉 act as markers for the system state
|si〉; we will see in detail how this comes about later.

If this initial state is a superposition of eigenstates, the linearity of Û gives:

|s〉 ⊗ |m(0)〉 Û−→ Û
(
|s〉 ⊗ |m(0)〉

)
=

dS∑
i=1

ci |si〉 ⊗ |m(i)〉 (2.5)

or, in the density matrix notation:

τ̂0 = σ̂0 ⊗ µ̂0
Û−→ τ̂1 = Ûσ̂0 ⊗ µ̂0Û†

=
∑
i,j

(
〈si|⊗ 〈m(i)| 〈si| σ̂0 |sj〉 〈sj|⊗ 〈m(j)|

)
=
∑
i,j

(
〈m(i)| P̂si σ̂0P̂sj 〈m

(j)|
)

with P̂si projectors in the HS space.
We note that:
• A system’s pure eigenstate |si〉 is left unchanged under this operation.
• One of the most important consequences of the pre-measurement is that the

system’s state becomes correlated (entangled) with the meter state: τ̂1 cannot
be written as a product of one object state and one meter state (2.5).
• The meter states |m(0)〉 and |m(i)〉 are, in general, not eigenstates of the meter

operator M̂, but superpositions of such eigenstates. In particular, the states
|m(0)〉 and |m(i)〉, i = 1, 2, . . . ,dS, are normalized but in general not mutually
orthogonal. Nor do they form a complete set in HM. Indeed, the dimensions
dS and dM of the respective Hilbert spaces HS and HM need not be equal.
• The operation Û thus correlates the system state |si〉 with the meter state |m(i)〉

but not necessarily in a unique way: to each |si〉 there corresponds a definite
|m(i)〉, different for different |si〉, but there could be overlap between |m(i)〉 and
|m(j)〉, expressed by 〈m(i)|m(j)〉 6= 0, for i 6= j.

The rule for obtaining the separate states σ̂1 for the system, and µ̂1 for the meter, after
this pre-measurement, is to take the partial trace over the non-interesting degrees of
freedom (A.2.1). In case we want the state σ̂1 of the system, this means execute the
partial trace over ĤM:

σ̂0
Û−→ σ̂1 = TrMτ̂1 =

∑
k

〈mk|τ̂1|mk〉

=
∑
i,j

(
P̂si σ̂0P̂sj 〈m

(j)|m(i)〉
)
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2.4 weak measurement

Figure 2.4.: Schematic diagram of a generalized measurement. The system of interest is coupled to an ancilla pre-
pared in a known state µ̂0 by the unitary evolution Û, and then a projective measurement is performed
on the ancilla.

As is seen, in case of no overlap between different states |m(i)〉, the ancilla-measurement
scheme have the same consequences for the object-system as would a projective mea-
surements scheme would have had. The general case, 〈m(i)|m(j)〉 6= 0 for i 6= j, does
allow for interference between different eigenstates associated to the eigenvalues si, a
fact which will have interesting measurable effects.

2.4.3 The read-out

So far, no real measurement has been performed in the sense of obtaining a record.
The entangled system-meter is still in a quantum-mechanical superposition τ̂1. One
needs a recording, a read-out of the meter, in order to obtain information that
constitutes a real measurement. Therefore, the next step in this ancilla measurement
scheme is to subject the meter, and only the meter, to a projective measurement
of the pointer observable M (see figure 2.4 for a schematic representation of the
measurement process). Reading off the meter means obtaining an eigenvalue mk
of the corresponding operator M̂ in a operation that is symbolized by the projector
Ômk

= |mk〉 〈mk| onto the corresponding subspace of the meter Hilbert space HM.
Since, as a result of the pre-measurement, the system is entangled with the meter,
this will influence the system state too, and is therefore also a measurement of the
object-system as will be evident shortly.

For the total density matrix, this projective measurement, implies:

τ̂1
Ômk−−−→ τ̂1(|mk) =

(
ÎS ⊗ Ômk

)
τ̂1

(
ÎS ⊗ Ômk

)
P(mk)

where with τ̂1(|mk) we mean the total density matrix state τ̂ conditioned by the
reading of the outcome mk, ÎS is the unit operator in HS and where P(mk) =

P(mk|τ̂1) is the probability of obtaining the ancilla value mk given the state τ̂1.

The good question to ask now is if we have learned something concerning the
system state from the read-out of the meter. To answer this question we have to
look at the density matrix of the system σ̂1(|mk) after read-out, that tells what is the
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system status after that action. Such density matrix matrix is obtained by partially
tracing the overall system density matrix:

σ̂1(|mk) = TrM τ̂1(|mk) (2.6)

=
1

P(mk)
TrM

[(
ÎS ⊗ Ômk

)
τ̂1

(
ÎS ⊗ Ômk

)]
(2.7)

=
1

P(mk)
〈mk| Ûσ̂0 ⊗ µ̂0Û† |mk〉 (2.8)

=
1

P(mk)
〈mk| Û |m(0)〉 σ̂0 〈m(0)| Û† |mk〉 (2.9)

=
1

P(mk)
Ω̂kσ̂0Ω̂

†
k (2.10)

where Ω̂k is an operator in HS defined by:

Ω̂k = 〈mk| Û |m(0)〉

=
∑
i

〈mk|m(i)〉 |si〉 〈si|

=
∑
i

〈mk|m(i)〉 P̂si

The operators Ω̂k are called measurement operators and are often denoted M̂k in
literature (here we use Ω̂k since in our notation M entitles entities related to the
meter).

At this point, the ancilla-scheme approach to the measurement theory allows
us to easily understand the novel interesting properties of what we called weak
measurement. A quantum mechanical measurement, in general implies that the
object-system under study will suffer large changes (disturbances) in its state, even if
the measurement is considered non-destructive; in our formalism, these disturbances
appear in the change from the initial density matrix σ̂0 to a usually quite different
matrix σ̂1 after the measurement (see 2.6). A weak measurement is a measurement
that disturbs the state of the object of interest as little as possible. As we will
see, a weak measurement is also such that the measurement results are less clear
than in a strong or projective measurement. For example, there will be difficulties
in distinguishing one eigenvalue of the observable under study from another. An
interesting fact is that it has been shown that in certain conditions weak measurements
allows for the emerging of new phenomena that can only be studied by weakening
the interaction responsible for the measurement as much as possible [31].

In our work the result obtained in equation 2.5 is particularly meaningful; we saw
that after the pre-measurement the two objects (system and ancilla) are entangled,
and that this entanglement can be weakened as desired by appropriately choosing
the m(i) basis. This result is the core idea of our work; our goal is in fact to weakly
entangle a system and the ancilla in order to allow to share non-local correlations
with a third system.
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3

N O N - L O C A L I T Y S H A R I N G A M O N G M U LT I P L E O B S E RV E R S

In this chapter we will discuss the topic of interest of this thesis. In the previ-
ous chapter we introduced the concepts of non-locality and weak measurement;
we characterized non-locality mathematically, and we showed how this property
basically qualifies a class of correlated measurements between two observers. All
the discussions we made in section 2.3 had a two-observer scenario (Alice and Bob)
as reference situation. This is not a casual aspect: generally scientific literature on
the argument focus on characterizing non-locality properties in a two-observer (or at
most multipartite) scenario. Only very recently the possibility of sharing non-locality
among multiple observers has been taken into account.

The aim of this work is to explore experimentally the topic of non-locality sharing
among multiple observers, building one of the first apparatuses capable of proving the
possibility to establish multiple non-local correlation among three observers sharing
the same spin-1/2 entangled state.

This work is inspired by the article “Multiple Observers Can Share the Nonlocality of
Half of an Entangled Pair by Using Optimal Weak Measurements” by Silva, Ralph, et al.
[7], which explored theoretically the possibility to observe such non-Locality sharing.
In the following we will introduce the topic closely following their argument.

3.1 tripartite bell inequality

In the previous chapter, talking about measurement, we already discussed about
one of the fundamental traits of quantum mechanics: in order to probe the properties
of a system one must perturb it. We distinguished among two different types of
measures:
• "Strong" measurements which collapse the system into one of the eigenstates

of the measured observable; this type of measurements give the maximum
information about the system.
• "Weak" measurements that disturb the system infinitesimally, giving only a

small amount of information about the state.
It is interesting to study the situation where the strength of the measurement can
vary continuously from very weak to strong, analysing how the trade-off between the
degree of disturbance on the system and the amount of information gained evolves
with the measurement strength. We will explore this topic considering measurements
on a pair of entangled spin-1/2 particles, focusing on a new fundamental question
in non-locality: can the non-locality of an entangled pair of particles be distributed
among multiple observers, considered a scenario where the observers act sequentially
and independently of each other?
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non-locality sharing among multiple observers

Figure 3.1.: Bell scenario involving a single Alice and multiple Bobs, where the dashed lines indicate a spin-1/2

particle being transmitted, and the solid lines the inputs and outputs. [7]

We consider the scenario where a single observer has access to one of the particles
of an entangled pair, and a group of two of observers have access to the second
particle. Each observer in the second group acts independently, so the first one
performs a measurement on the particle before passing it to the second one. We
address the question of whether the single observer with the first particle can see
non-local correlations with both the two observers that have access to the second
particle. This Bell-scenario is represented in figure 3.1.

In our scheme we will call Alice the observer that has exclusive access to one-half of
the entangled pair of spin-1/2 particles, and we will call respectively Bob1 and Bob2

the two observers that have access to the other half of the the entangled pair. The
Bobs are independent; i.e., Bob2 is ignorant of the direction that Bob1 measures his
spin in as well as the outcome of his measurement.

We investigate whether the statistics of the measurements of Bob1 and Bob2 can
both be non-local with Alice by testing the conditional probabilities P(ab1|xy1) and
P(ab2|xy2) against the CHSH inequality.

At first one may think it impossible to have simultaneous violations Alice-Bob1

and Alice-Bob2 because of the monogamy of entanglement and of nonlocality [32].
However, these results assume no-signaling between all parties, while in our scenario
Bob1 implicitly signals to Bob2 his choice of measurement on the state before he passes
it on. Hence, no monogamy argument holds, and one has to look more closely at the
situation.

We assume the measurements are unbiased; i.e., both Bobs choose the inputs 0 and
1 with equal probability. Clearly Bob1 cannot perform a strong measurement, since he
would destroy the entanglement, and prevent Bob1 from being non-local with Alice.
However, Bob1 may not be able to observe non-locality with a very weak measurement
either. To see this precisely, consider that Alice and the Bobs initially share a singlet
state, and that they perform the standard measurements that attain Tsirelson’s bound
for the CHSH inequality: i.e., Alice measures in the Z̄ or X̄ direction, corresponding
to inputs 0 or 1, respectively, and the Bobs measure in the directions − Z̄+X̄√

2
or −Z̄+X̄√

2
,

for their respective inputs 0 or 1.
The Bobs receive a spin-1/2 particle, whose spin in the |H〉 , |V〉 polarization basis

can be written:

|ψ〉 = α |H〉+β |V〉
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3.1 tripartite bell inequality

Bob1 is the first one to measure the particle, and he adopts a weak measurement
scheme, coupling the state of the received system |ψ〉 with the state of an ancilla
system that is initially in the state |+〉. Bob1’s coupling follows is given by:

|ψ〉 ⊗ |+〉 −→ α |H〉 ⊗ |+〉+β |V〉 ⊗
(
cos ε |+〉+ i sin ε |−〉

)
We will indicate with |φH〉 the ancilla state associated to the |H〉 polarization of the
entangled particle (|φH〉 = |+〉), and we will indicate with |φV〉 the ancilla state
associated to the |V〉 polarization (|φV〉 = cos ε |+〉+ i sin ε |−〉). Bob1 measures then
on an orthonormal basis set |+〉 , |−〉, obtaining the results +,− with a probability:

P(+) = P
(
|ψ〉 = |H〉

)
P
(
+| |φH〉

)
+ P
(
|ψ〉 = |V〉

)
P
(
+| |φV〉

)
(3.1)

P(−) = P
(
|ψ〉 = |H〉

)
P
(
−| |φH〉

)
+ P
(
|ψ〉 = |V〉

)
P
(
−| |φV〉

)
(3.2)

where P
(
|ψ〉 = |H〉

)
and P

(
|ψ〉 = |V〉

)
represent respectively the probability of

receiving an entangled particle with polarization |H〉 and |V〉, and the terms of the
form P

(
+| |φH〉

)
represent the conditional probability of obtaining a certain Bob1

outcome given a certain ancilla state. The outcome probabilities 3.1 and 3.2 in the
presented scheme are easy to calculate and read:

P(+) =
1

2

(
2− sin2 ε

)
(3.3)

P(−) =
1

2
sin2 ε (3.4)

From equations 3.4 and 3.3 we can easily see that both the outcome probabilities
depend on the ε parameter by the function sin2 ε. We can call the quantity sin2 ε = G

information gain, we see in fact that G gives an idea of the quantity of information
extracted from the entangled state by the ancilla:
• If G = 0, the read-out of the ancilla returns always the ancilla initial state,

so basically the system behaves as if there was no interaction at all, and Bob1

doesn’t gain any information about the system state.
• If G = 1, the read-out of the ancilla allows to reconstruct exactly the system

state, so it is like Bob1 was performing a strong measurement on the system
state.
• All the values for G between 0 and 1 characterize an intermediate situation

between very weak (absent) Bob1 measurement and strong measurement.
From the above consideration it is clear why we refer to G as the information gain.

Another quantity of interest is F = 〈φH|φV〉 = cos ε called the quality factor. The
state after Bob1 measurement (defined ρ ′ in the density matrix notation) reads:

ρ0 = F |ψ〉 〈ψ|+ (1− F)
(
π+ |ψ〉 〈ψ|π+ + π− |ψ〉 〈ψ|π−

)
From such equation it is clear why we refer the to F as the quality factor: F weights the
proportion of the postmeasurement state that corresponds to the original state, while
the remainder corresponds to the state decohered in the measurement eigenbasis, as
it would have been if measured strongly.
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At this point, using the standard form of the CHSH expression with the classical
bound at 2 and the quantum bound at 2

√
2, it is possible to calculate the CHSH

expectation values1 finding that the correlations between Alice and the Bobs are given
by I(1)CHSH = 2

√
2G, and I(2)CHSH =

√
2(1+ F), where G and F are the precision and

quality factor of Bob1’s measurement.
Studying such equations we find that there is a G-parameter region where both

the CHSH inequalities can be violated, see the figure 5.3 on page 43 for a graphical
representation of the CHSH inequalities trend in function of the information gain.
From the figure we see that Bob1 must tune the precision of his measurement, as
either a strong or weak measurement would prevent Bob2 or himself, respectively,
from seeing a CHSH violation.

This discussion highlighted that in the scenario just described it should be pos-
sible (by optimizing Bob1 measurement strength ) to obtain simultaneous non-local
correlation between Alice-Bob1 and Alice-Bob2. We want at this point prove this fact
experimentally. In chapter 5 we will present an apparatus that implements the dis-
cussed idea, that should allow for experimental non-locality sharing among multiple
observers.

1 The extended calculation can be found in chapter 5.
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4

E X P E R I M E N TA L T E C H N I Q U E S

As we have already seen in the first chapter, one of the most characteristic features
of quantum mechanics is the phenomenon of entanglement (see section 2.2). Particles
that are entangled in some of their degrees of freedom possess correlations that
cannot be explicated within the classical framework (see section 2.3), a feature that
makes entanglement one of the main obstacles in finding a convincing interpretation
of quantum theory. Entanglement can exist between different degrees of freedom of a
single particle, or in the same degree of freedom of multiple particles. The latter is the
most interesting situation for quantum communication, since it allows non-classical
correlations to travel along very long distances.

At the end of the previous chapter we saw that to demonstrate experimentally the
possibility to obtain multiple non-local correlations from an entangled pair we need
to manipulate a bipartite entangled quantum system. The first thing we will need to
worry about to build our experiment is how to obtain an entangled photon-pair. In
this chapter, we will deal with this aspect discussing:
• how it is possible to employ non-linear optical effects, in particular sponta-

neous parametric down-conversion (SPDC), to produce polarization entangled
photons;
• how we can make use of such phenomenon to build an efficient entangled

photon source;
• finally we will describe the design of the source used in our experiment, and

we will characterize its properties.

4.1 spontaneous parametric down-conversion

Spontaneous parametric down-conversion (also known as SPDC) is the physical
process nowadays most commonly exploited in physics to produce entangled photon
pairs. Such process is of extreme importance in quantum optics and quantum
information, and is caused by nonlinear interactions between the electromagnetic
field and a crystal (see figure 4.1 for a schematic representation of the phenomenon).
To describe the process properly we will need then to study nonlinear optical effects;
the starting point of such analysis will be obviously the Maxwell equations.

The set of equations B.1 on page 83, used to describe the free electromagnetic field,
is no more adequate when we want to describe the interaction of the electromagnetic
field with matter. This interaction happens at the atomic level, therefore it could be
theoretically possible to describe the passage of an electromagnetic wave through
some medium by explicitly treating atomic charges and currents within the theory.
However, the high number of atoms in a general system makes this approach highly
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Figure 4.1.: In the process of SPDC a pump photon spontaneously decays, inside a medium exhibiting a χ(2)-
nonlinearity, into two photons, for historical rea- sons, labelled signal and idler. [33]

impractical, making it preferable to find a model that approximates such interaction.
The model used in electromagnetism splits currents and charges into "free" ones, that
can move freely through the medium (like the electrons in a conductor), and "bound"
ones, which are forced to oscillate around their atom. Bound charges and currents
are described by electric and magnetic multi-poles [34]. Within this theory, Maxwell’s
equations become:

∇ ·D(r, t) = ρ(r, t) (4.1)

∇×H(r, t) −
∂D(r, t)
∂t

= J(r, t) (4.2)

∇× E(r, t) +
∂B(r, t)
∂t

= 0 (4.3)

∇ ·B(r, t) = 0 (4.4)

where D = ε0E + P is the displacement field and H = 1
µ0

B − M is the magnetizing field.
These fields capture the effects of the field on bound charges and currents, which
are described by the polarization vector P and the magnetization vector M, while the
behaviour of free charges and currents is still described by the source terms ρ and J.
Most materials used in optics are uncharged non-conducting materials, therefore both
free charges and currents are zero. Moreover, they are also non-magnetic materials,
therefore the magnetization vector M ' 0 and the interaction of the material with the
field is completely captured by the polarization vector P.

In the general case, the polarization vector can be expressed as a power series:

Pi = ε0

∑
j

χ
(1)
ij Ej +

∑
jk

χ
(2)
ijkEjEk +

∑
jkl

χ
(3)
ijklEjEkEl + · · ·

 (4.5)

= P
(1)
i + P

(2)
i + P

(3)
i + · · · (4.6)

= P
(1)
i + P

(NL)
i (4.7)

where the term P
(1)
i is responsible for the linear response of the matter (such as

refraction), while the higher order terms P(NL)i are responsible for the nonlinear
response of the matter. The relation between P and E (polarization vector and electric
vector) is approximately linear when E is small, but becomes nonlinear when E
acquires values comparable to interatomic electric fields [35]. The non linear terms
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4.1 spontaneous parametric down-conversion

P
(NL)
i act as a source of new components of the electromagnetic field. This is evident

from the wave equation in a nonlinear optical medium [36]:

∇2E −
n2

c2
∂2E
∂t2

=
1

ε0c2
∂2P(NL)

∂t2
(4.8)

where n is the index of refraction and c the speed of light. This expression can be
regarded as a dipole emitting light E driven by the nonlinear polarization P(NL)

induced by the pump wave in the medium.
The SPDC emission stems from the χ(2)-nonlinearity. It features the advantage

to be much stronger than the higher-order nonlinear terms and enables an efficient
nonlinear interaction. Note that χ(2)-nonlinearity are only present in crystal materials
featuring noncentrosymmetric crystal structures [36]. The most commonly used
crystals for SPDC generation are BBO, LiNbO3, and KTP.

Using the Poynting theorem [34], it is possible to write the field energy density (i.e.,
the Hamiltonian density) in the medium as

H(r, t) =
1

2
(E ·D + B ·H) (4.9)

In our case we are not interested in the contribution by the magnetic component,
since the SPDC interaction stems from the electric displacement field D, obtaining
(neglecting the time dependence from now on):

H =

∫
V

d3rH(r)

=
1

2

∫
V

d3r
(

E(p) ·D)
)

=

∫
V

d3
(ε0
2
χ(1)E(p)E +

ε0
3
χ(2)E(p)EE + . . .

)
=

∫
V

d3r

ε0
2

∑
ij

χ
(1)
ij E(p)

i Ej +
ε0
3

∑
ijk

χ
(2)
ijkE(p)

i EjEk + . . .

 (4.10)

=

∫
V

d3r (H0(r) +HI(r)) (4.11)

= H0 +HI

where we explicitly labelled the incoming wave E(p) and the ijk subscripts describe
the polarization of the individual beams.

Once the classical Hamiltonian density has been written as a function of the
classical fields (4.10), it is possible to obtain the corresponding quantum Hamiltonian
by quantising the involved electric fields. Here we restrict ourselves to an interaction
in one dimension, i.e. we assume a fully collinear propagation of the electric fields
through the medium in a single spatial mode. We first separate the quantized electric
field into its positive and negative frequency parts:

Ê = Ê(+) + Ê(−)

The fields operator Ê(+), Ê(−) will be naturally associated to their quantum mechani-
cal amplitude operator âλ(k), â

†
λ(k) that satisfy the commutation relations C.4, C.3

and that are the result of the same mode expansion as the free electric field.
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The quantum interaction Hamiltonian density ĤI can therefore be written as:

ĤI ∝
∑
ij

χ
(1)
ij

(
Ê
(+)
i + Ê

(−)
i

)(
Ê
(+)
j + Ê

(−)
j

)
+
∑
ijk

χ
(2)
ijk

(
Ê
(+)
i + Ê

(−)
i

)(
Ê
(+)
j + Ê

(−)
j

)(
Ê
(+)
k + Ê

(−)
k

)
+ . . . (4.12)

In the interaction picture, the evolution of the state is governed by operator

Û = T exp

[
−
i
 h

∫+∞
−∞ ĤI

]
(4.13)

where T it the time-ordered product [37], and the integration limits −∞ and +∞ are
justified by the fact that the state is observed long after the non-linear interaction in
the medium [33]. The interaction Hamiltonian is given by the spatial integration of
the Hamiltonian density as in equation 4.11. The above integral can be evaluated
using the rotating-wave approximation, which allows to neglect rapidly oscillating
terms in the Hamiltonian ĤI [33].

The linear χ(1) term of the Hamiltonian density 4.12 gives rise to refractive effects
(such as,for example, birefringence). The only linear surviving terms are those of
the form Ê

(+)
i · Ê(−)

j (and its complex conjugate), which produce a photon-number
preserving Hamiltonian. These effects can be treated in a simple way by aligning
the system of reference to the principal axes of the material, in which the χ(1) tensor
assumes a diagonal form (i.e., χ(1)ij 6= 0 iff i = j) [35].

The χ(2) term gives rise to a wide range of non-linear effects [36]. Spontaneous
parametric down-conversion is the effect described by the interaction term of the
form:

ĤSPDC =

∫
d3r

∑
ipjski

χ
(2)
ipjski

Ê
(+)
ip
Ê
(−)
js
Ê
(−)
ki

+ c.c. (4.14)

where the term Ê
(+)
ip

corresponds to the annihilation of a pump photon of mode ip

and the terms Ê(−)
js

and Ê(−)
ki

to the creation of two photons in modes js and ki, called,
respectively, signal and idler photons. By properly adjusting the pump field, it is
possible to make the SPDC term the only one giving a considerable effect. In order to
have this, however, it is necessary that the fields respect the so-called phase-matching
conditions

ωip = ωjs +ωki (4.15)

kip = kjs + kki (4.16)

where the two conditions are due to energy conservation and momentum conserva-
tion respectively in the photons production (see figure 4.2).

The optimization of the SPDC process requires to study the form of the Hamilto-
nian (4.14) for different pump, signal and idler modes. The large number of variables
required to describe these fields makes it preferable to perform some approximations
about their form, in order to simplify the problem. The analysis of the SPDC process
has been carried in a very lot of papers, each one considering a different approx-
imation [38, 39, 40, 41, 42]. The most suitable analysis for our setup is the one by
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4.1 spontaneous parametric down-conversion

Figure 4.2.: In the SPDC process the spectral properties of the generated photon-pair are constrained by momentum
and energy conservation between the three interacting photons. [33]

Bennink [38], that considers the interaction of a gaussian pump field with a non-linear
crystal, leading to the production of two collinear photons in gaussian modes. Since
in collinear propagation the phase-matching condition (4.16) is not obtainable, it is
necessary adopt other strategies to give a considerable production of down-converted
pairs, called quasi phase-matching. Quasi phase-matching consists in modulating the
χ(2) coefficient of the crystal, alternating its sign with spatial period Λ. In this way, it
is possible to have a significant improvement of the down-conversion efficiency [35].

In Bennink’s study [38], the field E(+) is expanded as a superposition of different
frequency gaussian modes

Ê(+)(r, t) =
∫∞
0

dω

√
 hω

2ε0
Eω(r)e−iωtâω(t) + non gaussian terms, (4.17)

and similarly Ê(−). Furthermore, he assumes that the second-order interaction is
weak, so that it is possible to perform a first-order expansion of the evolution operator
of equation (4.13). The state after the SPDC process is therefore

|ψSPDC〉 = Û |initial〉 ' |initial〉− i
 h

∫∞
−∞ ĤSPDC(t) |initial〉 , (4.18)

where |initial〉 is the state of the field prior to the interaction and ĤSPDC(t) is the
Hamiltoninan (4.14).

Since the crystal is pumped with a laser, he assumes the pump to be described as a
classical coherent state, with spectral amplitude s(ωp) and mean number of photons
Np. With these approximations, and assuming that the pump state is filtered out,
equation (4.18) can be written as

|ψSPDC〉 = −i

∫∞
0

dωsdωiψ(ωs,ωi)â†ωsâ
†
ωi

|Ω〉 , (4.19)

where |Ω〉 is the vacuum state and

ψ(ωs,ωi) =

√
2π2 hNp
ε0λpλsλi

s(ωp)O(ωs,ωi), (4.20)

where λi = 2πc/ωj is the free-space wavelength of field j, and the photons respect
the phase-matching condition (4.15). The term

O(ωs,ωi) =
∫
medium

d3r χχχ(2)(r) : Eωp(r)E
∗
ωs

(r)E∗ωi(r) (4.21)
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gives the efficiency of the quasi-phase-matched down-conversion process, which
depends both on the efficiency of quasi-phase matching and on the overlap of the
different spatial modes (the : notation in the integral is used to indicate the tensor
product of the non-linear coefficient χχχ(2) with the polarization terms εωp of mode
Eωp).

4.2 experimental design of the source

The source is based on a polarization-based Sagnac interferometer. The scheme of
the source is shown in figure 4.3, while its experimental realization on the optical
bench is in figure 4.4.

PBS

HWP
d-HWP

PPKTP

L

DM

LD

SMF

SMF

PM-SMF

LPF

LPF ALICE

BOB

Figure 4.3.: Experimental scheme of the source of polarization-entangled photons based on a polarization Sagnac
interferometer. The pump laser (LD) is injected into a polarization-maintaining single-mode fiber (PM-
SMF) for mode filtering. The output of the fiber is sent onto a half-wave plate (HWP), that rotates the
polarization state of the pump laser to |+〉. The state is then focused into a periodically-poled potassium
titanyl phosphate (PPKTP) crystal placed at the center of a Sagnac interferometer. A polarizing-beam
splitter (PBS) at the entrance of the interferometer splits the pump onto a superposition of clockwise (V)
and counterclockwise (H) path. The clockwise pump beam crosses a dual-wavelength half-wave plate (d-
HWP), that rotates its state from V toH. Both paths produce |H〉S |V〉I couples, where the superscript
indicates the signal and the idler photon. In the anticlockwise path, the d-HWP changes the couple to
|V〉S |H〉I. At the PBS the photons are combined so that the resulting state is |H〉S |V〉I+eiθ |V〉S |H〉I,
where θ is a phase term given by the different optical length of the two paths. The pump is removed
using a long-pass filter (LPF) before injection into a single-mode fiber (SMF). This image uses elements
from the ComponentLibrary by Alexander Franzen [43], licensed under CC BY-NC 3.0 [44].

The source is pumped with a CW laser diode (LD) at λP = 404.5nm. The beam
emitted by the diode is collected onto a polarization-maintaining single-mode fiber
(PM-SMF), used to clean its spatial mode. The PM-SMF is sent onto the optical
breadboard, where the laser beam is collimated by an aspheric lens of focal length
11mm into a beam of ∼ 1.5mm diameter. The polarization state of the beam is
transformed into ε+ = (εH + εV)/

√
2 by a half-wave plate (HWP) and then focused
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4.2 experimental design of the source

Figure 4.4.: Implementation of the scheme described in Figure 4.3 on the optical bench.

by a doublet with equivalent focal length 333mm into the center of the Sagnac
interferometer.

At the entrance of the interferometer, a polarizing-beam splitter (PBS) creates
a superposition of clockwise kC and counterclockwise kCC path, by sending H
polarization in the first path and V polarization in the second one. The state is
then transformed, by the dual-wavelength half-wave plate (d-HWP) into (EH(kC) +
EH(kCC))/

√
2. This state travels through a periodically-poled KTiOPO4 (PPKTP)

crystal1, that outputs the state

â
†
kC,Hb̂

†
kC,V + â†kCC,Hb̂

†
kCC,V (4.22)

where â† and b̂† are the mode functions of, respectively, the signal and the idler
photon (they can have different wavelength and are, in general, not temporally
superposed due to the temporal walk-off introduced by crystal birefringence). The
pair in the counterclockwise path, then, crosses the d-HWP, being transformed into
â
†
kCC,V b̂

†
kCC,H.

Just before the polarizing beam-splitter (PBS), the state is

â
†
kC,Hb̂

†
kC,V + eiθâ†kCC,V b̂

†
kCC,H (4.23)

where the phase term eiθ takes into account the different path length of the two arms
of the interferometer. The PBS transforms the state into

|out〉 = 1√
2

(
â
†
kA,Hb̂

†
kB,V + eiθâ†kA,V b̂

†
kB,H

)
|Ω〉 (4.24)

1 The crystal is a 30mm PPKTP by Raicol, with a χ(2) grating of period Λ = 10 ¯m.
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where |Ω〉 is the vacuum state. The output polarization state is therefore

|ψ〉 =
|H〉A |V〉B + eiθ |V〉A |H〉B√

2
(4.25)

In order to produce the maximally entangled state |Ψ−〉, therefore, it is necessary
to adjust the value of the phase θ in the state (4.25). In addition to this, it is also
necessary to compensate the birefringence effect of optical fibers. Indeed, let UA be
the effect of Alice’s fiber and UB the effect of Bob’s one, the state at the output of the
fibers is

|ψfiber〉 = (UA ⊗UB)
|H〉A |V〉B + eiθ |V〉A |H〉B√

2
(4.26)

To produce the singlet state |Ψ−〉, it is sufficient to implement a general unitary
transformation in one of the two output photons. Indeed, the singlet state has the
property that (U⊗U) |Ψ−〉 = |Ψ−〉. The transformation that must be implemented on
the output state is therefore I2 ⊗U, with

U = UA

(
1 0

0 −eiθ

)
U−1
B (4.27)

Indeed, the applications of this transformation gives

(I2 ⊗U) (UA ⊗UB) |ψ〉 =
UA |H〉A (−eiθ)UA |V〉B + eiθUA |V〉AUA |H〉B√

2

= (UA ⊗UA) |Ψ−〉 = |Ψ−〉
(4.28)

30



5

E X P E R I M E N T

In this chapter (that is the most important of all the thesis) all the experimental
aspects will be discussed in detail. The description will be organized as follow:
• In the first section 5.1 we will describe a physical system S which can led to a

tripartite Bell inequality when adequately prepared.
• In the second section 5.2 we will present an experimental design D which in

certain conditions produces the same results of the physical system S. In this
section is thus given the idea and the theoretical description of a physical set-up
that allows for a tripartite Bell inequality.
• In the third section 5.3 we will describe the experimental apparatus A as

mounted in laboratory. The analogy between the apparatus A and the ex-
perimental design D will be stressed precisely.

5.1 theoretical model

In this section the instruments of modern information theory (particularly quantum
information theory) will be widely used to describe a physical system which can lead
to a tripartite Bell inequality. See appendix A on page 75 for a brief review of these
instruments.

As already introduced in section 2.3, it’s generally convenient to describe quantum
information problems as problems about the information exchanged among different
parties (normally called the observers). To obtain a tripartite Bell inequality we’ll
necessarily need to consider a problem with three observers involved; we name
these observers1 Alice, Bob and Charlie. As explained in section 2.3 a tripartite Bell
inequality occurs when non-local correlations are shared among multiple observers,
more specifically, when an observer (in this case Alice) has non-local correlations with
both the other two observers (in this case Bob and Charlie). For an easier connection
between our experimental model and the model presented in the previous section,
we stress the fact that Bob1 and Bob2 of section 3.1 are respectively Charlie and Bob
of our model. In this model each observer is associated to a different Hilbert space
on which he solely can perform measures as follows:

Alice −→HA

Bob −→HB

Charlie −→HC

1 The chosen names follow the convention generally adopted in quantum information theory.
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A

B

C

Figure 5.1.: Scheme of a trivial circuit where the three observers Alice, Bob and Charlie, referred respectively as A,
B and C at the left of the circuit, are associated to a different communication channel (or equivalently,
Hilbert space) and where no interaction is present between the channels. The measurement on the
channels operated by the observer is represented on the right by the measurement box.

The Hilbert spaces considered in our model are discrete 2-dimensional spaces, and the
association of each observer to a specific Hilbert space represents the binding of every
observer to a specific communication channel (such association is the foundation of
the logical circuit notation in quantum information theory). From section 2.1 we know
that any unit vector in a 2-dimensional complex vector state is a qubit, therefore in
our discussion we’ll often refer to any of the states of the system we are analysing as
a qubit.

5.1.1 Trivial circuit example

Before starting to describe the system S we provide a description of a trivial system
to gain some confidence with the basic instruments (logic circuits and state density
matrix) used to in quantum information theory. We keep considering a three observer
system and we call the generic physical states on the different Hilbert spaces ΨA, ΨB
and ΨC. Suppose to consider a system with no initial correlation between the various
ΨI (with I ∈ {A,B,C}) states and without any interaction among the different HI

spaces. The state of such system is described by the simple density matrix (see A.2)

ρABC ∈HA ⊗HB ⊗HC

ρABC = |ΨA〉 〈ΨA|⊗ |ΨB〉 〈ΨB|⊗ |ΨC〉 〈ΨC|

and the logic circuit scheme of such a system is the one shown in figure 5.1 and it’s
basically constituted by three quantum wires (see A.3.1) associated respectively to
the three communication channels. In this situation where the states on the different
Hilbert spaces are completely independent and where every observer has access
only to the state on its own Hilbert space, nothing more interesting than measuring
independently each state can be done.

5.1.2 System circuit

The situation starts to be interesting when correlations among the different spaces
and manipulation on the states are made. Let’s consider now the circuit showed in
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R
+

z

A

B

C

Rz

{

Figure 5.2.: Scheme of the analysed physical system. On the left the observer communication channel are indicated
with an obvious convention with A, B and C. On the left of the scheme are shown the initial states
entering in the circuit, and on the bottom are marked the evolution steps. ρinABC and ρ ′ABC are the
initial and final total system state respectively.

figure 5.2, that is the system S we are interested in. The considered circuit presents
both state correlation among different Hilbert spaces (an entangled pair enters at
channel A and B) and state manipulation. Let’s first analyse the circuit elements and
then describe the evolution of the state across the circuit.

R boxes

The Rz and R
†
z boxes are two single-qubit gates (see A.3.2 for a fererence on

quantum gates) that represent a rotation operated on the state. Such rotation depends
on the variable z which can assume two values z = 1, 0. The action of the rotation
maps the initial Hilbert space base to a new base depending on the z value:

R†z |0〉 = |wz〉 (5.1)

R†z |1〉 = |w⊥z 〉 (5.2)

The z variable is then simply a variable that selects between two possible state
rotations.

Controlled gate box

The eiεσz box represent a controlled operation. With controlled operation we
basically intend an operation that is executed on a target qubit just in the case a
certain condition on a control qubit is satisfied (the logic of this operation is simply: "if
condition is true than do operation"). In this specific case the control qubit is the
state on the HB space while the target qubit is the state on the HC space. The control
condition is that the B-qubit must be in the |1〉 state, while eiεσz is a single qubit
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unitary operation to execute on the C-qubit in case the control condition is satisfied.
It is easy to prove that the 2-dimensional matrix representation of the eiεσz operator
is

eiεσz =

[
eiε 0

0 e−iε

]
The action of the eiεσz box on the C-qubit can therefore be summarized as an
addiction of a relative phase (valued 2ε) between the two HC space base vectors. It is
straightforward to see that the ε value measures the intensity of the state modification
of the C-qubit. For ε = 0 there is no modification of the C-qubit state, while for
increasing ε values we have an increasing relative phase between the two HC base
vectors.

5.1.3 State evolution

After the description of the elements in the circuit we are now going to study
the evolution of the system state through the circuit. To track more easily the state
evolution in figure 5.2 are shown the different time steps through which the state
evolves.

At the circuit entrance a qubit couple entangled in a singlet state |Ψ−〉AB enters
in channels A and B while a single qubit in a precise state |+〉 enters in channel C.
The |+〉 state in the HC space is often referred as the ancilla state, i.e., a new element
that is entangled with the system and then measured, in order to obtain information
without completely destroying the system state.

At time t0 the system state (described in the density matrix notation) is simply the
composition of the entrance states:

ρinABC = ρinAB ⊗ |+〉 〈+|C

with ρinAB = |Ψ−〉 〈Ψ−|AB

where in apex stands for initial. It is convenient to stress here an important property
of the singlet state that will be widely employed in the following. The form of the
singlet state |Ψ−〉AB representation is invariant on the basis chosen for the spaces HA

and HB, so we will often substitute the classic representation

|Ψ−〉AB =
|0A1B〉− |1A0B〉√

2

that implies the choice of a specific HA and HB state base, with the more general:

|Ψ−〉AB =
|s〉A |s⊥〉B − |s⊥〉A |s〉B√

2

that leaves the freedom of choice of the basis (|s〉, |s⊥〉) for the singlet representation.
Between time t0 and t1 the Rz rotation is applied to the state on the HB space. This

operation is represented by the unitary operator

U1(z) = 1A ⊗ RzB ⊗ 1C
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acting on the system density matrix. All the identity operators 1 considered in our
work are obviously representable with 2-dimensional unitary matrices 12 therefore
from now on we will drop the obvious dimension subscript 2.

Between time t1 and t2 the controlled operation eiεσz with the state on HB as
control qubit and the state on HC as target qubit is applied to the state. Such
operation is represented by the unitary operator

U2(ε) = 1A ⊗ |0〉 〈0|B ⊗ 1C + 1A ⊗ |1〉 〈1|B ⊗ e
iεσz
C

acting on the system density matrix.
At the end of the circuit, between time t2 and t3, the inverse R†z rotation is applied

to the state on the HB space, and the operator on the system state is

U3(z) = 1A ⊗ R†zB ⊗ 1C

The overall action of the circuit on the state is then representable by the concatena-
tion of the Ui evolution operators Utotal ≡ Uz(ε) (in the following we’ll drop the
Hilbert space subscript when obvious thanks to the operator order)

Uz(ε) ≡ Utotal = U3(z) ◦U2(ε) ◦U1(z)

=
(

1⊗ R†z ⊗ 1
)(

1⊗ |0〉 〈0|⊗ 1 + 1⊗ |1〉 〈1|⊗ eiεσz
)(

1⊗ Rz ⊗ 1
)

= 1⊗ R†z
(
|0〉 〈0|

)
Rz ⊗ 1 + 1⊗ R†z

(
|1〉 〈1|

)
Rz ⊗ eiεσz

Remembering the definition of the rotation operators given in 5.1, Uz(ε) can be
written:

Uz(ε) = 1⊗ |wz〉 〈wz|⊗ 1 + 1⊗ |w⊥z 〉 〈w⊥z |⊗ eiεσz

And recognizing that |wz〉 〈wz| and |w⊥z 〉 〈w⊥z | are projectors

|wz〉 〈wz| = π+zB
|wz〉 〈wz| = π−zB

One can write Uz(ε) as:

Uz(ε) = 1⊗ π+zB ⊗ 1 + 1⊗ π−zB ⊗ e
iεσz

The final state at the end of the circuit is then (where fin stands for final)

ρ ′ABC = ρfinABC = Uz(ε)ρ
in
ABCU

†
z(ε)

=
(
π+zB + π−zB

(
eiεσz

)
C

)
ρABC

(
π+zB + π−zB

(
e−iεσz

)
C

)
= π+zB ρABCπ

+z
B (5.3a)

+ π+zB ρABCe
−iεσz
C π−zB (5.3b)

+ π−zB eiεσzC ρABCπ
+z
B (5.3c)

+ π−zB eiεσzC ρABCe
−iεσz
C π−zB (5.3d)

Note that the evolution depends both on the variable z that selects one of the two
possible rotations and on the variable ε which quantifies the intensity of the state
manipulation on the HC space.
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5.1.4 State measurement and probability

In the scheme presented in figure 5.2 each observer can perform measurements
only on its own channel (or, equivalently, Hilbert space); we suppose that the only
direct information any observer can gain about the system state comes from projective
measurements on its own part of the system. Being in a 2-dimensional Hilbert
space, the projective measurement consists in projecting the state onto 2 orthogonal
vectors; every Alice, Bob and Charlie measurement will be associated to a particular
2-dimension basis set.

Measurement basis

We label with x ∈ {0, 1} the two possible basis on which Alice can measure. Each
basis set Alice can choose from will be associated to two orthogonal vectors as follows:

x = 0 =⇒
{
|u0〉A , |u⊥0 〉A

}
x = 1 =⇒

{
|u1〉A , |u⊥1 〉A

}
We then label with a Alice’s measurement outcome and we associate to the projection
onto the vector |ux〉 the result a = 1 and to the projection onto the vector |u⊥x 〉 the
result a = −1.This scheme can be summarized as follows:

x = 0 =⇒
{
|u0〉A → a = 1, |u⊥0 〉A → a = −1

}
x = 1 =⇒

{
|u1〉A → a = 1, |u⊥1 〉A → a = −1

}
In exactly the same fashion we label with y ∈ {0, 1} the two possible basis Bob

can chose from, with |vy〉 and |v⊥y 〉 the two orthogonal vectors of each base, and we
associate the each base the measurement outcome b as follows:

y = 0 =⇒
{
|v0〉B → b = 1, |v⊥0 〉B → b = −1

}
y = 1 =⇒

{
|v1〉B → b = 1, |v⊥1 〉B → b = −1

}
Charlie, conversely to Alice and Bob, disposes only of one orthogonal base on which

he can project the HC state. We indicate the two orthogonal base vectors for Charlie
measure |t〉C and |t⊥〉C, and we associate to each projection result the measurement
outcome c as follows:

|t〉C → c = 1, |t⊥〉C → c = −1

A fundamental aspect of this scheme is that Charlie is the one who chooses what
rotation Rz and R†z to apply on the state on the HB space having two possible rotations
z ∈ {0, 1} to chose from:

z = 0 =⇒
{
R
†
0 |0〉B = |w0〉B , R

†
0 |1〉B = |w

†
0〉B
}

z = 1 =⇒
{
R
†
1 |0〉B = |w1〉B , R

†
1 |1〉B = |w

†
1〉B
}
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Measurement operators and probabilities

Now that we have characterized all the measurement basis we can build the objects
needed for a CHSH inequality (see section 2.3). First of all we define the operators
associated to the projective measurements as:

Aax = |uax〉 〈uax |A
Bby = |vby〉 〈vby|B
Cc = |tc〉 〈tc|C

As already introduced, the CHSH inequalities are build upon the conditioned prob-
abilities to obtain a certain correlated outcome between two observer in a precise
measurement configuration. In our case these conditioned probability reads P(ab|xy)
for Alice and Bob and P(ac|xz) for Alice and Charlie. The P(ab|xy) probability is
computed as:

P(ab|xy) =
∑
z

P(z)Tr(AzxB
b
yρ
′
AB(z)) with ρ ′AB(z) = TrC(ρ ′ABC(z)) (5.4)

The sum over the possible values of the variable z is due to the dependence of the
AB-system state over the rotation z-choice; the sum over all the ρ ′AB(z) weighted by
their probability makes the calculated probability independent from the z value.
P(ac|xz) probability is simply computed as:

P(ac|xz) = Tr(AaxC
c
zρ
′
AC(z)) with ρ ′AC(z) = TrB(ρ ′ABC(z)) (5.5)

Before proceeding with the probability calculation it is convenient to calculate ex-
plicitly the ρ ′AB(c) = TrC

(
ρ ′ABC(c)

)
and ρ ′AC(c) = TrB

(
ρ ′ABC(c)

)
partial system

states.

Partial trace calculation

Below we show some steps of the partial trace calculation on the C space in order to
get the ρ ′AB state. We start calculating the TrC on the four addends shown respectively
in equation 5.3a, 5.3b, 5.3c, 5.3d:

TrC
(
π+zB ρABCπ

+z
B

)
= π+zB ρABπ

+z
B (5.6)

TrC
(
π+zB ρABCe

−iεσz
C π−zB

)
= π+zB ρABπ

−z
B cos ε (5.7)

TrC
(
π−zB eiεσzC ρABCπ

+z
B

)
= π−zB ρABπ

+z
B cos ε (5.8)

TrC
(
π−zB eiεσzC ρABCe

−iεσz
C π−zB

)
= π−zB ρABπ

−z
B (5.9)

Consequently, summing the four contributes one get:

ρ ′AB = TrC
(
ρ ′ABC

)
= ρAB cos ε+ (1− cos ε)

(
π+zB ρABπ

+z
B + π−zB ρABπ

−z
B

)
(5.10)

Looking at equation 5.10, it is clear what is the role played by the ε parameter on the
determination of the ρ ′AB state. Let’s consider the following three example cases:
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• ε = 0 In this case the controlled gate acts as an identity, the evolution operator
becomes an identity Uz(ε) = 1A ◦ 1B ◦ 1C and ρ ′AB = ρAB;
• 0 < ε < π

2 For intermediate ε values the state becomes a linear combination of
the singlet state and the decohered state weighted by a function of the ε value;
• ε = π

2 In this case ρ ′AB is a completely decohered state.
In order to calculate the ρ ′AC system state we repeat the procedure above tracing

this time on the B space:

TrB
(
π+zB ρABCπ

+z
B

)
=
1

2
π−A ⊗ |+〉 〈+|C (5.11)

TrB
(
π+zB ρABCe

−iεσz
C π−zB

)
= 0 (5.12)

TrB
(
π−zB eiεσzC ρABCπ

+z
B

)
= 0 (5.13)

TrB
(
π−zB eiεσzC ρABCe

−iεσz
C π−zB

)
=
1

2
π+A ⊗

(
eiεσz |+〉 〈+| e−iεσz

)
C

(5.14)

Where

π+A = |wz〉 〈wz|A
π−A = |w⊥z 〉 〈w⊥z |A

are projectors on the HA space with |wz〉A, |w⊥z 〉A defined as the conjugate of the
|wz〉B, |w⊥z 〉B rotation base vector in HB for the Rz operator. Summing the previous
four contributes one get:

ρ ′AC = TrB
(
ρ ′ABC

)
=
1

2
π−A ⊗ |+〉 〈+|C +

1

2
π+A ⊗

(
eiεσz |+〉 〈+| e−iεσz

)
C

(5.15)

Probability calculation

It is now possible to calculate the conditional probabilities showed in equations 5.4
and 5.5. We start with P(ab|xy).

P(ab|xy) =
∑
z

P(z)TrAB
(
AaxB

b
yρ
′
AB(z)

)
= TrAB

((
|uax〉 〈uax |A ⊗ |vby〉 〈vby|B

)(
ρAB cos ε+(1− cos ε)

(
π+zB ρABπ

+z
B + π−zB ρABπ

−z
B

)))
(5.16)

Ignoring for a while the multiplicative factors, keeping in mind the possibility to write
a pure state with a unitary Bloch state vector notation and splitting this computation
into smaller parts one finds:

Tr
(
AaxB

b
yρAB(z)

)
=
1

4

(
1− ūax · v̄by

)
(5.17)

Tr
(
AaxB

b
yπ

+z
B ρAB(z)π

+z
B

)
=
1

8

(
1− ūax · w̄z

)(
1+ v̄by · w̄z

)
(5.18)

Tr
(
AaxB

b
yπ

−z
B ρAB(z)π

−z
B

)
=
1

8

(
1+ ūax · w̄z

)(
1− v̄by · w̄z

)
(5.19)
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It follows, composing the results in 5.17, 5.18, 5.19 as in 5.16, and keeping in mind
the property of Bloch state vectors2 for which we can convert the outcome apexes a
and b into multiplying factors, we have:

P(ab|xy) =
∑
z

P(z)
1

4

(
cos ε

(
1−ab(ūx · v̄y)

)
+(1− cos ε)

(
1−ab(ūx · w̄z)(v̄y · w̄z)

))
(5.20)

While the P(ac|xz) probability reads:

P(ac|xz) = TrAC
(
AaxC

cρ ′AC(z)
)
=

TrAC

((
|uax〉 〈uax |A⊗ |tc〉 〈tc|C

)(1
2
π−A⊗ |+〉 〈+|C+

1

2
π+A⊗

(
eiεσz |+〉 〈+| e−iεσz

)
C

))
(5.21)

and again splitting the trace into smaller parts and recomposing them together:

Tr
(
Aaxπ

−
A

)
=
1

2

(
1− ūax · w̄z

)
(5.22)

Tr
(
Cc |+〉 〈+|C

)
= δc,+ (5.23)

Tr
(
Aaxπ

+
A

)
=
1

2

(
1+ ūax · w̄z

)
(5.24)

Tr
(
Cc
(
eiεσz |+〉 〈+| e−iεσz

)
C

)
= δc,+ − c sin2 ε (5.25)

Where in equations 5.23 and 5.25 we are assuming that the projective measurement
on the HC space are made on the same base used for the initial state definition in the
HC space, namely: |t+〉C = |+〉C and |t−〉C = |−〉C (the + and − apex indicate the
c = 1 and c = −1 outcomes respectively). Composing the different terms together we
obtain:

P(ac|xz) =
1

2

(
1

2

(
1− ūax · w̄z

)
δc,+ +

1

2

(
1+ ūax · w̄z

)(
δc,+ − c sin2 ε

))
=
1

4

(
1+ c+−c sin2 ε

(
1+ aūx · w̄z

))
(5.26)

5.1.5 CHSH correlations and inequalities

We look now at the Exy and Exz correlations that compose the CHSH inequalities
of interest. Reminding that the correlations factor are in the form:

Exy =
∑
a=±1
b=±1

ab · P(ab|xy) Exz =
∑
a=±1
c=±1

ac · P(ac|xz)

And noting that given probabilities in the form

P(ab|xy) = Γ0 + aΓ1 + bΓ2 + abΓ3

P(ac|xz) = Γ∗0 + aΓ
∗
1 + cΓ

∗
2 + acΓ

∗
3

2 In Bloch representation orthogonal states in the direct space are represented by opposite vectors.
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(where Γi and Γ∗i are the appropriate coefficients in equation 5.20 and 5.26) the sum
over the a, b and c indexes gives Exy = 4Γ3, Exz = 4Γ∗3 . It follows that the correlation
factors are simply:

Exy =−
∑
z

P(z)

(
cos ε(ūx · v̄y) + (1− cos ε)(ūx · w̄z)(v̄y · w̄z)

)
Exz =− sin2 ε(ūx · w̄z)

At this point summing up the correlations to obtain the CHSH inequality3 we get for
Alice and Bob:

IABCHSH = Θ1 cos ε+Θ2(1− cos ε) = Θ2 + (Θ1 −Θ2) cos ε 6 2 (5.27)

with

Θ1 = −(u0 · v0 + u1 · v0 + u0 · v1 − u1 · v1) (5.28)

Θ2 = −
∑
z

P(z)
(
(u0 ·wz)(v0 ·wz) + (u0 ·wz)(v1 ·wz)+

(u1 ·wz)(v0 ·wz) − (u1 ·wz)(v1 ·wz)
)

(5.29)

and for Alice and Charlie we get:

IACCHSH = Θ3 sin2 ε 6 2 (5.30)

with
Θ3 = −(u0 ·w0 + u0 ·w1 + u1 ·w0 − u1 ·w1) (5.31)

Summarizing, we have finally obtained in equations 5.27 and 5.30 both the CHSH
inequality expectation values as function of the measurement basis for the system
under study.

Best set of measurements

At this point we want to find the best set of measurement basis for a double CHSH
violation. Defining x = sin2 ε and substituting it into the equations 5.27 and 5.30 the
CHSH inequalities read:

IABCHSH = Θ2 + (Θ1 −Θ2)
√
1− x 6 2

IACCHSH = Θ3x 6 2

It is convenient to make some consideration on the Θ1, Θ3, Θ3 parameters in order to
get some information about the measurement basis. In particular:
• Considering the IABCHSH expression we note that if Θ1 6 Θ2 than IABCHSH would

be an increasing function in ε. From the system description we know that when
x = 1 (ε = π/2), Charlie is performing a strong measurement on the state in
the HB space, and consequently Charlie is extracting all the information about
the state, thus for x = 1 necessarily Bob can’t observe a CHSH violation. In the
Θ1 6 Θ2 case we therefore have: IABCHSH(x) 6 I

AB
CHSH(1) 6 2, so follows that to

get a CHSH violation for Alice and Bob we must constraint Θ1 > Θ2.

3 We remind that the general formulation for a CHSH inequality is: I = E00 + E01 + E10 − E11 6 2
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• Studying now the IACCHSH expression we find immediately that to obtain a CHSH
violation we can impose the constraint Θ1 > 0. It follows that IACCHSH is an
increasing function of ε.

From the two previous observations, since IABCHSH must be a monotonically increasing
function, and IACCHSH must be a monotonically decreasing function of x, and since
we expect both functions to variate in the x ∈ [0, 1] interval from CHSH violation
to CHSH non-violation (and thus from ICHSH < 2 to ICHSH > 2) and vice-versa, it
follows that there will be only one x value such that IABCHSH and IACCHSH are equal. We
will call this value x̃ := {x ∈ [0, 1] | IABCHSH(x) = IACCHSH(x)}. It follows naturally that
if both the CHSH inequality are violated, at x̃ we have the stronger simultaneous
violation. It is therefore convenient to maximize the values IABCHSH(x̃) and IACCHSH(x̃).
First of all we find now x̃, being the solution of IABCHSH(x) = I

AB
CHSH(x). We get:

x̃ = β−
1

2
(α−β)2 +

1

2

√
(2β− (α−β)2)2 − 4(β2 − (α−β)2)

with α = Θ1/Θ3 and β = Θ2/Θ3. In all generality, this is an optimization problem
over 11 free real parameters. 10 parameters come from the vectors in the Bloch sphere
that define the Θi variables: two parameter per each of the vectors u1, v0, v1,w0,w1;
u0 is omitted since Θi are invariant for a rotation in the Bloch sphere so u0 can be
fixed. The last real parameter comes from the probability P(z).

This problem is computationally intensive, but we may simplify it making some
assumptions. The first assumption we make is on Θ3. Since IACCHSH depends only
on Θ3, it is natural to require that there is an ε configuration where such CHSH
parameter gets the highest possible, equal to the Tsirelson’s bound: Θ3 = 2

√
2 (see

section 2.3.1 for reference). This is accomplished choosing for example:

u0 = Z w0 = −
Z+X√
2

u1 = X w1 =
−Z+X√

2

At this point we are left with 5 free real parameters: v0, v1 and P(0). The numerical
optimization leads to the final choice

u0 = Z w0 = v0 = −
Z+X√
2

(5.32)

u1 = X w1 = v1 =
−Z+X√

2
(5.33)

and P(y1 = 0) being any number between 0 and 1. We notice that the basis set just
found is equivalent to the following:

w ′0 = v
′
0 = Z u ′0 = −

Z+X√
2

w ′1 = v
′
1 = X u ′1 =

−Z+X√
2

which has the advantage to be easier to implement experimentally (such equivalence
becomes clear looking at the definitions of Θ1 (5.28), Θ2 (5.29), and Θ3 (5.31) ).
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Given the first set of measurements (equations 5.32 and 5.33), the corresponding
Bloch vectors are:

~u0 = (0, 0, 1) ~u⊥0 = (0, 0,−1)

~u1 = (1, 0, 0) ~u⊥1 = (−1, 0, 0)

~w0 = ~v0 =

(
−
1√
2

, 0,−
1√
2

)
~w⊥0 = ~v⊥0 =

(
1√
2

, 0,
1√
2

)
~w1 = ~v1 =

(
1√
2

, 0,−
1√
2

)
~w⊥1 = ~v⊥1 =

(
−
1√
2

, 0,
1√
2

)
and we set probability P(z) = 1

2 .

CHSH expression

At this point, having explicitly expressed the u, w and v base vectors, it is now easy
to calculate the Θi values. Since u, w and v lie on the same two-dimensional space
we have ∑

z

P(z)(ux ·wz)(vy ·wz) =
1

2
ux · vy

and consequently Θ2 = 1
2Θ1. The inequalities in 5.27, 5.30 at this point read:

IABCHSH =
1

2
Θ1(1+ cos ε)

IACCHSH = Θ3 sin2 ε

Considering that we also have:

u0 ·w0 = u1 ·w0 = u0 ·w1 = −
1√
2

u1 ·w1 =
1√
2

u0 · v0 = u1 · v0 = u0 · v1 = −
1√
2

u1 · v1 =
1√
2

we get that Θ0 = Θ1 = 2
√
2 and finally:

IABCHSH =
√
2(1+ cos ε) (5.34)

IACCHSH = 2
√
2 sin2 ε (5.35)

These are finally the CHSH inequalities expectation values for Alice-Bob and Alice-
Charlie as a function of the parameter ε for the system showed in figure 5.2. Studying
these last equations emerges that there exist an ε-interval where both IABCHSH and
IACCHSH are violated.

We have therefore reached the goal we fixed at the beginning of this section,
showing that the system under investigation S, under certain constraints (namely, an
appropriate choice of the measurement basis and the selection of adequate ε values)
is capable of a tripartite Bell inequality. In figure 5.3 the functions 5.34 and 5.35

are plotted: it is easy to identify the ε-interval where both violations occur. The
maximum violation is found at sin2 ε = 3/4 where both the CHSH functions are
greater than 2. At x̃ the functions are equal to IABCHSH(x̃) = I

AC
CHSH(x̃) =

3
2

√
2 ∼ 2.12.
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Figure 5.3.: Alice-Bob (IABCHSH) and Alice-Charlie (IACCHSH) CHSH inequality expectation values for the best measure-
ments set as function of sin2(ε). The three-observer CHSH violation region is marked in green in the
graph. The maximum multiple-observer violation is achived at sin2 ε = 3/4.

5.2 experimental design

In the previous section, we described a physical system capable of double CHSH
violation, and we labelled it with S. The above description in terms of a logic
circuit composed by ideal operators has the feature to be fully general and easily
understandable but lacks of a intuitive connection with a real physical situation, that
is, a connection with an experiment capable of such double CHSH violation. In the
following, we will translate the previous description in terms of physical elements
and operations, we will introduce hence the experiment design D.

The first thing to chose in order to design the experiment is the typology of the
quantum objects we want to employ for our analysis. We’ve chosen photons as the
tool of our investigation; we will thus exploit intensively the photons-manipulation-
techniques proper of Quantum Optics to design the experiment (for a brief review of
the fundamental tools of quantum optics see C on page 93). In our experiment we
will use in particular two different information encoding schemes proper of quantum
optics, polarization and path encoding schemes.

5.2.1 Experimental scheme

The experimental design is showed in figure 5.4. In such scheme we see different
objects, which represent:

• The yellow circle is the starting point of our apparatus and it represents the
entangled photons source that produces a singlet state |Ψ−〉. The two photons
composing the singlet are sent one to the left of the source, and the other to the
right.
• On the left side of the source the A box represents Alice’s measurement appara-

tus that receive one half of the singlet state.
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Figure 5.4.: Experiment design D. The yellow circle represents the entangled photons source that produces a singlet
state |Ψ−〉, the red boxes marked with letter A and B represent Alice’s and Bob’s measurement apparatus
respectively, the light blue area identifies Charlie’s measurement apparatus. On the top of the schemes
there are the setup inputs, on the bottom the setup outputs.

• On the right side of the source the light blue area identifies Charlie’s measure-
ment apparatus which receives the second half of the singlet state.
• On the right of Charlie’s apparatus the B box represents Bob’s measurement

apparatus.

Alice and Bob’s measurement apparatuses consist simply in two devices that project
the photon polarization onto a selected polarization base. The x and y variables allow
to chose the measurement base of the two observers (x and y in the scheme are inputs
of the measurement devices); a and b are the outcomes of the measurement (and in
fact are represented as output of the measurement apparatus in the scheme).

The most interesting element of the design is Charlie’s apparatus, which we will
deeply analyse in the following. Looking at the scheme we see that two objects (|ψ〉
and |0∗〉) enter separately in the circuit. These objects are subsequently manipulated
and coupled together by a series of operators (Ry(θz) , R+y (θz) , U(ε1, ε2,φ) , BS),
and finally measured by Charlie or sent to Bob. We will now focus on the characteri-
zation of all the various elements (states and operators) and on the evolution of the
states through the apparatus.

|ψ〉 represent an half of a polarization-entangled singlet state; recalling the multiple
observer model given in 5.1 this is exactly the half of the entangled singlet on which
Bob and Charlie act through manipulations and measurements. Such state can always
be decomposed on an orthonormal polarization base, we choose here a vertical |H〉
and horizontal |V〉 polarization base, so we can express |ψ〉 = α |H〉+ β |V〉. The
coefficient of such decomposition will depend on the state of the other half of the
singlet sent to Alice and on the measurement base chosen by Charlie. This fact can
be easily seen as follows: the entangled photon source emits a singlet state that can
be written as |Ψ−〉 = |0〉|1〉−|1〉|0〉√

2
. Every time Alice measures the photon polarization

using one of her basis (x ∈ {0, 1}), she gets one out of two outcomes {|ux〉 , |u⊥x 〉}.
Labelling these outcomes a = + (if she measures |ux〉) and a = − (if she measures
|u⊥x 〉), and expressing the singlet state in terms of the Alice measurement base as
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|Ψ−〉 = |u⊥x 〉|ux〉−|ux〉|u⊥x 〉√
2

, we can write the state at Bob and Charlie side as |ψ〉 = |u−ax 〉,
where

|u−ax 〉 =

{
|u⊥x 〉 if a = 1

|ux〉 if a = −1
.

So |ψ〉 = |u−ax 〉 is the definition of the state entering in Charlie apparatus expressed in
Alice’s measurement basis. |ψ〉 in the Charlie chosen polarization base ({|wz〉 , |w⊥z 〉},
with z ∈ {0, 1}) reads:

|ψ〉 = |wz〉 〈wz|u−ax 〉+ |w⊥z 〉 〈w⊥z |u−ax 〉 = α |wz〉+β |w⊥z 〉

The first operator this state encounters in its evolution is the Ry(θz) box which
represents a state rotation in the Bloch sphere conditioned by the variable z that maps
the Charlie chosen measurement base {|wz〉 , |w⊥z 〉} to a reference {|H〉 , |V〉} polarization
base:

Rz |wz〉 → |H〉
Rz |w

⊥
z 〉 → |V〉

The state at this point can be expressed as: |ψ〉 = (α |H〉+β |V〉).
The other element entering Charlie circuit is |0∗〉; this is the ancilla state, a new

degree of freedom (a path d.o.f.) that, coupled with the |ψ〉 polarization d.o.f., allows
the double CHSH violation. In path encoding, the computational basis corresponds to
two non-overlapping spatial modes of the electromagnetic field, such as two gaussian
beams with different approximate wave-vector k1 ⊥ k2. In our scheme the ancilla at
the entrance of Charlie represents simply the initial direction of the entangled-photon
laser beam. The first operator |0∗〉 encounters is BS, a quantum gate that reproduce
the action of a beam splitter and whose action maps the initial path state to the new
ones as:

|0∗〉 7→ |1〉+ i |0〉√
2

where |0〉 , |1〉 are the new path states introduced by the beam splitter. At this point
the overall state inside Charlie apparatus is given by:

|ψ0〉 = (α |H〉+β |V〉)⊗ |1〉+ i |0〉√
2

At this point the overall state encounters the U(ε1, ε2,φ) conditional gate; this is the
element responsible for the degrees of freedom coupling. This operator acts differently
on the polarization degree of freedom depending on the path state introduced by BS.
This is the action that in practice enables non-locality correlation sharing between
multiple observers. Coupling the two different degrees of freedom in fact allows
the ancilla state to extract some information from the entangled half singlet state,
enabling for a double CHSH inequality violation. The action of the U(ε1, ε2,φ)
operator on the system state is the following:
• it adds a relative phase displacement ε1 between the vertical and horizontal

polarization vectors on the |1〉 path;
• while on the |0〉 path it adds a relative phase displacement ε2 between the

vertical and horizontal polarization vectors, and an overall phase displacement
φ between the paths.
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The overall system state at this point reads:

|ψ1〉 =
1√
2

((
α |H〉+ eiε1β |V〉

)
|1〉+ ieiφ

(
α |H〉+ eiε2β |V〉

)
|0〉
)

The state then encounters another BS operator which mixes the two path degree of
freedom and maps:

|0〉 7−→ |2〉+ i |3〉√
2

|1〉 7−→ |3〉+ i |2〉√
2

So the state at this point reads:

|ψ2〉 =
1

2

{[
ieiφ

(
α |H〉+ eiε2β |V〉

)
⊗
(
|2〉+ i |3〉

)]
+
[(
α |H〉+βeiε1 |V〉

)
⊗
(
|3〉+ i |2〉

)]}
=
1

2

{[
αi
(
eiφ + 1

)
|H〉+βi

(
ei(φ+ε2) + eiε1

)
|V〉
]
⊗ |2〉

+
[
α
(
−eiφ + 1

)
|H〉+β

(
−ei(φ+ε2) + eiε1

)
|V〉
]
⊗ |3〉

}
= iei

φ
2

{[
α cos

φ

2
|H〉+βei

(ε1+ε2)
2 cos

(
ε1 − ε2 −φ

2

)
|V〉
]
⊗ |2〉

+

[
−α sin

φ

2
|H〉+βei

(ε1+ε2)
2 sin

(
ε1 − ε2 −φ

2

)
|V〉
]
⊗ |3〉

}

= βei
(ε1+ε2)

2 |V〉 ⊗
[

cos
(
ε1 − ε2 −φ

2

)
|2〉+ sin

(
ε1 − ε2 −φ

2

)
|3〉
]

+α |H〉 ⊗
(

cos
φ

2
|2〉− sin

φ

2
|3〉
)

≡ Uφ |ψ3(ε1, ε2)〉 .

It’s immediate to see how the final state depends on the φ, ε1 and ε2 phase displace-
ments; we stress particularly the dependence on the φ displacement writing the final
state of this step as a function of φ: Uφ |ψ1〉. We notice that if φ = 0 we obtain

U0 |ψ3(ε1, ε2)〉 = α |H〉 ⊗ |2〉+βei
ε1+ε2
2 |V〉 ⊗

[
cos

ε1 − ε2
2

|2〉+ sin
ε1 − ε2
2

|3〉
]

(5.36)
while for φ = π we have

Uπ |ψ3(ε1, ε2)〉 = −α |H〉 ⊗ |3〉+βei
ε1+ε2
2 |V〉 ⊗

[
sin

ε1 − ε2
2

|2〉− cos
ε1 − ε2
2

|3〉
]

(5.37)
The last two operations executed on the state are:

1. the compensation of the relative displacement (ei
ε1+ε2
2 ) between |H〉 and |V〉

that appears in 5.36, 5.37 on both the path degree of freedom introducing an
opposite phase displacement e−i

ε1+ε2
2 = e−iε

′
;

2. the application of inverse polarization transformation executed at the beginning
on |ψ〉 in order to return to the chosen Charlie measurement base: R+y (θz) .
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The final state obtained before the measurement is therefore:

U0 |ψ3(ε1, ε2)〉 = α |wz〉 ⊗ |2〉+β |w⊥z 〉 ⊗
[

cos
ε1 − ε2
2

|2〉+ sin
ε1 − ε2
2

|3〉
]

(5.38)

Uπ |ψ3(ε1, ε2)〉 = −α |wz〉 ⊗ |3〉+β |w⊥z 〉 ⊗
[

sin
ε1 − ε2
2

|2〉− cos
ε1 − ε2
2

|3〉
]

(5.39)

5.2.2 Equivalence between experiment design and theoretical model

The only things we miss now is describe how the measurement is executed and
show how the experiment design D is equivalent to the system S. The two observers
execute measurements in the two different degrees of freedom:
• Bob measures on the polarization d.o.f.
• Charlie measures on the path d.o.f.

In our scheme we will measure only the outputs at the port |2〉.
We start describing Charlie measurement. The fundamental fact is that defining a

POVM measurement on our system characterized by the operators
{
(I⊗ |2〉 〈2|)U0,

(I⊗ |2〉 〈2|)Uπ
}

(with result c = + and c = − associated respectively to the first and
second operator), we get exactly the same results of the measurement Cc = |tc〉 〈tc|C
calculated in 5.26. In the following we prove this fact. Calling ρfinal0 the final state
density matrix in the case φ = 0, and ρfinalπ the final state density matrix in the case
φ = π, we easily find that:

P(+|xza) = Trpol

((
I⊗ |2〉 〈2|

)
ρfinal0

)
= α2 +β2 cos2

ε1 − ε2
2

=
∣∣〈wz|u−ax 〉∣∣2 + cos2

ε1 − ε2
2

∣∣∣〈w⊥z |u−ax 〉∣∣∣2
=
1

4

(
1+ auxwz

)[
1+ cos2

ε1 − ε2
2

]
(5.40)

P(−|xza) = Trpol
((
I⊗ |2〉 〈2|

)
ρfinalπ

)
= β2 sin2

ε1 − ε2
2

= sin2
ε1 − ε1
2

∣∣∣〈w⊥y1 |u−ax 〉∣∣∣2
=
1

4

(
1+ auxwz

)
sin2

ε1 − ε2
2

(5.41)

That is exactly what we obtained in 5.26 if we substitute ε1−ε2
2 to ε. So we can

conclude that detecting a photon on the path |2〉 when φ = 0 is equivalent to the
measurement of |+〉C, while detecting a photon on the path |2〉 when φ = π is
equivalent to the measurement of |−〉C.

We describe now Bob measurement. The final state density matrix for Bob (consid-
ering the polarization of the beam on the path |2〉) reads:

ρfinalBob,φ=0 =
[
α |wz〉+β cos

ε1 − ε2
2

|w⊥z 〉
]
·
[
〈wz|α+ 〈w⊥z |β cos

ε1 − ε2
2

]
ρfinalBob,φ=π =

[
β sin

ε1 − ε2
2

|w⊥z 〉
]
·
[
〈w⊥z |β sin

ε1 − ε2
2

]
Recalling that Bob’s measurement session is executed for one half with φ = 0, and the
other half with φ = π (this realizes the independence of Bob outcome from Charlie
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measurement setting), and that Bob’s measurement operator is Bby = |vby〉 〈vby|B (where
|vby〉 are a polarizaion vectors) we have that the measurement outcome probability
reads:

P(b|xya) =
1

2
Tr

(
Bbyρ

final
Bob,φ=0

)
+
1

2
Tr

(
Bbyρ

final
Bob,φ=π

)
=
1

2
Tr

(
Bby

(
|α|2 |wz〉 〈wz|+ |β|2 cos2

ε1 − ε2
2

||w⊥z 〉〉 〈w⊥z | (5.42)

+αβ̄ cos
ε1 − ε2
2

|wz〉 〈w⊥z |+ ᾱβ cos
ε1 − ε2
2

|w⊥z 〉 〈wz|
))

+
1

2
Tr

(
Bby

(
|β|2 sin2

ε1 − ε2
2

|w⊥z 〉 〈w⊥z |
))

and developing eq. 5.42, we obtain:

P(b|xya) =
1

2

(
1+ cos

ε

2
(u · v) + (w · v)(w · u)(1− cos

ε

2
)
)

(5.43)

that is exactly what we obtained in 5.20 if we substitute ε1−ε22 to ε.
Concluding, we have proved that the experimental design depicted in figure 5.4 give

exactly the same results in terms of outcome probability than the theoretical model
presented at the beginning of this chapter both for Bob and for Charlie. Consequently,
using the results of the previous section, we know that there exist a set of basis for
the measurement of the three observers that leads to a multiple CHSH inequality
violation for such experimental design. The only thing we miss at this point is to build
an apparatus that reproduces experimentally the operations and the manipulations
on the initial state described in D, that is what we are going to explain in the next
section.

5.3 apparatus

In this section we will describe precisely the experiment: what components we used
to perform the operations on the system state required by D, in which configuration
we mounted them and how we performed the measurements on the state. In this
section we will often use the properties of optical elements such as Beam Splitters
(BSs), Polarizing Beam Splitters (PBSs), Half Wave Plates (HWPs) and Quarter Wave
Plates (QWPs) discussed in C on page 93.

The optical circuit described in section 5.2 is implemented using the setup showed
in Figure 5.5. In our setup the polarization-entangled photons are produced by the
Sagnac source described in section 4.2 and sent to Alice, Bob and Charlie through
optical fibers.

Alice’s and Bob’s measurements

Alice and Bob have the same simple implementation scheme, highlighted in or-
ange and green respectively in the figure. The measurement scheme consists
of an Half Wave Plate (HWP1 and HWP6 respectively) followed by a Polarizing
Beam Splitter (PBS) with two single-photon avalanche photo-diodes (SPADs) de-
tectors placed at its output ports. This scheme allows for any strong polarization
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Figure 5.5.: Scheme of the experimental setup. The polarization-entangled photon-pair source comprises a PPKTP
crystal, in a Sagnac interferometer, pumped by a laser diode at 404.5 nm. The entangled photons are
collected and sent to Alice, Bob and Charlie apparatuses. Alice and Bob implement a scheme, consisting
of a HWP (HWP1 and HWP6) and a PBS, to measure the polarization on two linear basis. The trans-
mitted and reflected photons from the PBS are detected by single photon avalanche diodes. Charlie’s
apparatus performs the weak measurement. HWP2 and HWP5 implement the transformations Ry(θz)
and R+

y (θz), respectively. HWP3 and HWP4 are placed in a sagnac interferometer with clockwise and
anticlockwise paths spatially separated. In particular, HWP3 (HWP4) is placed in the clockwise (anti-
clockwise) path, and is used as a phase retarder between horizontal and vertical polarization. The phase
difference between the two paths is adjusted by tilting a thin glass plate. Finally, a liquid crystal is used
as a phase retarder between horizontal and vertical polarization.

measurement on the X-Z plane of the Bloch sphere. It is straightforward to see
that keeping the HWPs with the fast axis parallel to the reference |H〉 polariza-
tion direction Alice and Bob execute a polarization measurement on the compu-
tational basis {|H〉 , |V〉}. In order to measure on an arbitrary polarization basis{
|a〉 = cos α2 |H〉+ sin α2 |V〉 , |a⊥〉 = − sin α2 |H〉+ cos α2 |V〉

}
on the X-Z plane of the

Bloch sphere, it is necessary to perform a polarization rotation around the y-axis
Ry(θ) before the PBSs, such that

Ry(θa) |a〉 = |H〉 , and Ry(θa) |a⊥〉 = |V〉

where θa = −α = 2 arccos (〈H|a〉). This state rotation can be implemented by rotating
a HWP of an angle θa/4, since the HWP characteristic equation is: ΛHWP(θa/4) =
Ry(θa)σz. It is worth notice that the presence of the σz after the HWP rotation matrix
has no effect in our polarization measurement (that is insensitive to the relative phase
between |H〉 and |V〉).

Charlie’s measurement

Charlie’s apparatus performs the general measurement. We list in the following
how the circuit elements in figure 5.4 are practically implemented by the elements in
figure 5.5.
• Two HWPs (HWP2 and HWP5 in figure) are used to rotate and reset the

polarization base vectors of the incoming state |ψ〉 and of the state outgoing the

49



experiment

interferometer, implementing thus the transformations Ry(θz) and R+y (θz) in
figure 5.4 that allow for Charlie’s measurement base choice.
• A beam splitter (the only BS in figure) is used both to split the initial path degree

of freedom in two and to mix at the output the two Charlie’s path degrees of
freedom thanks to the Sagnac configuration of the interferometer. BS therefore
implements the action of both the operators BS in figure 5.4.
• Two HWPs (HWP3 and HWP4 in figure) are used to introduce the two relative

phase ε1 and ε2 difference between |H〉 and |V〉 polarization inside the interfer-
ometer on the two different path. ε1 and ε2 are adjusted by tilting HWP3 and
HWP4 along their fast axis.
• A thin glass plate intercepting only one of the two path of the interferometer is

used to introduce the phase difference φ between the two paths. φ is adjusted
by tilting the glass slide.
• A liquid crystal (LQ in figure) is used as the phase retarder of e−iε

′
between

horizontal and vertical polarization that is necessary in order to obtained the
desired final state.

5.3.1 Apparatus description

The experimental scheme just described is mounted on the optical bench and exploit
the polarization-entangled photons generated by a sagnac interferometer equipped
with a 30 mm PPKTP crystal, pumped with a 404.5 nm CW laser that produces pairs
of photons at 809 nm. Both the outputs of the interferometer are collected with a
single-mode optical fiber, and one fiber outcome is sent to Alice, while the other is
sent to Bob and Charlie.

In figure 5.6 we show a photo of Alice’s setup. Alice’s measurement setup is
preceded by a three-coil polarization controller and a half-wave plate (HWP), with
horizontal fast axis, which tilts around its vertical axis. These elements implement an
arbitrary and easily manipulable unitary transformation on the photon sent to Alice
that is fundamental to correct the source-phase and the transformation induced by
fiber birefringence. Manipulating these two elements, we can obtain comfortably a
singlet state |Ψ−〉, as pointed out in section 4.2. The elements needed to implement
Alice’s measuremet scheme (visible in picture) are listed below:
• the half-wave plate (HWP1) needed to implement the basis choice, that is

mounted on a mechanized rotation mount controlled by a personal computer;
• the PBS that allows for a measurement in the computational basis {|H〉 , |V〉},

whose outputs are collected by two multi-mode optical fibers and directed into
the SPADs.

A linear polariser is used to filter out the residual |H〉 polarization present in the
reflected beam.

Bob’s measurement apparatus is shown in figure 5.7 and is very similar to Alice’s
one. The only difference with respect to Alice’s setup are the collection fibers, which
in this case are single-mode fibers. This is needed by Charlie which uses Bob’s side
counts to measure his outcomes; Charlie requires beam spatial mode filtering in order
to obtain a good interference visibility between the clockwise and the anticlockwise
arms of the interferometer.
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Figure 5.6.: Setup used for Alice’s measurement. Alice’s measurement setup consists of a half-wave plate (HWP1)
and a polarizing beam-splitter (PBS) whose outputs are collected by multi-mode fibers and sent to two
SPADs. The reflected arm of the PBS is filtered by a linear polariser.

Figure 5.7.: Setup used for Bob’s measurement. Even in this case HWP6 is placed on a mechanized rotation mount,
followed by a PBS that performs the measurement in the {|H〉 , |V〉} basis. The reflected arm of the PBS
is filtered by a linear polariser.

In figure 5.8 we show the practical implementation of the sagnac interferometer
showed in the scheme 5.5. The computational basis of Charlie’s path encoding are
implemented using the clockwise and anticlockwise beam propagation direction
inside the interferometer.
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Figure 5.8.: Charlie’s measurement setup. The beam coming out from the fiber crosses a 3nm band-filter and an
half-wave plate (HWP2) before entering into the Sagnac interferometer. A BS generates the clockwise
and anticlockwise arms of the interferometer, the two arms inside the interferometer are separated by
1 cm. Both arms are equipped with a half-wave plate (HWP3 and HWP4) and a glass. At the output of
the interferometer, the beam crosses a couple of liquid crystals (LQ) and a half-wave plate (HWP5). At
the bottom-left side of the figure is possible to see before HWP6, the element that start Bob measurement
apparatus.

Before entering Charlie’s setup, the photon spectrum is filtered by a band-pass
filter centred at 808nm and 3nm-wide. This is done in order to remove unwanted
wave-length photons virtually produced by the source4 whose presence would be
harmful to our purposes. Different wave-length photons would in fact face different
phase transformations interacting with the various optical elements in our circuit,
preventing us to obtain the desired photon manipulation and interference. After
passing the band-pass filter the beam pass through an HWP2 placed on a motorized
rotation mount, such waveplate is used to select the measurement basis. The beam
then encounters a beam-splitter (BS), which creates a superposition of clockwise and
anticlockwise arm. The two arms are separated by 1 cm in order to make it possible
to place different optical elements on the two arms. Because of the short coherence
length of the photons produced by the source, it is necessary to maintain as equal as
possible the optical path length of the beams on the two arms of the interferometer in
order to see interference at the exit of the BS. This practically translates into placing
the same optical elements on both the arms of the interferometer.

Each arm has a half-wave plate, with the fast and slow axes correspondent to the
|H〉-|V〉 basis, which is tilted around its vertical axis in order to introduce a phase

4 The production of photons at a different wavelength than the 809nm expected by our source was
not predicted at all. Nevertheless testing and characterizing the apparatus we obtained unexpected
results that we were unable to justify. We solved that situation only placing this band-filter on the
incoming beam, so that became experimentally evident that photons at different wavelength that the
one expected were produced by the source, and were compromising the experiment outcome. We didn’t
investigate further this different wavelength photons production and we solved the problem by keeping
the band-pass filter for all the duration of our measurements.
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displacement between the |H〉 and the |V〉 polarization. The cumulative effect of these
plates, the mirrors and the beam-splitter gives a relative phase ε1 (ε2) between the
two polarizations for the two arms.

Both arms are also equipped with an equal-thick glass plate. The one that intercept
the anticlockwise beam is fixed and kept perpendicular to the beam, while the one
that intercept the clockwise beam is mounted on a mechanized rotator stage which
allows to tilt the wave plate around its vertical axis. By tilting this glass plate, it is
possible to control the relative phase displacement φ between the two arms of the
interferometer.

At the output of the interferometer, two liquid-crystals are placed in order to
implement the e−iε

′
transformation required to obtain the desired final state.

Finally, HWP5, placed on a motorized rotation mount implements the inverse of the
basis selection transformation applied before the entrance of the interferometer. This
concludes Charlie’s state manipulation.

As previously said, photons are detected using four SPADs, two at Alice’s side
and two at Bob’s and Charlie’s side, whose detection events are tagged using a 81ps
resolution time-tagger. Both the acquisition of the time-tags and the control of
the experiment is implemented using a personal computer, equipped with a Linux
operating system and a custom software implemented in Python.
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6
E X P E R I M E N TA L R E S U LT S

In this chapter, we discuss the experimental results obtained. We will organize the
discussion as follows:
• In the first section, we will discuss the apparatus characterization, that is, all the

preliminary tests made on the apparatus that are necessary to check its correct
functioning.
• In the second section, we will discuss the state preparation procedure to follow

in order to correctly set the apparatus before any run of the experiment.
• In the third section, the obtained experimental results will be presented and

discussed.

6.1 apparatus characterization

After mounting the apparatus the first thing we have done was testing it. We
firstly have checked the interferometer, modelling in the first place the expected
behaviour of the various optical elements that compose it, and subsequently testing
them experimentally. As already stressed in the previous chapter, to reach the scope
of the experiment it is fundamental to be able to control the global phase displacement
between the two arms of the interferometer φ, and the relative phase displacement
between |H〉 and |V〉 polarizations on both arms (ε1, ε2).
The optical elements responsible for the introduction of the φ phase displacement
are the two glass slides mounted inside the interferometer. In section 6.1.1 we have
modelled and tested the glasses slide behaviour.
The optical elements responsible for the introduction of the ε1 and ε2 relative phase
displacement are the HWPs mounted inside the interferometer. In section 6.1.2 we
have modelled and tested the HWPs behaviour.

6.1.1 Glass Slide Characterization

Every material is characterized by a specific refractive index n. A laser beam can
be modelled very easily as a monochromatic electromagnetic wave characterized by a
certain frequency and amplitude (for a brief review of classical optics instruments and
results see B on page 83). An electromagnetic wave, that is characterized by a vacuum
wavelength λ0, when passing trough a material with refractive index n, changes its
wavelength to λ = λ0

n . The phase φ∗ of a time independent EM wave is linked to its
wavelength and to its propagation distance x by the relation φ∗ = 2π

λ x. It is clear then
that varying one of the two quantities x or λ (this second is manipulable via n), is
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possible to adjust the EM wave phase (and thus a generic laser beam phase). Since
our goal is to add a phase displacement between the clockwise and the anticlockwise
laser beams inside the interferometer we inserted two glass slides that intercept the
two paths; tilting the glass that intercepts the clockwise beam we are able to modify
the Optical Path Length Difference between the two beams and thus we can introduce
the desired phase displacement φ∗.

This fact can be modelled easily: the phase introduced by a tilted glass with
thickness d and inclination angle θg (that is the angle between the glass slide and
the plane perpendicular to the laser beam) to the laser beam propagating through it1,
and the phase introduced by the fixed glass to the other laser beam read respectively:

φclockwise =
2π

λ0

d

cos θg
ng φcunterclockwise =

2π

λ0
dng

where ng is clearly the refraction index of the glass, and λ0 the EM vacuum wave-
length. The phase displacement between the two beams introduced by the glass slide
is then:

∆φ = φclockwise −φcunterclockwise

=
2π

λ0

( 1

cos θg
− 1
)
d (ng −na)

=
( ξg

cos θg
+∆φ0

)
with na the refraction index of air, ξg = 2π

λ0
d (ng −na) and ∆φ0 a phase factor that

collect the initial phase difference multiplied by ξg. We can now express the intensity
of the interference between the two beams at the output of the interferometer as a
function of θg:

I(θ) = I0 sin2
(

ξg

cos θg
+∆φ0

)
(6.1)

where I0 is the maximum intensity. Considering the indicative values of the quantities
characterizing our system (λ ∼ 10−6m, d ∼ 10−3m and ng − n0 ∼ 0.4) we expect
ξg ∼ 103.

Experimental characterization

In an experiment we inject photons in a mixed state of polarization |H〉 and |V〉
inside the interferometer, and we then measure at the output port on the basis |H〉
and |V〉. We observe the variation of the intensity while changing the incident angle
of the glass slide; this is shown in figure 6.1.

Fitting the experimental data with the following ansatz

I(θ) = I0 sin2
(

ξg

cos(θg − θ0)
+∆φ0

)
+N0 (6.2)

per each channel, we get a very good agreement with the model (N0 in the equation
is kept to take into account the noise).

We note the following facts:

1 In the following we approximated the beam inside the glass as a straight line, neglecting thus the beam
refraction inside the glass. This happens to be a good approximation in cases of small θg.

56



6.1 apparatus characterization

−0. 15 −0. 10 −0. 05 0. 00 0. 05 0. 10

θg

0

5000

10000

15000

20000

25000

30000

C
ou
n
ts

Horizontal Polarization Fit

Horizontal Counts

Vertical Polarization Fit

Vertical Counts

Figure 6.1.: Photon counts measured on |H〉 (blue squares in the figure) and |V〉 (orange circles in the figure) polar-
ization base for several glass slide θg angles expressed in radians. In this measurement the interferom-
eter was equipped with only the two glass slides. In this example the horizontal polarization counts are
fitted by the function PH = 19000 · sin2( 1180

cos(θg+2.21)
+ 2.62), while the vertical polarization counts

are fitted by PV = 20000 · sin2( 1180
cos(θg+2.21)

+ 2.21).

• ξg is of the order of 103 and is independent on the polarization which is
consistent with the isotropy of the glass;
• ∆φ0 is slightly different in the two channel, probably due the action of the

mirrors and of the beam splitter which introduce a phase displacement between
the two polarizations.
• The maximum visibility is around 98% for both channels, and it is obtained for

angles [0, 0.05] in figure 6.1.

We concluded than the two glass slides were suitable for the implementation of the
phase displacement between the two interferometer arms.

6.1.2 Half Wave Plate Characterization

This time our aim is to test an optical element capable of adding a tunable relative
phase displacement between the two polarization |H〉 and |V〉 of the beam. To
implement such operation we use an HWP endorsable around the |H〉 axis with fast
axis parallel to |H〉. Since the HWP is birefringent with the two different refractive
indexes nH and nV , follows immediately that tilting it we can change the phase
difference between the |H〉 and |V〉 polarizations.

The mathematical model of the HWP behaviour is very similar to the glass slide
one, we only have to consider the two polarizations separately. The phases introduced
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Figure 6.2.: Photon counts measured on |H〉 (blue squares in the figure) and |V〉 (orange circles in the figure)
polarization base for several half wave plate θWP angles expressed in radians. In this measure the
interferometer was equipped with two glass slides and two wave plates. In this example the horizon-
tal polarization counts are fitted by the function PH = 28000 · sin2( 518.7

cos(θWP−0.132) − 1.55)+ 1016,

while the vertical polarization counts are fitted by PV = 20000 · sin2( 514.5
cos(θWP−0.132) − 2.94)+ 883.

by an HWP tilted by an angle θWP with respect to the same beam propagating though
air are:

φH =
ξH

cos θWP
+φ0H ξH =

2π

λ
d(nH −n0)

φV =
ξV

cos θWP
+φ0V ξV =

2π

λ
d(nV −n0)

and the expected intensities at the output of the interferometer when the arms are
interfering are:

IH(θ) = I0H sin2
(

ξH
cos θWP

+∆φH

)
(6.3)

IV(θ) = I0V sin2
(

ξV
cos θWP

+∆φV

)
(6.4)

Experimental characterization

In an experiment, we injected photons in a mixed state of polarization |H〉 and
|V〉 inside the interferometer, measuring at the output port on the basis |H〉 and |V〉.
We observe the variation of the intensity while changing the incident angle of the
half wave plate; this is shown in figure 6.2. Fitting the experimental data with the
following ansatzs

IH(θ) = I0H sin2
(

ξH
cos(θWP− θ0H)

+∆φH

)
+N0H

IV(θ) = I0V sin2
(

ξV
cos(θWP− θ0V)

+∆φV

)
+N0V
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Figure 6.3.: Example of the procedure to evaluate the relative phase difference ε∗ given by the interfer-
ometer between the horizontal (blue squares in figure) and vertical polarization (orange cir-
cles in figure). In this example the horizontal polarization counts are fitted by the function
PH = 8600 · sin2( 1185.5

cos(θ−0.356) + 2.45)+ 98, while the vertical polarization counts are fitted by

PV = 11000 · sin2( 1185.5
cos(θ−0.356) + 1.40)+ 68. θ is the rotation angle of the glass plate expressed

in radians. The phase difference ε is thus 1.049± 0.004. The glass angle θ is expressed in radians.

where N0H and N0V take into account the noise, we get a very good agreement with
the model. We note the following facts:
• ξH and ξV are of the order of 103 and depend on the polarization, in particular
ξH − ξV ≈ 4;
• with this method we can identify the fast axis of the HWP that in this case is

horizontal, since ξH < ξV .

6.1.3 Polarization shift characterization

Thanks to the equations 6.3 and 6.4 the polarization phase displacement ε∗ can be
straightforwardly be expressed as a function of θWP through

ε∗ = ∆φH −∆φV =
ξH − ξV
cos θWP

+φ0H −φ0V (6.5)

It follows that tilting the HWPs we can control the polarization phase displacement
on the two arms and we can set ε∗ (via θWP) to be equal to the desired ε of our
model. Experimentally, we retrieve the ε∗ value of a certain HWPs configuration by
fixing the HWPs in a certain position, and then fitting with equation 6.2 the |H〉 and
|V〉 polarization interference pattern obtained moving the tiltable glass in order to
obtain ∆φ0,H and ∆φ0,H. ε∗ is at this point simply the difference between the two
polarization phase offset:

ε∗ = ∆φ0,V −∆φ0,H

In figure 6.3 we show an example of the interference pattern used to retrieve ε∗. In
figure 6.4 we give a visual representation of the ε∗ dependence on θWP showing
several interference patterns obtained at increasing θWP inclination angle. The graphs
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are obtained keeping fixed the position of one of the two HWP and tilting the second
HWP of 5

◦ at every measurement, starting from a condition where both the HWPs
are perpendicular to the laser beam. Finally, in figure 6.5 we have tested our model
plotting the ε∗ values obtained with the analysis shown in figure 6.4 in function of
the tilting angle θWP, and then fitting the data with the equation 6.5. The obtained
results are in good agreement with our model.

We finally remember here a fundamental result that we already obtained in 5.2.2 that
is the link between the experimental phase shift on the two arm of the interferometer
ε1 and ε2, and the measurement strength parameter ε:

ε =
ε1 − ε2
2

(6.6)

6.1.4 System stability

Since our experiment heavily depends on the ε value esteem to characterize the
strength of the measurement executed by Charlie, it’s clear that this is a very sensible
parameter of our experiment, on witch we want a good confidence.

In the previous section we explained how the procedure used to evaluate ε relies
basically on the difference between two parameters retrieved from a fit over the
interference of |H〉 and |V〉 polarizations. The error associated to the ε in this way
evaluated would be given by a simple ∆φ0,V and ∆φ0,H error propagation. This
procedure takes into account just the fit errors but totally ignores other important
factors such as possible movement systematic errors (offsets, rotation inaccuracies) or
fluctuations of the environment conditions.

In order to better evaluate the ε parameter error and to estimate its stability (we
are particularly concerned about the stability because of the repeated CHSH measure-
ments we want to do), we executed a repeated ε parameter evaluation for a period of
time of thirteen hours. We set up the apparatus to repeat an interference measurement
over a whole night keeping fixed all the experimental parameters (except for the
tilting glass angle that had to move to execute the interference measurement) and we
subsequently esteemed the ε parameter for all the measurements and looked at the
parameter stability. In figure 6.6, we show the result of such measurement. The ε
parameter distribution so obtained was used to evaluate its error. The statistical error
in fact, differently from the one obtained by the fit error propagation, keeps in regard
all the aspects of the experiment and it is therefore considered the more accurate.

In figure 6.7, we show another interesting graph related to the night measurement.
In the graph, the trends over the night of all the equation 6.2 fit parameters are
plotted. Looking at the graph, we notice that ∆φ0,H and ∆φ0,V are pretty stable (and
consequently the same holds for the phase difference ε as already seen in figure 6.6).
Conversely the intensity (I0) and the offset angle (θ0) show an evident variation
during the night. The I0 variation highlights a beam polarization variation probably
due to the relaxation and to the effect of the environment stabilization on the optical
fiber, while the θ0 variation highlights a fine (and negligible) dependence of the
rotator offset from the environment conditions. Both the variations just pointed out
are of no importance to the purpose of our experiment.
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Figure 6.4.: |H〉 (blue squares) and |V〉 (orange circles) interference patterns obtained keeping fixed one HWP and
tilting the second HWP of 5

◦ more at every subsequent measure. The interferometer was equipped with
two glass slides and two wave plates. On the x-axis is represented the glass slide angle expressed in
radians. The interference pattern are fitted with equation 6.2.

6.2 state preparation procedure

Now that we have characterized the apparatus, showing that is capable of all the
optical state manipulations required by the model in section 5.2, we need to prepare
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Figure 6.5.: ε∗ phase displacement between |H〉 and |V〉 polarizations in function of the HWP inclination angle
θWP . The ε∗ value plotted are those obtained by the analysis shown in figure 6.4 (it is worth notice that
in this graph we cover a wider θWP range than the previous figure for a matter of graph dimension).
The interferometer was equipped with two glass slides and two wave plates, and the curve that fits the
data is: ε∗ = ε = 2.24

cos(θWP+0.25) − 0.13.
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Figure 6.6.: Estimation of the ε phase displacement over several measurements lasting for a period of thirteen
hours. (Left) Each point in the graph represents a different estimation of ε (Right) ε value distribution.
The gaussian curve that fits the data is characterized by a mean value µ = −0.5975 and a standard
deviation σ = 0.0025. The standard deviation of the distribution was used to evaluate the error on the
estimation of ε.

62



6.2 state preparation procedure

0 10000 20000 30000 40000 50000
6000

6500

7000

7500

8000

8500

9000

9500
I0 trend

Horizontal Polarization

Vertical Polarization

0 10000 20000 30000 40000 50000

0.0002

0.0003

0.0004

0.0005

0.0006

0.0007

0.0008
+3.559e 1 θ0 trend

Horizontal Polarization

Vertical Polarization

0 10000 20000 30000 40000 50000
2.0

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8
∆φH and ∆φV trend

Horizontal Polarization

Vertical Polarization

0 10000 20000 30000 40000 50000
60

80

100

120

140

160
N0 - Noise

Horizontal Polarization

Vertical Polarization

0 10000 20000 30000 40000 50000
0.604

0.602

0.600

0.598

0.596

0.594

0.592

0.590
ε - Phase difference

Figure 6.7.: Fit parameter variation over a thirteen hours time interval. The blue squares in the graphs represent the
|H〉 polarization parameters, the red circle represent the |V〉 polarization parameters. On the x-axis is
represented the time interval (in second) from the first measure performed. Looking at the graph we
notice that while ∆φ0,H, ∆φ0,V and ε are stable over the night, I0 and θ0 are not.
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the state for the actual multiple observer CHSH inequality violation. In the theoretical
model we saw that the starting point of all the analysis was a maximally entangled
double photon singlet state. Such state is produced by the Sagnac source described
in 4.2 and the two entangled photons are transmitted to Alice and Bob & Charlie
through two optical fibers.

In our experiment, we have to take into account that the various optical elements
of the apparatus are not ideal, and thus they modify the photon state interacting
with them with manipulations that can be represented by unitary matrices acting
on the photon state. The interferometer, for example, introduces a generic phase
displacement between |H〉 and |V〉 polarization due to the action of the mirrors
inside it, while the optical fibers introduce a generic unitary transformation to
the photons that pass through them, adding both a random polarization phase
displacement φ ′ between |H〉 and |V〉 (α |H〉+β |V〉 7→ α |H〉+ eiφ ′β |V〉) and rotat-
ing the |H〉 and |V〉 reference polarization base to a new generic orthogonal base
(α |H〉+ eiφ ′β |V〉 7→ α |w〉+ eiφ ′β |w⊥〉).

Experimentally we have to take into account these effects and, in order to get some
results, we must correct them performing a state preparation procedure. The state
preparation is divided in two steps:
Source alignment Here we prepare the initial singlet state using only one arm of

the interferometer. We correct the phase displacement introduced by the in-
terferometer to the photon passing through it and we retrieve the singlet state
manipulating Alice photons while looking at Alice and Bob coincidences.

Interferometer optimization Here we prepare the state we want to analyse setting
the desired ε strength parameter and removing the eiε phase displacement
between |H〉 and |V〉.

6.2.1 Source alignment

To align the source we use a single arm of the interferometer (the one with the
fixed wave plate). First of all we need to compensate the phase shifts between |H〉
and |V〉 introduced by the mirrors of the interferometer operating as follows:
• we send to Bob a 20 mW 808 nm laser whose high intensity eases the procedure;
• we block the interferometer arm that pass through the endorsable HWP;
• we polarize vertically the laser beam using a linear polarizer placed before

HWP2 (see figure 5.5);
• we set the HWP2 22.5◦ to have the |+〉 state entering the interferometer;
• we set the HWP6 at 22.5◦ so that Bob is measuring on the basis {|+〉 , |−〉}.

The unitary operator describing the action of the interferometer’s arm plus the liquid
crystal before HWP6 has the form

U = |H〉 〈H|+ eiφ ′ |V〉 〈V |

for some angle φ. The state before Bob’s measure is then

|ψ〉 = 1

2
(|H〉+ eiφ ′ |V〉)

and the outcomes probability for Bob are

|〈±|ψ〉|2 = 1

2
(1± cosφ ′)
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Varying the phase displacement given by the liquid crystal to the state (by tuning the
electric voltage on the LC) we can control the value of φ ′. Since we want cosφ ′ = 1,
we tune the LC action until we find the minimum for the | 〈−|ψ〉 |2 probability.

The following step consist in manipulating Alice’s photon state in order to retrieve
the best possible singlet state shared between Alice and Bob. This is achieved by
following this procedure:
• first of all we send both to Alice and Bob the output of the Sagnac source, and we

remove the polarizer before the interferometer used in the previous procedure;
• using a software specifically developed, we check the detected photons coinci-

dences between Alice and Bob in all the possible measurement basis configuration
(rotating HWP1, HWP6 and HWP2 & HWP5);
• we manipulate Alice’s photon by tuning the Alice’s three-coil polarization con-

troller and the endorsable half wave plate until we get the best singlet state
visibility in all the measurement basis.

Once prepared the singlet state we proceed then with the interferometer optimiza-
tion.

6.2.2 Interferometer optimization

Once the source has been aligned, we proceed firstly tilting the HWPs inside the
interferometer to get the desired phase shift between |H〉 and |V〉, and then tuning
the LC voltage in order to compensate the relative phase ei

ε1−ε2
2 . The relative phase

displacement can be compensated performing the following steps:
• for the first time we let look at the interference between the two arms of the

interferometer removing the stopper used for the previous procedures;
• we set Alice to measure on the |+〉 and |−〉 basis, therefore, since the state

has been prepared to be a singlet, Bob knows what is the state entering the
interferometer (either |−〉 or |+〉);
• the HWP2 is rotated at 45 degrees, to left unaltered the obliquely polarized

entering state;
• we set Bob to measure on the |+〉 and |−〉 basis.

The action of the interferometer for a global phase shift φ = 0 is given by equa-
tion (5.36), and, looking only at the port |2〉, the output state is

|ψ〉 = |H〉 ± ei
ε1+ε2
2 cos

ε1 − ε2
2

|V〉 for Alice ′s outcome∓

Suppose that the LC apply a phase retardation of χ, then Bob receives

|ψ〉 = |H〉 ± ei(χ+
ε1+ε2
2 ) cos

ε1 + ε2
2

|V〉 for Alice ′s outcome∓

The outcome probabilities of Bob’s measurement, conditioned on the Alice’s outcome
±, are:

P(b = +|a = ∓) = | 〈+|ψ〉 |2 = 1

2

(
1+ cos2

ε1 + ε2
2

± 2 cos
ε1 + ε2
2

cos
(
χ+

ε1 + ε2
2

))
P(b = −|a = ∓) = | 〈+|ψ〉 |2 = 1

2

(
1+ cos2

ε1 + ε2
2

∓ 2 cos
ε1 + ε2
2

cos
(
χ+

ε1 + ε2
2

))
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Since we want cos
(
χ+ ε1+ε2

2

)
= 1, we act on χ to maximize P(b = +|a = −) and

minimize P(b = −|a = −) or minimize P(b = +|a = +) and maximize P(b = −|a =

+).
We conclude in this way the state preparation procedure and we are ready to run

the experiment.

6.3 experiment procedure

Once completed the singlet state preparation and the interferometer optimization,
we can start to collect the necessary data to evaluate the CHSH parameter of a certain
ε-configuration.

The experimental evaluation of the CHSH parameter is obtained calculating the
conditional probabilities P(ab|xy) and P(ac|xz). These two conditional probabilities
are calculated as follow:

P(ab|xy) =
N(xy)

N(ab|xy)
with N(xy) =

∑
a=±1
b=±1

N(ab|xy)

P(ac|xz) =
N(xz)

N(ac|xz)
with N(xz) =

∑
a=±1
c=±1

N(ax|xz)

Where N(ab|xy) and N(ac|xz) are respectively the number of coincidences with
outcome ab, ac detected while measuring in the xy and xz basis configuration.
Hence, for every experiment run, we have to record the coincidences of 32 basis
configurations. In order to obtain comparable coincidence counts, the period of
measurement was kept equal for all the basis configurations.

The two CHSH parameters read:

IABCHSH = EAB00 + EAB01 + EAB10 − EAB11 6 2

IACCHSH = EAC00 + EAC01 + EAC10 − EAC11 6 2

with:
EABxy =

∑
a=±1
b=±1

ab · P(ab|xy) EACxz =
∑
a=±1
c=±1

ac · P(ac|xz)

It is worth remembering that Alice-Bob correlation parameters are calculated consid-
ering the polarization coincidences between the two photons composing the singlet.
Alice-Charlie instead, calculate their correlations considering a polarization-path coin-
cidence scheme.

6.4 experiment results

After the apparatus characterization and state preparation, we are finally ready for
the correlation measurement.

We have performed two different type of measurements: one explores the CHSH
correlation values in function of the measurement strength ε, and the second consists
of a series of measurements to prove the multiple simultaneous CHSH violation for
both Alice & Bob and Alice & Charlie. The first type of measurements were performed
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to test our theoretical model, in order to prove our comprehension of the phenomenon
and the maneuverability of our apparatus, while the second type is the goal of our
work.

6.4.1 CHSH correlation values VS ε

In the first type of measurement we ran the experiment several times at different ε
values. In table 6.4.1 we show the results obtained for ε in the range [0,π/2].

ε IACCHSH IABCHSH

0.060± 0.002 0.045± 0.007 2.733± 0.007
0.060± 0.002 0.031± 0.007 2.738± 0.007

∗∗∗ 0.060± 0.002 0.035± 0.007 2.748± 0.007
0.060± 0.002 0.018± 0.007 2.730± 0.007

∗∗∗ 0.060± 0.002 0.029± 0.007 2.737± 0.007
0.548± 0.002 0.778± 0.008 2.492± 0.008
0.548± 0.002 0.901± 0.008 2.489± 0.008
0.548± 0.002 0.884± 0.008 2.485± 0.008
0.570± 0.002 0.482± 0.008 2.474± 0.008
0.570± 0.002 0.588± 0.008 2.490± 0.008
0.570± 0.002 0.551± 0.008 2.481± 0.008
0.873± 0.002 1.398± 0.009 2.227± 0.009
0.873± 0.002 1.468± 0.009 2.238± 0.009

∗∗∗ 0.873± 0.002 1.485± 0.009 2.239± 0.009
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.119± 0.0072.119± 0.0072.119± 0.007 2.101± 0.0072.101± 0.0072.101± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.131± 0.0072.131± 0.0072.131± 0.007 2.112± 0.0072.112± 0.0072.112± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.133± 0.0072.133± 0.0072.133± 0.007 2.103± 0.0072.103± 0.0072.103± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.130± 0.0072.130± 0.0072.130± 0.007 2.105± 0.0072.105± 0.0072.105± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.126± 0.0072.126± 0.0072.126± 0.007 2.102± 0.0072.102± 0.0072.102± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.121± 0.0072.121± 0.0072.121± 0.007 2.091± 0.0072.091± 0.0072.091± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.129± 0.0072.129± 0.0072.129± 0.007 2.085± 0.0072.085± 0.0072.085± 0.007
∗∗∗ 1.049± 0.0021.049± 0.0021.049± 0.002 2.112± 0.0072.112± 0.0072.112± 0.007 2.075± 0.0072.075± 0.0072.075± 0.007

1.053± 0.0021.053± 0.0021.053± 0.002 2.104± 0.0072.104± 0.0072.104± 0.007 2.060± 0.0072.060± 0.0072.060± 0.007
1.053± 0.0021.053± 0.0021.053± 0.002 2.117± 0.0072.117± 0.0072.117± 0.007 2.069± 0.0072.069± 0.0072.069± 0.007
1.053± 0.0021.053± 0.0021.053± 0.002 2.121± 0.0072.121± 0.0072.121± 0.007 2.066± 0.0072.066± 0.0072.066± 0.007
1.053± 0.0021.053± 0.0021.053± 0.002 2.119± 0.0072.119± 0.0072.119± 0.007 2.066± 0.0072.066± 0.0072.066± 0.007
1.053± 0.0021.053± 0.0021.053± 0.002 2.110± 0.0072.110± 0.0072.110± 0.007 2.057± 0.0072.057± 0.0072.057± 0.007

∗∗∗ 1.256± 0.002 2.514± 0.008 1.753± 0.008
1.256± 0.002 2.527± 0.008 1.762± 0.008
1.256± 0.002 2.518± 0.008 1.768± 0.008
1.535± 0.002 2.668± 0.007 1.298± 0.007

∗∗∗ 1.535± 0.002 2.727± 0.007 1.359± 0.007

Table 6.1.: Experiment results. In the table are listed the experimental CHSH parameter evaluation between Alice
& Bob (IABCHSH), and between Alice & Charlie (IACCHSH) at different ε values. The double CHSH inequality
violation ran are highlighted by bold type. The experimental outcomes marked by * are plotted in
figure 6.8.
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Figure 6.8.: Measurements of IACCHSH (squares) and IABCHSH (circles) for several values of ε. The red and green solid
lines show the expected values of IACCHSH and IABCHSH (Eqs. 5.35 and 5.34), while the dash-dotted and
dashed lines indicate classical and Tsirelson’s bounds respectively. The green region highlights the
values of ε in which double violation is expected. Poissonian errors are within the dimension of the
points. In figure the correlation values at ε = 1.049 are averaged with a weighted average and plotted
as a single point.

Some of the experimental outcomes (those marked by * in the table) are plotted in
figure 6.8. From the graph we see that the results show a good agreement with the
theoretical model. For ε = 0, there is no interaction between the polarization and the
path degree of freedom, therefore Charlie is not performing any measurement. In this
case, as expected, IACCHSH is compatible with 0, while IABCHSH is close to the Tsirelson’s
bound. By increasing ε, the quantity of information got by Charlie increases, as shown
by the increase in his correlation IACCHSH with Alice, while the state is more disturbed,
determining a lowering in the correlation IABCHSH between Bob and Alice.

6.4.2 Double CHSH inequality violation

To give a larger statistical evidence of the simultaneous double CHSH inequality
violation several measurements have been taken in the region around ε = π/3, where
both IABCHSH and IACCHSH are expected to violate the classical bound (see bold entries
in table 6.4.1). The measurements were performed at two different ε values in that
region, ε = 1.049 and ε = 1.053. Figure 6.9 (Top) reports the results of 8 consecutive
measurements with ε = 1.049± 0.003. In all trials, both IACCHSH and IABCHSH are above
the classical bound, fluctuating around the mean values IACCHSH = 2.125± 0.003 and
IABCHSH = 2.096± 0.003. Data are acquired at a mean coincidence rate of 700 counts per
second, with an exposure time of 30 s for each measurement, therefore each trial takes
about eight minutes to be measured. Therefore, these results show that the double
violation is stable for a period longer than an hour, proving the reproducibility of the
double violation and the stability of the setup.

A second series of trials, with ε = 1.053± 0.003 is shown in Figure 6.9 (Bottom).
Similarly to the previous case, both IACCHSH and IABCHSH are above the classical bound
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Figure 6.9.: Measurements of IACCHSH (squares) and IABCHSH (circles) in two consecutive series of trials. Red and blue
solid lines indicate the mean value of IACCHSH and IABCHSH respectively. (Top) Eight consecutive trials were
performed in an hour, with ε = 1.049± 0.002. Considering the poissonian error, the measurements
show a violation of 10 standard deviations, fluctuating around mean values of IACCHSH = 2.125±0.003
and IABCHSH = 2.096± 0.003. (Bottom) Another series of five consecutive trials were performed within
a hour, with ε = 1.053± 0.002. Similarly to the previous case, all the measurements show a violation
of 10 standard deviation, fluctuating around mean values of IACCHSH = 2.114± 0.003 and IABCHSH =
2.064± 0.003.

for the entire period of the acquisition, with IACCHSH = 2.114± 0.003 and IACCHSH =

2.064± 0.003.
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C O N C L U S I O N S

We have shown experimentally that a double CHSH inequality violation between
two different pairs of observers can be achieved by using a single two-qubit entangled
state of two photons. We recall that the three observers choose randomly between
the two possible measurements, with no agreement on the measurement strategy.
Thanks to the stability of our setup (larger than 1 hour), we could perform several
double violations increasing the statistical evidence of the experiment (section 6.4.2).
The double violation was tested and repeated for different values of ε, the interaction
strength of Charlie’s weak measurement. The experimental data well reproduce the
theoretical model when ε is changed (section 6.4.1).

It is worth noticing that by slightly changing the measurement setting at Charlie’s
side it is possible to obtain an optimal weak measurement [7]. Indeed, if the phases of
the glass plate are set to φ = φ0 and φ = φ0 + π the value of the A-C inequality can
be varied as I(AC)

CHSH = 2
√
2[cosφ0 − cos(φ0 − ε)]), maximized to I(AC)

CHSH = 2
√
2 sin ε

for φ0 = ε − π/2. The change in φ0 does not change the value of I(AB)CHSH: this
corresponds to a measurement that keeps the disturbance on the state fixed with a
varying information gained on it.

The achievement of double violation and the realization of a simple weak measure-
ment scheme have important applications for Quantum Random Number Generation
QRNG, as demonstrated in [45], or for Quantum Key Distribution exploiting weak
measurements [46]. In [45], for instance, it was shown that, by using sequences of
weak measurements to violate a multi-user Bell inequality, it is possible to certify any
amount of random bits from a pair of pure entangled qubits.
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A
Q U A N T U M I N F O R M AT I O N T H E O RY

Information theory is the science that studies the transmission, processing, utiliza-
tion, and extraction of information. Since its birth, dating back to the 1948 article
“A Mathematical Theory of Communication” by Claude E. Shannon, information
theory is the theoretical framework upon which large part of our technology is built.
Information is strongly related to the physical system used to store it, as stated by
Rolf Landauer in his famous sentence “Information is physical” [47].

In classical information theory, the information is carried by systems obeying the
laws of classical physics. The state of a general system is described by a point in
its phase space, while its evolution is described by the Hamiltonian of the system.
There are two main ways of storing the information in a classical system: using an
analog degree of freedom, such as the amplitude or the phase of an electromagnetic
wave, or a digital one, by assigning different values to different, finite regions of the
phase space. Nowadays, digital systems are dominant in general-purpose information
transmission and processing, with analog ones playing a minor role. The key element
of a digital system is the bit (binary digit), which can assume the values 0 or 1. Each
value is represented by a different region of the phase space and the separation
between the two regions is such that a noise-induced bit switch is very unlikely.
At the beginning of the 20th century, however, classical physics has shown to be
inadequate to describe systems at very small scale. For such systems, there is a
fundamental limitation in the knowledge of the different measurable properties of
a system, embodied by the uncertainty principle. Therefore, it is no longer possible
to assign to a system a single point in the phase space, making classical physics
inadequate to describe it. This led to the development of a new model for the
description of physical systems: quantum mechanics. For this reason, the information
stored in systems that cannot be described by classical physics can no longer be
described using classical information theory, but requires the development of a new
framework, quantum information theory.

In this chapter, quantum mechanics will be shortly introduced from an axiomatic
point of view, I will then give a short introduction of quantum information.

a.1 quantum mechanics

The fundamental difference between classical and quantum mechanics lies in the
impossibility of knowing with arbitrary precision all the measurable properties of
a physical system. Therefore, it is no longer possible to define a state by assigning
a definite value to its measurable properties (e.g. position and momentum). This
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requires the construction of a new theoretical framework for the description of
physical systems. Among the different formulations of quantum mechanics, the
axiomatic one introduced by Dirac and Von Neumann is the most widely used in
quantum information. It is based on a series of postulates, listed here below [48, 49].

Postulate 1 States. A state is the complete description of an physical system. The state of
an isolated physical system can be described by a normalized vector |ψ〉, unique up to a phase
factor, in a projective complex Hilbert space H .

Postulate 2 Composition. If the state of a system A is in HA and the state of a system
B is in HB, the state of the composite system AB is in the tensor product HA ⊗HB. If
system A is in the state |ψ〉A and system B is in |ψ〉B, then the composite system state is in
|ψ〉A ⊗ |ψ〉B.

Postulate 3 Dynamics. The dynamics describes the evolution of a state over time. For any
possible evolution of a closed physical system with state in H and for any fixed time interval
[t0, t1], there exists a unitary U(t0, t1) describing it. A system in state |ψ(t0)〉 evolves into
|ψ(t1)〉 = U |ψ(t0)〉. The unitary U(t0, t1) is unique up to a phase factor and its form is
determined by the Schrödinger equation

d

dt
|ψ(t)〉 = −iH(t) |ψ(t)〉

where H is the Hamiltonian of the system.

Postulate 4 Observables. An observable is a property of a physical system that in principle
can be measured. All observables are represented by self-adjoint linear operators acting on
H . The possible values that an observables O can assume are the eigenvalues x of the
correspondent operator. Since O is self-adjoint, it takes the form O =

∑
x xΠx, where Πx is

the projector onto the subspace with eigenvalue x.

Postulate 5 Measurements. Measurement is the process of acquiring information about a
measurable property of a system. If the state just prior to the measurement is |ψ〉, then the
probability of observing outcome x is

PX(x) = Tr [Πx |ψ〉 〈ψ|]

If the outcome of the measurement is x, the state |φx〉 of the system just after the measurement
is

|φx〉 =

√
1

PX(x)
Πx |ψ〉

a.2 the density matrix formalism

The formalism described in section A.1 is useful to describe systems that are in a
state that is known exactly, (a pure state). It can happen, however, that a system is in a
statistical ensemble of pure states. In this case, the system is said to be in a mixed state.
The new formalism, while mathematically equivalent to the former, can be naturally
applied to both pure and mixed states[4].
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Consider a system that is in one of a number of states |ψi〉, with respective probability
pi. The state of the system is represented by the density operator

ρ =
∑
i

pi |ψi〉 〈ψi|

A pure state |φ〉 is described by ρ = |φ〉 〈φ|. Density operators are characterized by
ρ > 0 and Tr[ρ] = 1.
Differently than in the classical case, however, it is not possible to uniquely define the
states composing the mixture. For example, the equal mixture of |0〉 and |1〉, described
by the density operator

ρ =
1

2
|0〉 〈0|+ 1

2
|1〉 〈1| = I

2

is not distinguishable from the equal mixture of |+〉 and |−〉

ρ =
1

2
|+〉 〈+|+

1

2
|−〉 〈−| =

I

2

The postulates of Section A.1 can be restated in terms of density operators [4].

Postulate 1 The state of an isolated physical system is described by a density operator, which
is a positive operator ρ with trace one, acting on a complex Hilbert space H .

Postulate 2 If a system A is in the mixed state ρA and a system B is in ρB, the composite
system state is ρA ⊗ ρB.

Postulate 3 The evolution of a closed physical system in the interval [t0, t1] is described
by an unitary operator U(t0, t1). A system in mixed state ρ(t0) evolves into ρ(t1) =

U(t0, t1)ρ(t0)U(t0, t1)†. The Schrödinger equation for density operators is

d

dt
ρ(t) = −

i
 h
[H, ρ(t)]

with H the Hamiltonian of the system.

Postulate 5 If the state before the measurement is ρ, then the probability of observing outcome
x is

PX(x) = Tr[Πxρ]

If the outcome of the measurement is x, the state ρx of the system just after the measurement
is

ρx =
1

PX(x)
ΠxρΠx

a.2.1 Subsystems and purification

The density operator formalism is useful to study the behaviour of the subsystem
A of a larger system AB. If the system AB is described by density operator ρAB, its
subsystem A can be described using the reduced density operator ρA defined as

ρA ≡ TrB[ρAB] (A.1)

77



quantum information theory

where TrB is the partial trace over system B.
Generally, the reduced density operator of an entangled system AB is a mixed state.
Moreover, if the system AB is in one of the four Bell states, the reduced density matrix
of each subsystem is ρA = I

2 , thus ruling out the possibility of using entangled states
for faster than light communication [48].
On the other hand, given a density operator ρA on a system HA, it is always possible
to find a system HE such that ρA = TrA[ρAE] and the joint system is in a pure state
|φ〉AE ∈HA ⊗HE. This procedure is called purification [50].

a.2.2 Generalized measurements

The projective measurement described by Postulate 5 is not the most general kind
of measurement that can be performed on a quantum system [50]. In general, it is
possible to make the system HA interact with another system HB, the ancilla, which
is then measured with a projective measurement. The overall system is described
by HA ⊗HB, and the interaction is represented by the unitary operator U. Before
the measurement take place, the ancilla and the system are independent, so their
state can be described by ρA ⊗ ρB, and the ancilla can be prepared in a pure state
ρB = |φB〉 〈φB| (this is always possible by taking a large enough ancilla system
because of purification). We can obtain information about the system by measuring
the observable X on the ancilla. From Postulate 5, the probability of obtaining x from
the measurement is

PX(x) = TrAB

[
(I⊗Πx)

(
UρA ⊗ ρBU†

)]
By taking the partial trace over system B, it is possible to write this procedure from
the point of view of system A, obtaining

PX(x) = TrA [ρAΛx] ,

where ρA is the reduced density operator of system A and {Λx} is a set of operators
on HA such that
• Λx is self-adjoint,
• Λx is non-negative,
•
∑
xΛx = I.

A generalized measurement described by such set of operators is called positive-
operator valued measurement (POVM). It can also be demonstrated that any group of
operators meeting these requirements corresponds to a generalized measurement
(Neumark/Naimark Theorem [48, 50]), therefore can be expressed using the formal-
ism of Postulates 4 and 5 using a large enough ancilla system.

a.3 the circuit model

The mathematical framework at the basis of digital information processing is
Boolean algebra, which can be used to describe all possible functions from n-bit into
m-bit systems. This computational framework can be represented using the circuit
model [4], which is based on gates, that implement logical functions f : {0, 1}n → {0, 1}m,
and wires, that connect different gates and provide the circuit with its inputs and
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outputs. A general gate can be substituted by a network of simpler ones. It has been
demonstrated, indeed, that all logical functions can be implemented by using just a
finite set of 1-to-1 and 2-to-1 logical gates [4]. A similar information processing model
can be introduced also in the quantum case. Similarly to the classical case, the basic
computational quantum unit is called quantum gate. Postulate 3 restricts quantum
gates to unitary operations from n-qubit into n-qubit systems. Quantum gates are
linked together using wires, representing an ideal system that transmits a quantum
state from one side to the other. The possibility of entanglement between different
qubits, however, makes it impossible to assign a precise value to the state in each
wire, requiring a collective description of the state at the different steps of the circuit.
While the most general description of quantum circuits should require the use of the
density matrix formalism and a more comprehensive model of quantum dynamics to
take into account open system evolution (using complete positive trace-preserving
linear transformation [51]), it is still possible to apply purification to reduce them to a
system of pure-state qubits and unitary quantum gates [52]. It is therefore possible to
study quantum circuits using the formalism introduced in Section A.1.

a.3.1 Quantum wires

The wire is the simplest component of a quantum circuit (this does not mean that it
is simple to implement it physically, though). It is a system that transfers a qubit from
one end to the other one and is used to connect gates or to provide input or output to
the circuit. Qubit wires will be represented by a single straight line as in figure A.1.

Figure A.1.: Simple representation of a qubit wire.

a.3.2 Quantum gates

Quantum gates are unitary operations acting on quantum state-vectors [51]. In
general, they act on n-qubit systems and can be represented, in matrix form, as a
2n × 2n matrix. Among all possible quantum gates, however, just a small set of one-
and two-qubit gates is necessary to approximate with arbitrary accuracy any possible
unitary operation. This set is said to be universal for quantum computation [4].

Single-qubit gates

Single-qubit gates are represented by 2× 2 unitary matrices in the computational
basis. The circuit representation of single-qubit gates is shown in Figure A.2, with the
letter identifying the gate (A stands for arbitrary gate).
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A
Figure A.2.: An arbitrary single-qubit gate.

An important set of single-qubit gates is represented by Pauli gates, whose matrix
representation in the computational basis are

σx =

(
0 1

1 0

)
(A.2)

σy =

(
0 −i

i 0

)
(A.3)

σz =

(
1 0

0 −1

)
(A.4)

Pauli matrices are strongly related to the Bloch sphere representation by the fact that
the point in the sphere associated to a state |ψ〉 is the one whose coordinates are the
expectation values of the Pauli operators (〈ψ|σx |ψ〉 , 〈ψ|σy |ψ〉 , 〈ψ|σz |ψ〉) [51]. In
particular, the axes {X, Y,Z} of the Bloch sphere correspond to the eigenvectors of the
Pauli gates {σx,σy,σz}.
Another useful gate is the Hadamard gate, described by the matrix

H =
1√
2

(
1 1

1 −1

)
(A.5)

that transforms the computational basis {|0〉 , |1〉} into the diagonal one {|+〉 , |−〉} and
vice-versa.
The rotation gates, that rotate the qubit about a corresponding axis of the Bloch sphere
by an angle θ, are described by

Rx(θ) =

(
cos θ2 −i sin θ2

−i sin θ2 cos θ2

)
(A.6)

Ry(θ) =

(
cos θ2 − sin θ2
sin θ2 cos θ2

)
(A.7)

Rz(θ) =

(
e−i

θ
2 0

0 ei
θ
2

)
(A.8)

The rotation about the z axis shifts the qubit phase of an angle θ and can be used to
construct the phase gate

S =

(
1 0

0 i

)
, (A.9)

and the “π8 ” gate

T =

(
1 0

0 ei
π
4

)
. (A.10)
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U

control

target

Figure A.3.: Controlled-U operation. The unitary U is applied to the target qubit only if the control qubit is in |1〉.

Two-qubit gates

The most important class of two-qubit gates is the one of controlled operations, shown
in Figure A.3. They have two inputs, the target and the control bit, and perform the
unitary operation U on the target qubit only if the control is in |1〉. An important
controlled gate is the CNOT gate, with matrix

CNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 (A.11)

in the two-qubit computational basis. The set formed by single-qubit gates and the
CNOT gate is universal for quantum computation [4].
Another important controlled gate, that is used in our work, is the controlled-phase-shift
gate, that implements a rotation around the z axis of the Bloch sphere of the target
qubit conditioned on the value of the control qubit. It is described by the matrix

CP(ε) =


1 0 0 0

0 1 0 0

0 0 eiε 0

0 0 0 e−iε

 (A.12)

a.3.3 Measurement

In general, the only way to get information about a physical system is through
measurements. While the most general description of a measurement on a system is
given by a POVM, the Neumark/Naimark theorem allows us to see it as a projective
measurement on an ancilla subsystem. Moreover, projective measurements on an
arbitrary basis are equivalent to a unitary transformation followed by a projective
measurement on the computational basis. In the circuit model, a measurement in the
computational basis is represented as in Figure A.4.

Figure A.4.: Projective measurement in the computational basis.
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B
E L E M E N T S O F C L A S S I C O P T I C S

Optics is the branch of physics that describes the phenomena associated to the
propagation of light. Classical electrodynamics and the modern quantum theories
provide an explanation for all the fundamental aspects of light propagation and
interaction with matter. In this appendix we will focus on few aspects of optics, in
particularly only on those that deal closely with our work. We will in particular face
the following arguments:
• how to derive of electromagnetic wave equation from the Maxwell set of equa-

tions;
• we will discuss optical interference, one of the most characteristic traits of optics

in general, that is a very powerful tool intensively exploited in a vast class of
applications that require a high-precision measure (included this work);
• we will present the gaussian beam that is a particularly important solution of the

wave equation because it is the beam produced by the common laser oscillators;
• finally we will introduce Lasers, the most important tool of modern experiments

involving classical or quantum optics.

b.1 electromagnetic waves

Light is an electromagnetic field described by two related vectors fields that are
real functions of position and time: the electric field E(r, t) and the magnetic field
B(r, t). At the foundation of classic electrodynamic lies the Maxwell’s equations that
in vacuum and in the absence of sources read:

∇ · E(r, t) = 0 (B.1)

∇ ·B(r, t) = 0 (B.2)

∇× E(r, t) = −
∂B(r, t)
∂t

(B.3)

∇×B(r, t) = ε0µ0
∂E(r, t)
∂t

(B.4)

Handling these equations one finds that the coupled electric and magnetic fields
satisfy the wave equations: (

1

c2
∂2

∂t2
−∇2

)
E = 0 (B.5)(

1

c2
∂2

∂t2
−∇2

)
B = 0 (B.6)
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where c = 1√
ε0µ0

= 3× 108ms is the speed of light in the vacuum. Since the common
detectors are usually sensitive to the electric rather then the magnetic field, in the
following we will discuss only the field E(r, t). We also assume that the field is
polarized along a fixed direction given by a unit real constant vector u such that
E(r, t) = u(r, t)u and we can use the scalar description of light waves given by the
real classical wavefunction u(r, t) to simplify the treatment. Due to equation (B.5) the
wave function satisfies the wave equation:(

1

c2
∂2

∂t2
−∇2

)
u(r, t) = 0 (B.7)

This equation is linear and so the principle of superposition applies: given two or more
solutions of the wave equation, also their sum is a solution of the same wave equation.

The wave equation takes a simpler form if the wave is monochromatic, i.e., its
wavefunction has harmonic time dependence:

u(r, t) = a(r) cos (ϕ(r) +ωt)

where a(r) is a positive real function that describes wave amplitude, ϕ(r) is a real
function describing the phase of the field and ω is the angular frequency (related to
the frequency ν by ω = 2πν). In the classical treatment it is common to represent the
real wavefunction u(r, t) of a monochromatic wave in terms of a complex function

U(r, t) = a(r)eiϕ(r)eiωt (B.8)

so that

u(r, t) = Re [U(r, t)]

We can write also
U(r, t) = U(r)eiωt (B.9)

defining the complex amplitude U(r) ≡ a(r)eiϕ(r), whose magnitude |U(r)| = a(r) is
the amplitude of the wave. Inserting (B.9) into the wave equation (B.7) we get the
Helmholtz equation

∇2U(r) + k2U(r) = 0 (B.10)

where

k ≡ ω/c (B.11)

is called the wavenumber.
The optical intensity of a classical monochromatic wave is defined as the square

modulus of its complex wavefunction mediated over a whole period of its frequency

I(r) = |U(r)|2 (B.12)

and for a monochromatic wave it does not vary with time.
The simplest example of solution for the Helmholtz equation (B.10) is the plane

wave
U(r) = Ae−ik·r
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where A is a complex constant and k is a real three-dimensional vector, called
wavevector, that gives the direction of propagation. k magnitude depends on the wave
frequency by equation B.11. This solution is called plane wave because the surfaces
of constant phase, called wavefronts, describe parallel planes perpendicular to the
wavevector k separated by the wavelength:

λ =
2π

k
=
c

ν

b.2 interferometry

Let’s consider now two monochromatic EM waves described (using the same com-
plex wave function description introduced in the previous section) by two functions
U1(r) and U2(r). The optical intensity of the two wave function considered separately
are clearly (eq. B.12) I1,2 = |U1,2(r)|

2. The total optical field, for the superposition
principle, will obviously be U(r) = U1(r) +U2(r), and its intensity will read:

I(r) = |U(r)|2 = |U1(r) +U2(r)|
2

= |U1(r)|
2 + |U2(r)|

2 +U∗1(r)U2(r) +U1(r)U
∗
2(r)

Expressing the field functions in term of phasors φ(r) as Ui(r) =
√
Iie
iφi(r), the

intensity of the total field reads:

I = I1 + I2 + 2
√
I1 + I2 cosφ(r) with φ = φ2 −φ1 (B.13)

This is a fundamental relation in interferometry, that shows how the intensity of the
sum of two optical fields depends both on the field intensity I1 and I2 and on the
phase difference between the two fields φ. The last term in equation B.13 is due to
the wave nature of the optic field, and modulates the total field intensity according to
the phase difference φ. When the interference term is positive the interference is said
to be constructive, while when the interference term is negative the interference is said
to be destructive.

Figure B.1.: (Left) Phasor diagram for the superposition of two waves of intensities I1 and I2 and phase difference
φ = φ2−φ1. Right dependence of the total intensity I on the phase difference φ. [35]

Let’s consider now the case I0 = I1 = I2. In this case I = 2I0(1 + cosφ) =

4I0 cos2(φ/2), and we have:
φ = 0φ = 0φ = 0 in this case we have that I = 4I0, that is the condition of optimal constructive

interference (the total intensity is four times greater than the intensity of the
two initial fields);
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φ = πφ = πφ = π in this case we have I = 0, the two waves erase each other, this is the condition
of maximum destructive interference;

φ = π
2 , 3π2φ = π
2 , 3π2φ = π
2 , 3π2 in this case we have I = I1 + I2 the interference term vanish, and the total

intensity is given by the sum of the two original fields.
The main idea of interferometry is to obtain information about the phase difference

between two optical fields measuring the intensity of their interference. The phase
difference between two optical beams propagating along two different paths is in
general given by φ = 2πn2z2/λ0 − 2πn1z1/λ0, where n1 and n2 are the refraction
indexes of the medium encountered by the two beams, and z1 and z2 are the length
of the two paths. From the equation it is clear that both path length and refraction
index difference differences can introduce a phase difference. In general the product
between ni and zi is an interesting quantity in optics an it is called Optical Path Length
(OPL).

An interferometer is an optical instrument that splits a wave into two using a beam-
splitter, delays them by unequal distances, redirects them using mirrors, recombines
them using another (or the same) beamsplitter, and detects the intensity of their
superposition. Depending on the specific configuration an interferometer can be used
to measure small distance variation, refraction index variation, wavelength variation
or can be used to manipulate the interference between two EW waves.

b.3 gaussian beams

In the previous section, we introduced classical electrodynamics and the plane
wave equation as the simplest solution to the Maxwell equations. Another simple
solution to equation B.5 is the spherical wave described by the equation U(r) = A0

r e
−ikr.

These two solutions represent the two opposed extreme of the wave collimation and
localization. While the plane wave has a source that is spread all over the available
space with plane wavefronts that propagates in a well defined direction, the spherical
wave has a completely localized source with curved wavefronts that propagates in
all the directions. Experimentally we are interested in a solution that combines both
localization and collimation, i.e., that propagates along a fairly defined direction and
that is space-confined.

A class of solution of this kind are the paraxial waves, that are solution to the wave
equation with paraxial wavefronts, i.e., with wavefronts that make a small angle with
the propagation direction. One way to construct a paraxial wave is to take a plane
wave Ae−ikz propagating in the z direction and modify its complex envelope A making
it a slowly varying function of position, i.e., A → A(r), so the complex amplitude
becomes:

U(r) = A(r)e−ikz (B.14)

The envelope must be approximately constant within a neighborhood of size λ = 2π/k

to have a wave that is locally like a plane wave with paraxial wavefront normals.
The complex amplitude (B.14) must satisfies the Helmholtz equation (B.10) and

this implies that the envelope A(r) respects the paraxial Helmholtz equation [35]:

∇2TA(r) − 2ik
∂A(r)
∂z

= 0 (B.15)
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where ∇2T = ∂2/∂x2 + ∂2/∂y2 is the transverse part of the Laplacian operator.
The simplest solution of equation (B.15) is given by the paraboloidal wave

A(r) =
A1
z
e−ik

ρ2

2z (B.16)

where
ρ2 = x2 + y2

and A1 is a complex constant. This wave is the paraxial approximation of the spherical
wave if ρ =

√
x2 + y2 � z.

The Gaussian beam is another solution of the paraxial Helmholtz equation obtained
from (B.16) with a transformation of the z coordinate. Replacing z with q(z) ≡ z+ iz0,
where z0 is a real parameter called Rayleigh range, we get a shifted version of the
paraboloidal wave in the form

A(r) =
A0
q(z)

e
−ik ρ2

2q(z) (B.17)

that is also a solution of (B.15).
We can define two real function R(z) and W(z) such that

1

q(z)
=

1

R(z)
− i

λ

πW2(z)

and substitute (B.17) in (B.14) to obtain the Gaussian beam complex amplitude

U(r) =
A0
iz0

W0
W(z)

e
− ρ2

W2(z) e
−i
[
kz+k ρ2

2R(z)−ζ(z)
]

(B.18)

where

W(z) =W0

√
1+

(
z

z0

)2
R(z) = z

[
1+

(z0
z

)2]
ζ(z) = tan−1

(
z

z0

)
and W0 is related to the Rayleigh range z0 by

πW2
0 = λz0

The expression (B.18) is the most important result of this section. It shows that the
gaussian beam is characterized by the two parameter A0 and z0 which are determined
from the boundary conditions of the wave equation, while all the other parameters
are related to the Rayleigh range z0 and to the wavelength λ.

As stated at the beginning of this chapter gaussian beams play a fundamental role in
optics because they describe the output of most lasers. Equation B.18 describes an
EM field whose transverse amplitude profiles are given by a gaussian functions with
waist W(z) (the waist, W(z), is the radius at which the field amplitude fall to 1/e of
its axial value) dependent only on the relative position z along the beam propagation
direction. From the EM transverse profile shape follows that also the EM intensity
(irradiance) is described by a gaussian profile (this is the reason gaussian beams are so
called).
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Figure B.2.: Gaussian beam example

b.4 lasers

The laser is the fundamental tool of modern optics laboratories and, of course,
of our experiment. The acronym laser stands for Light Amplification by Stimulated
Emission of Radiation and it was invented in the 1960s. A laser is an optical system
composed by two different parts: a gain medium (or optical amplifier) and something
to provide optical feedback.

The gain medium is a material with properties that allow it to amplify light by way
of stimulated emission. Light of a specific wavelength that passes through the gain
medium is amplified.

The optical feedback is something that "folds back on itself" the optical field,
allowing for the creation of a stable EM wave. The most common type of laser uses an
optical cavity (a pair of mirrors on either end of the gain medium that trap the light)
as optical feedback. We wont deal with here with the optical cavity characteristics
and functioning.

In this section we present briefly the physical principles of laser operation, focusing
mainly on the optical amplification process.

b.4.1 Stimulated emission and Einstein’s coefficient

The quantum atomic theory predicts that light is emitted or absorbed whenever
an electron in an atom makes a jump between two quantum levels, as shown in
figure B.3. Due to conservation of energy, the angular frequency ω of the light must
be around the value ω0 fixed by

 hω0 = E2 − E1

where E2 and E1 are respectively the energies of the upper and the lower level of the
electron.

The radiative process by which an electron in a lower level is promoted to an upper
level by absorbing the required energy from the incoming field is called absorption.

88



B.4 lasers

Figure B.3.: Mechanisms of atomic transition. (Left) Spontaneous emission. (Center) absorption. (Right) Stimulated
emission. [35]

The process by which an electron in an upper level drops to a lower level is called
emission and can be of two types: spontaneous, because the electron in the excited state
has a natural tendency to de-excite and lose its excess energy, or stimulated, when the
incoming field stimulates the downward emission.

It is fundamental to notice that the photons emitted by stimulated emission have
exactly the same direction and phase of the incoming stimulating photon. The
produced couple of photon is therefore perfectly coherent, and the optical fields turn
out to be amplified.

The key idea is to prepare the system in a condition with a lot of excited atoms,
so that when the EM field interacts with it, the EM field receives a substantial
amplification. Photons produced by spontaneous emission don’t contribute to the field
amplification as they are produced with random direction in an incoherent way
resulting useless for the amplification.

The rules that govern the three processes above mentioned are described by quan-
tum electrodynamics, but can be found also following an intuitive two-level treatment
proposed by Einstein in 1916 [53]. Suppose there are N1 (N2) atoms per unit volume
occupying respectively the two energy states E1 (E2), with E1 < E2. The absorption
rate is proportional to N1 and to the density of photons W(ν) with the appropriate
energy ν = E2−E1

h : (
dN2
dt

)
ab

= B12N1W(ν)

Similarly, the stimulated emission rate will be:(
dN2
dt

)
ab

= −B21N2W(ν)

Spontaneous emission rate will be dependent on N2 but independent by W(ν):(
dN2
dt

)
sp

= −A21N2

The three coefficients B12, B21 and A21 are called Einstein coefficient.
At equilibrium the three processes balance each other and it is straightforward to

obtain the relation:
W(ν) =

A21N2
B12N1 −B21N2

(B.19)

Clearly the three coefficients will depend on the specific atom considered but should
be independent from the radiation. Supposing now that the system is at thermal
equilibrium, the EM spectrum W(ν) will be the black body one:

W(ν) = 8πhν3
(n
c

)3
· 1

eβhν − 1
(B.20)
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where β = 1
kbT

. The atom distribution over the available states will governed by the
Boltzmann distribution:

N1 = N2
g1
g2
e(βhν) (B.21)

where g1g2 takes into account possible degeneracies of the energetic levels. Inserting
equation B.21 into B.19 we find:

W(ν) = A21 ·
1

B12
g1
g2
e(βhν) −B21

(B.22)

If we want equation B.22 to be in agreement with equation B.20 we must set:

g1B12 = g2B21

A21 = 8πhν
3
(n
c

)3
B21

We are interested in the ratio between the spontaneous and stimulated emission
rate at the equilibrium, from the above equations we obtain:

(dN2/dt)st
(dN2/dt)sp

=
1

eβhν − 1

realizing that at ambient temperatures, the spontaneous emission is the predominant
effect compared to stimulated emission.

b.4.2 Population inversion

To invert the equilibrium behaviour of the considered systems the population inver-
sion is practised. Population inversion consist in pushing the system to a condition
where there are more atoms in the excited state than in the ground state. This increase
the stimulated emission rate and transforms the considered system into a gain medium.

When population inversion is achieved the amount of stimulated emission due to
light that passes through is larger than the amount of absorption and spontaneous
emission. Hence, the light is amplified (see figure B.4 for a schematic representation
of the pumping process). By itself, this makes an optical amplifier. When an optical

Figure B.4.: Example of a four-level pumping system used to achieve population inversion in the active medium.
[54]

amplifier is placed inside a resonant optical cavity, one obtains a laser oscillator.
The presence of the cavity has a double effect on the radiation: it allows for ampli-

fication and it forces for a quantization of the EM field inside the cavity. Only the
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EM frequencies allowed by the optical cavity geometry will be amplified. Hence by
tuning the cavity geometry is possible to choose the laser beam shape and the laser
beam frequency. See figure B.5 for a simple representation of a resonant optical cavity.

Figure B.5.: Sketch of a laser optical cavity. In figure the gain medium, the optical cavity ant the produced laser
beam are visible. [54]

We have so far outlined the basic functioning principles of a laser, the minimum
necessary for a generic comprehension of these instruments. We suggest to refer to
[35] [54] for further information on the argument.
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C
E L E M E N T S O F Q U A N T U M O P T I C S

As stated at the beginning of appendix A, since quantum information is built upon
objects that obey the rules of quantum mechanics, to investigate such subject we need
to employ quantum carriers. Clearly there are many different systems fulfilling this
requirement (basically all the small-scale which can be systems described by quantum
mechanics), each characterized by its peculiar physical laws, stability and manipu-
lation techniques. One of the key requirement for an information carrier (being it
quantum or not) is that it must propagate successfully through long distances without
being significantly altered. Among all the possible choice the most suitable physical
system (likewise for the classical information transmitting) is the electromagnetic
field. Electromagnetic waves in fact can travel for long distances both in vacuum and
in transparent mediums such as the air or the glass. Moreover, its low interaction
rate with matter makes it very resistant to the noise induced by its coupling with the
environment.

In the previous appendix B, we briefly introduced and described some aspects of
classical electrodynamics. Classical electrodynamics provides in general an excellent
description for all the electromagnetic phenomena whenever the relevant length
scales and field strengths are large enough so that quantum mechanical effects are
negligible. For small distances and low field strengths, such interactions are better
described by quantum electrodynamics.

Electrodynamics itself played a crucial role in the development of quantum me-
chanics. At the beginning of the 20

th century in fact, some of the open questions in
physics that pushed scientists to the development of quantum mechanics, had to deal
with electromagnetism (black-body radiation, photoelectric effect).

With the development of quantum mechanics, physicist had to rebuild electro-
magnetism upon a new theoretical framework which required to translate the old
description in terms of the classical observables to a new description in terms of
operators. Such procedure is called first quantization [53]. The new developed theory
proved to be very good for the description of non-relativistic quantum systems with
a fixed number of particles, but it failed in the description of high energy relativistic
systems, where the description in terms of operators must be substituted with a field
description. A new procedure for the quantization of field theories, called second
quantization, was then developed, and such framework lies at the basis of quantum
electrodynamics.

The study of quantum electrodynamics, is far beyond the scope of this thesis. In this
section will just give a very short introduction to quantum optics, limiting our self to
some results needed to provide a photonic implementation of quantum information
experiments.
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c.1 quantization of the electromagnetic field

The quantization of electromagnetic field in the vacuum is obtained promoting the
classical real field E(r, t) and B(r, t) to hermitian operators Ê(r, t) and B̂(r, t). Likewise
we have done for classic optics, in this discussion we will focus only to the electric
field.

The field operator Ê(r, t) can be separated into its positive and negative frequency
parts:

Ê(r, t) = Ê(+)(r, t) + Ê(−)(r, t) (C.1)

To ensure that the operator Ê(r, t) is hermitian (Ê(r, t) = Ê†(r, t)), Ê(±)(r, t) are set to
be mutually adjoint:

Ê(±)(r, t) =
(
Ê(∓)(r, t)

)†
(C.2)

The positive frequency part of any general electromagnetic field E(r, t) can be
expanded in terms of an orthonormal set of mode functions {Uk(r)} as:

E(+)(r, t) =
∑
k

AkUk(r)e−iωkt

with
∫
V U
∗
k(r)Ul(r)d

3r = δkl

where {Ak} is the set of complex constants that represent the Fourier amplitudes of
the field E(+)(r, t).

Similarly, the operator Ê(r, t), can be expanded in terms of a set of mode function,
but this time the coefficients {Ak} must be replaced by quantum mechanical mode
operators ({âk}) that are normalized to have:

Ê(+)(r, t) = i
∑
k

√
 hωk
2
âkuk(r)e−iωkt

The operators {âk} and their adjoints {â
†
k} satisfy the canonical commutation relations:[

âk, â†l
]
= δkl (C.3)[

ak,al
]
=
[
â
†
k, â†l

]
= 0 (C.4)

These relations are the familiar algebraic relations used for the simple harmonic
oscillator and so they define the amplitude operators for an infinite set of oscilla-
tors, one for each mode of the field. The Hamiltonian operator for the quantized
electromagnetic field can be written in the form:

Ĥ =
∑
k

 hωkâ
†
kâk + constant (C.5)

and so it is evident that the electromagnetic field in the vacuum is so equivalent in its
dynamical properties to an infinite sequence of harmonic oscillators. The product

n̂k ≡ â†kâk (C.6)

94



C.2 information encoding using photons

defines the number operator for the k-th mode. This operator has eigenvalues nk =

0, 1, 2, . . . and eigenstates |nk〉 and represents the number of photons in the k-th mode.
The operators âk and â†k act in the Fock space, i.e. the infinite dimensional Hilbert
space of “number representation” where a generic state with nk1 photons in the
mode k1, nk2 photons in the mode k2 and so on has the form

|nk1nk2 · · · 〉 ≡ |nk1〉 ⊗ |nk2〉 ⊗ · · · (C.7)

The operators â†k and âk are called creation and annihilation operators because they
respectively create and destroy one photon in the k-th mode, i.e.

â
†
k |· · ·nk · · · 〉 =

√
nk + 1 |· · ·nk + 1 · · · 〉 (C.8)

âk |· · ·nk · · · 〉 =
√
nk |· · ·nk − 1 · · · 〉 (C.9)

The ground state of the electromagnetic field is the vacuum state where there are no
photons

|vac〉 ≡ |{0k}〉 (C.10)

Applying each one of the annihilation operators to the vacuum state we obtain

âk |vac〉 = 0 (C.11)

because there are no photons to destroy. We can also generate the quantum state
|{nk}〉 that has n =

∑
k nk photons by applying the creation operators â†k to the

vacuum state,

|{nk}〉 =
∏
k

(
â
†
k

)nk
√
nk!

|vac〉 (C.12)

The state vectors |{nk}〉 for all values of the integers {nk} form a complete orthonormal
set and span the whole Fock space.

c.2 information encoding using photons

There exist many different way to encode the information into the degrees of
freedom of the electromagnetic field. They are grouped into two different classes,
called continuous variables and discrete variables.

Continuous variables encode the information in the quadratures of a single mode
(j, λ) of the electromagnetic field (quadratures are, roughly speaking, the real and the
imaginary part of the field operator). While continuous variables play an important
role in quantum information, they are out of the scope of this thesis.

The other way to encode quantum information is using discrete variables. It consists
of encoding the information into the degrees of freedom of a single photon. The
most common encoding scheme implements a qubit using a single photon in two
orthogonal modes of the electromagnetic field, a technique called dual-rail encoding.
The orthogonal modes can be two orthogonal polarizations, two non-overlapping
transverse modes or two non-overlapping temporal modes, giving, respectively,
polarization, path or time-bin encoding. In this section, polarization and path encoding
schemes, both employed in our work, will be rapidly reviewed.
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Polarization encoding

Studying the set of equations B.1 one realizes that electromagnetic waves, travel-
ling in homogeneous isotropic non-attenuating medium, are properly described as
transverse waves, meaning that a plane wave’s electric field vector E and magnetic
field B are in directions perpendicular to the direction of wave propagation indicated
by the wavevector k; E and B are also perpendicular to each other. The electric field

Figure C.1.: A "vertically polarized" electromagnetic wave of wavelength λ has its electric field vector E (red) oscil-
lating in the vertical direction. The magnetic field B is always at right angles to it (blue), and both are
perpendicular to the direction of propagation (z). [55]

associated to the electromagnetic wave shown in figure C.1 can be described by a
function of the form E = eE0ei(k·r−ωt+φ0), where e indicate the direction of the
electric field oscillation. Such electric field oscillation e is exactly the polarization of
the EM wave. In the EM field quantization procedure such field property is inherited
by photons (seen as minimum packet size of the electromagnetic field), and it is
referred as photon polarization or spin. Polarization, being a two-dimensional mode
space, is a perfect property to be used as a computational basis; we can therefore
build a polarization encoding scheme where polarization represents a qubit in the
two-dimensional complex Hilbert space of a single-mode field1.

The quantization of the field introduces of a set of quantum mechanical modes operators{
â
†
H, âH

}
and

{
â
†
V , âV

}
that act independently on the Fock space of photons with

|H〉 and |V〉 polarization respectively. The computational basis states can be written
as:

|0〉 := â†H |0, 0〉HV = |1, 0〉HV = |H〉 (C.13)

|1〉 := â†V |0, 0〉HV = |0, 1〉HV = |V〉 (C.14)

where |nH,nV〉HV is the Fock state representation of the polarization of a single-mode
field.

Single-qubit gates are easy to implement in the polarization encoding by using
wave-plates. Wave-plates are birefringent optical devices made of a birefringent
material, characterized by a different refractive index for two orthogonal axes. The
material used in most wave-plates is quartz, which is a positive uniaxial crystal
(ne > no) [35]. The axis characterized by the lower refraction index is called fast
axis (nslow > nfast because v = c/n), therefore quartz wave-plates have nfast = no

1 The most frequently spatial mode used for polarization encoding is the TEM00 mode, which can be
well approximated to a plane wave in the condition of not too strong focusing.

96



C.2 information encoding using photons

and nslow = ne. In the basis {|F〉 , |S〉} of the fast and slow axes, the unitary matrix
representing the action of a wave-plate is:

Λ(Γ) =

(
ei
2π
λ nfastd 0

0 ei
2π
λ nslowd

)
= ei

2π
λ nfast

(
1 0

0 ei
2π
λ (nslow−nfast)d

)
≡
(
1 0

0 eiΓ

)
(C.15)

where we dropped the overall phase factor ei
2π
λ nfast because the system is insensitive

to it with, and where Γ = 2π
λ ∆nd, is the relative phase introduced by the plate.

The two most used common types of wave-plates are the half wave-plate, char-
acterized by ∆n d = λ

2 +mλ and Γ = π + 2πm, and the quarter wave-plate, with
∆ nd = λ

4 +mλ and Γ = π
2 + 2πm. The value of m gives the order of the plate

(zero-order plates have m = 0). The resulting scattering matrices are:

ΛHWP =

(
1 0

0 −1

)
and ΛQWP =

(
1 0

0 i

)
(C.16)

In general, wave-plates are mounted on rotator stages, so that the slow and fast axis
form an angle ε with the computational basis axis, as shown in figure C.2.

Figure C.2.: Relationship between the {|F〉 , |S〉} and the computational basis {|H〉 , |V〉}. The laser beam is coming
out of the page.

Since the rotation is described by(
âF
âS

)
=

(
cos ε − sin ε
sin ε cos ε

)(
âH
âV

)
= Ry(2ε)

(
âH
âV

)
(C.17)

the resulting rotated wave-plate scattering matrix is

Λ(Γ , ε) = R−1y (2ε)Λ(Γ)Ry(2ε) =

(
cos2 ε+ eiΓ sin2 ε cos ε sin ε

(
1− eiΓ

)
cos ε sin ε

(
1− eiΓ

)
eiΓ cos2 ε+ sin2 ε

)
(C.18)

Follows that the scattering matrix of the rotated half-wave plate and quarter-wave
plate is given by:

ΛHWP(ε) =

(
cos2 ε− sin2 ε 2 cos ε sin ε
2 cos ε sin ε sin2 ε− cos2 ε

)
=

(
cos 2ε sin 2ε
sin 2ε − cos 2ε

)
(C.19)

ΛQWP(ε) =

(
cos2 ε+ i sin2 ε cos ε sin ε (1− i)
cos ε sin ε (1− i) sin2 ε+ i cos2 ε

)
(C.20)

Half- and quarter-wave plates can also be used to implement a generic Rz rotation
(see A.8). This can be obtained by fixing the plate with fast and slow axes parallel to
the computational basis, and then rotating the wave-plate along its vertical axis by an
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WP
beam

Figure C.3.: Wave plate used as phase shifter.

angle θ, as shown in figure C.3.
The corresponding scattering matrix of this system is

ΛHWP(θ) '
(
1 0

0 ei
π

cosθ

)
(C.21)

for the half-wave plate and

ΛQWP(θ) '
(
1 0

0 ei
π

2 cosθ

)
(C.22)

for the quarter-wave plate.

Path encoding

In path encoding, the computational basis is composed by two non-overlapping
spatial modes. The modes are usually described by the same mode function (usually
TEM00), with approximate wave-vectors kkk1 and kkk2 with the same wavelength but
different directions. The quantum mechanical modes operators for such modes are âkkk1σ
and âkkk2σ, where σ is the polarization mode. The computational basis states of path
encoding are

|0〉 := â†k1 |0, 0〉k1k2 = |1, 0〉k1k2 (C.23)

|1〉 := â†k2 |0, 0〉k1k2 = |0, 1〉k1k2 (C.24)

where |nk1 ,nk2〉k1k2
is the Fock state representation of the two spatial modes, with

the polarization degree of freedom neglected for simplicity.

Single-qubit operations in path encoding use beam-splitters and phase retarders.
Beam-splitters are partially reflecting devices, used to mix two spatial modes creating
interference effects. It is usually used with two incoming and two outgoing modes,
as shown in figure C.4.
The mode transformation induced by the beam-splitter is(

b̂k1
b̂k2

)
=

(
t ′ r

r ′ t

)(
âk1
âk2

)
(C.25)

where input modes are marked with field operators âj and output modes with b̂j,
with j the approximate wave vector of the two spatial modes. Since the scattering
matrix must be unitary, (r, t) and (r ′, t ′) must satisfy |r ′| = |r|, |t ′| = |t|, |r|2 + |t|2 = 1,
r∗t ′ + r ′t∗ = 0, and r∗t ′ + r ′t ′∗ = 0 [56]. The 50:50 beam-splitter has r = r ′ = i√

2
and

t = t ′ = 1√
2

, therefore it is described by the scattering matrix

UBS =
1√
2

(
1 i

i 1

)
. (C.26)
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(r',t')

(r,t)

Figure C.4.: Quantum mechanical description of the beam-splitter. For simplicity, input modes are marked with â
and output modes with b̂.

The phase retarder simply consists of an element capable of introduce a different
optical path length between the two spatial mode. The optical path difference between
the two modes, however, must be shorter than the coherence length of the two modes,
to keep the temporal overlap between the single-photon wave-packets in the two
modes. The action of a phase retarder is described by the following scattering matrix:

Uphase(φ) =

(
1 0

0 eiφ

)
. (C.27)
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