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“Without encryption, you and I wouldn’t be able to do our banking on-
line. We wouldn’t be able to buy things online, because your credit cards
- they’ve probably been ripped off anyway, but they would be ripped off
left and right every day if there wasn’t encryption.”

Tim Cook
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UNIVERSITY OF PADUA

Abstract
Department of Information Engineering

Master of Science

Industrial Control Systems: Security and Privacy Analysis in Industry 4.0

by Ahmad Bashir USMAN

In the era of industrial revolution, legacy systems continue to coexist with
modern systems, constituting an integration in the same industrial control
networks, this integration implies massive and heterogeneous computing
embedded systems. The devices employed in these systems are using dif-
ferent communication protocols, operative systems, and security policies to
generate entropy for the existing cyber-physical security approaches. More-
over, cybersecurity standards indicate zone segregation paradigms between
Corporate zone and Control zone networks that are not or partially imple-
mented by the organizations due to re-engineering costs.Therefore, it be-
comes essential not to underestimate the initial sources of potential threats.
In particular, it is within the Corporate networks that the adversarial actions
initiate the escalation towards disruption of control system assets.

In my work, I will provide a comprehensive analysis of an Industry 4.0,
systemize the existing and the most recent work on Cyber-physical systems
(CPS), analyzing the open challenges and the security issues,then I will per-
form data collection of the traffic from the most common Industrial Control
Systems (ICS) protocols and I will perform an analysis on the encrypted traf-
fic. In this thesis, I will consider the perspective of the security, in which I
derive a taxonomy of vulnerabilities, threats and attacks associated with CPS
and propose a possible countermeasure. And also I will consider the privacy
perfective, where I analyze the encryption of the ICS protocols. I will estab-
lish communications between plant devices of ICS such as Human Machine
Interface and Programmable Logic Controller using an open-source network
simulator. Generally, the communication in ICS protocols such as Modbus,
Distributed Network Protocol 3 (DNP3) and Similar protocols are presented
in unencrypted format. Therefore, I will encrypt the network traffic using
the Advanced Encryption Standard (AES) encryption mechanisms. Further-
more, I will infer the type of encrypted actions in the communication.

HTTPS://WWW.UNIPD.IT/EN/
https://www.dei.unipd.it/en/
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Summary
In 2011, the term Industry 4.0 (also known as I4.0) was first publicly

announced at the Hannover Messe in order to promote the manufacturing
computerization of the industrial sector in Germany (Kagermann, Wahlster,
and Helbig, 2013). The term Industrial revolution is an open debate and in-
terpreted in different ways by different researchers and it is freighted with
several meanings in many articles (Clark, 2010). Not only that the Indus-
trial revolution changes the technical advancements in technology, but it also
changes the human capital and the way they are actively creating creative
things. Fundamentally, the new innovation technologies have completely
changed the lifestyle of human beings and the working conditions from the
very first industrial revolution to what we currently found ourselves now in
Industry 4.0.

In this thesis, I firstly introduce briefly the Industrial revolution, and their
transition from the first, second third, highlighting their difference, and dive
deep into the fourth industrial revolution, taking into account the common
security lacks, focusing on the vulnerabilities, threat and the attacks, while
also considering the convergence of the IT and OT networks, with a special
analysis on anomaly detection systems.

Having demonstrated a comprehensive analysis of Industry 4.0 and the
security concerns associated with it, I will practice privacy with encryption
in the industrial control systems protocols. Recalling that the communica-
tion in SCADA and ICS are usually insecure, we believe that encryption in
such communication will make the privacy possible, thus yielding an extra
security in the Industrial Control Systems.
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Outline
The ultimate goal that I am trying to achieve in this thesis is to implement
an encryption in the industrial control network traffic, and conduct an anal-
ysis of the encrypted traffic. Bearing in mind that the ICS protocols normally
are not encrypted. Such behavior can leak information about the communi-
cation, as a result, an attacker can easily eavesdrop the communication and
infer the type of the protocol used, the topologies and other sensitive infor-
mation. In the literature, similar work has been done previously in different
fields such as the Internet of Things (IoT), side-channel and Android mobile
applications. To the best of my knowledge, this is the first work that analyzes
the encrypted network traffic of the Industrial Control System’s protocols.

The overall steps and the expected outcomes of this thesis can be visual-
ized as following items:

• Background on Industry 4.0 security and in particular ICS security.

• Convergence and analysis of IT/OT networks: legacy systems and In-
dustrial Internet of Things (IoT).

• Analysis of OT threats: Stuxnet; TRISIS; Maroochi; Industroyer.

• Analysis of the purdue model, ISA 62443 series of standards, IT/OT
network segregation

• Analysis of IT cyber vulnerabilities conceived for remote C&C

• Analysis of Intrusion & Anomaly detection in Cyber-Physical Systems.

• Analysis of the Industrial Control Systems protocols

• Data collection of the traffic from the most common ICS protocols.

• Implementation of encryption on the ICS protocols.

• Analysis of the encrypted network traffic using machine learning.
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Chapter 1

Industrial Revolution

1.1 Industry 1.0

In the first period of industrialization, the transition to machine and factory
systems from the world, full of artisan manufacture is referred to as an indus-
trial revolution. In the early period of the eighteenth century, the transition
began in Britain (CRAFTS, 2011). This story originally starts in a small island
in Britain. In this century, people were using the available trees in order to
build houses and produce ships, also cooking food and heating purposes.

The new transition of manufacturing processes in the United Kingdom,
United State and Europe was brought by virtue of the Industrial revolution.
Among this substance transition including but not limited to, instead of us-
ing the traditional and hand-production methods, now people are deploying
machines. This progress extended to iron production and chemical manufac-
turing. The use of water power and steam power has started to increase, the
mechanized-factory system is rising as well as the development in machine
tools. These revolutions lead to unexpected growth of the population.

FIGURE 1.1: Industries in the Great Britain in 1750 – 1850 From
" The Industrial Revolution"(Wyatt, 2008)
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In the period of Industry 1.0, human activities were changed, it encour-
aged people to make a transition from traditional to revolution, allowing
them to focus on industrial society from the agricultural environment. Dur-
ing that era, there were only one dimension for the demand of industrial
products, it called the product volume (Yin, Stecke, and D. Li, 2018). In In-
dustry 1.0, the demands were bigger than the supplies, as a result, the out-
put from the industrial products was not sufficiently enough to satisfy the
required demands from society. One of the best books that cover various as-
pects of Industry 1.0 is a book called wealth of nation by Adam Smith (Smith
and Krueger, 2003).

1.2 Industry 2.0

The appearance of the Second Industrial Revolution (IR2) started in the pe-
riod between the 1860-1914 (Gordon, 2000). This revolution, also known as
the American Industrial Revolution, is due to the creation of a huge amount
of utilities and the invention of new technologies which include internal com-
bustion engines, electricity, petroleum, alloys, chemical industries and other
chemicals. The author Gordon (Gordon, 2000) also includes the electrical
communication technologies such as telephone, telegraph and radio for this
revolution. Researchers in (Atkeson and Kehoe, 2001) mentioned that this pe-
riod was the moment in which the innovations and inventions concentrated
on steel and iron, electricity railroads and chemicals were highly science-
based. The age of Synergy was the proposed name by Vaclav Smil the policy
analyst and a Canadian scientist during this period of innovations and inven-
tions as stated in his reviewed article and was originally authored by Petrie
Ian, talking about Creating the 21th century (Petrie, 2007).

The second Industrial revolution is the period of creation of the current
transportation, industrial economy, development of steam power and the
generation of communication.

FIGURE 1.2: First steam-locomotive in New York State, The de-
Witt Clinton, in 1831 From "The Dawn of Innovation"(Charles

and Morris, 2012)
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1.3 Industry 3.0

The beginning of Industry 3.0 was noticed in the 1980s till today. The start of
technological innovations was realized during this period and it has a big im-
pact in the world of the electronics industry. Changes such as moving to dig-
ital from analog and to modular from integral. The architecture of most elec-
tronics was accompanied by decreasing product life cycles. The case in Japan
was almost six months of the average life-cycle in the production of electron-
ics (Yokoi, 2014). The creation of the Third Industrial Revolution helped the
current century by creating more new businesses in the market, and many
more opportunities for the current sustainable global economy. Again, the
Third Industrial revolution has changed not only how we communicate but
also the way we perceive and deeply define our insight to the universe.

Back in 2012, Jeremy Rifkin mentioned that the last of the greatest inven-
tions of the Industrial Revolutions is the Third Industrial Revolution and that
the foundational infrastructure was carried and helped for collaborative age
emergence (Rifkin, 2012).

CD-ROM was one of the potential electronic storage media that were
invented in this era and it tool has supported the revolution of Informa-
tion Technology. In the InforTech market, researchers made an announce-
ment about the CD-ROM, in which they announced that more than 155% the
growth of the CD readers was achieved in 1993 (Fitzsimmons, 1994)

FIGURE 1.3: Aerospace Industry Takes Off Assembly Automa-
tion , in 2015 From (Weber, 2015)

The world experienced heavy investment in the industrial systems, the
aim of the third industrial revolution was to produce more flexible systems,
boost productivity, improve quality and reduce cost. In Aerospace automa-
tion, as in the figure 1.3, sectors of commercial airlines are also leading a
charge by creating new airplanes, adopting robots and similar technological
production to build more capacity constraints and to solve their problems.
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1.4 Industry 4.0

In 2011, the term Industry 4.0 (also known as I4.0) was first publicly an-
nounced at the Hannover Messe in order to promote the manufacturing com-
puterization of the industrial sector in Germany (Kagermann, Wahlster, and
Helbig, 2013). The term Industrial revolution is an open debate and in- ter-
preted in different ways by different researchers and it is freighted with sev-
eral meanings in many articles (Clark, 2010) ). Not only that the Indus-
trial revolution changes the technical advancements in technology, but it
also changes the human capital and the way they are productive in creat-
ing creative things. Fundamentally, the new innovation technologies have
completely changed the lifestyle of human beings and the working condi-
tions from the very first industrial revolution to what we currently found
ourselves in Industry 4.0.

FIGURE 1.4: Transition of the Industrial ages from "literature
review of the impact of the 4th industrial revolution on product design

and development"(Pessoa and Jauregui-Becker, 2020)

The diagram in figure 1.4 illustrates the transition of the industrial revo-
lution, starting from the first to current era of revolution, and compares the
major differences brought into the field of technology, production, sales &
marketing, design development and environment.
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2.1 Related Work

M. Conti et al (Conti, L. Mancini, et al., 2015) introduced a framework that
allows them to simulate and understand vividly how the encrypted network
traffic transmitted, and allows them to analyze, specify and categorize what
kind of activity has been carried out by the user, taking advantage of some
mobile application (e.g facebook, twitter and gmail). In their demonstration,
they assumed that regardless of deploying the two well-known transmission
protocols so-called SSL/TLS, it is possible for the eavesdropper to invade the
privacy of the users with an effective tool in the approach provided in their
traffic analysis, which proves the weakness of SSL/TLS.

R. Atterer et al. (Atterer, Wnuk, and Schmidt, 2006) built a transparent
and complex solution for tracking the user activity on the internet. Their
approach makes the tracking of the user activity possible in a web applica-
tion, which we already knew that web applications deploy JavaScript heavily
on its pages. In the implementation, they performed a small test with twelve
participants that are browsing the internet through computers, each assigned
with a couple of tasks which are hardly tractable providing two encrypted
websites.

M. Liberatore et al. (Liberatore and Levine, 2006) proposed two ma-
chine learning algorithms to examine and analyze the effectiveness of actions
which allows them to de-anonymize encrypted HTTP protocols. The first
method is based on Jaccard’s coefficient while the other is naive-Bayes. They
have demonstrated that the observer has the ability to infer the component of
the HTTP streams that is encrypted by taking advantage of the collected pro-
file in the library: this can be done either before the encryption of the streams
or after.

M. Conti et al. (Conti, L. V. Mancini, et al., 2016) again, this paper con-
tains the same concepts and methodologies applied as in the preview pa-
per[4]. But this paper is slightly different in terms of the amount of the
dataset, where they used 7 different applications downloaded and installed
from the official android market. The seven applications are: Facebook v.3.8,
Twitter v.4.1.10, Gmail v.4.7.2, gplus v.5.3.0.9103405, Tumblr v.3.8.6., Dropbox
v.2.4.9.00, and Evernote v.7.0.2. They provided a good performance in terms
of precision, recall and F-scores.
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In this thesis, I will simulate the procedures performed and provide the
methods used to achieve the results as in (Conti, L. Mancini, et al., 2015)
and (Conti, L. V. Mancini, et al., 2016) but only on the ICS protocols, en-
crypting and generating the traffic using mininet and analyzing it with CI-
CFlowMeter. And by training a machine learning algorithm with data that
has been traffically encrypted, build the model and finally predict and clas-
sify the message sent or action performed by the user.

2.2 Background on CPS Security

Cyber-Physical Systems (CPSs) are novel digital technology that Nowadays
arises attention among both developers in the industry and researchers in
academia. CPSs can be considered as a system of systems and can be de-
fined when the three acronyms are completely resolved: Cyber is the control
part and the intelligence: physical relates to the physical world: and systems
which concern the computation in processing information to make decisions,
communication and collaboration in exchanging the data. These systems are
increasing in number, therefore, several application domains with the current
developments in technology for CPSs. Example including but not limited to;
smart grid applications, medical devices, vehicular or smart cars and indus-
trial control systems. The cost of failure and error of these systems can cause
disaster effects in the physical world.

The growth of CPSs has increased exponentially and unprecedentedly
in the last decades (Atat et al., 2018), and our lives rely highly on compu-
trazid networked environments, taking advantage of these physical systems
in many different ways, starting from the simplest devices that we might be
able to hold in our hands, to the most complex and sophisticated systems that
we might see in critical infrastructure. The emergence of CPSs brought un-
precedented integration and interaction between systems and human-being.
They also generated severe negative consequences due to the careless misuse,
administration or unexpected attack due to the lack of security compliance
in place.

Cyber attacks are mostly appeared in relation with CPSs and their vul-
nerabilities of the computational communication systems (Ma, Rao, and Yau,
2011). We can believe this since the security issues on the systems can usu-
ally be associated with the CPSs. Take an example of a malicious user who
having a partial or full control over a computer system of medical devices,
water pumps and electric gas valves, he can take advantage of this privilege
to intentionally influence the physical world, lead to serious damage to the
environment and put human-beings’ lives at risk. This is a good example
for the universe to consider security countermeasures into account, and is
trustworthy to put a considerable amount of effort, money and time when
designing and implementing CPSs security.

In defining CPSs, authors in (Humayed et al., 2017) defined CPSs as sys-
tems that are used for controlling and monitoring the Physical world. Goll-
mann and Krotofil described CPSs as a systems that are made up of of IT
systems and all are embedded within a specific applications (Gollmann and
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Krotofil, 2016). While on the other hands CPSs attacks are the attacks that
can physically influence propagations (Yampolskiy et al., 2012). Generally,
any action in cyber-space contains some sort of impact in the physical world,
whether the designated system can be categorized as cyber physical or not,
but it may not be classified as a potential source of damage. For exam-
ple, in Information Technology (IT) and Operational Technology OT, when
transmitting information through wire or wireless, the components such as
monitor, hard drive, printers and so on, can have some form of physical in-
fluence propagations, but not necessarily a source of threat. In this thesis,
we will mainly be focusing on Industrial control systems (ICS). Since in the
networked-environment, ICSs are facing severe cyber security challenges,
risk and threats (Zhou et al., 2020).

2.3 Differences between IT and OT networks

Until recently, the "terms" of Information Technology and Operational tech-
nology were distinguished both organizationally and technically.

It’s clear that the term IT is widely seen and used in many different fields
and not only it is familiar to everyone, but also people have a satisfactory
idea of what IT is about. While on the other hand the term IT could be less
familiar and might raise an alarm to the beg the question what OT is really
means. The term OT may sound recent, however, It might be impossible to
demonstrate the current evaluations and developments of IT in the industry
without explicitly or implicitly talking about the convergence of IT and oper-
ational technology. As a result, It is important to distinguish between IT and
Operational Technology.

The term Operational Technology mainly focuses on the monitoring and
controlling the industrial-process assets and the industrial equipment. While
in brief, the term IT is the way that enterprise and business systems deliver,
store and process information.

2.4 IT to OT convergence

The transformation of digital technology in companies and in particular the
industrial sector, is continuing to force them to take this paradigm into ac-
count and reconsider conducting convergence projects and bring together
these two terms.

The advantages of controlling both IT and OT convergence can make an
improvement in several areas, such as enhancement of information for de-
cision making, optimization of business processes, lowering risk, reducing
costs and shortening the project schedule.

Based on my research, i conclude the convergence of IT and OT as follows:

• The scope in Information Technology is general and the domain fall
to support the enterprise applications and manage office employees.
Typically the person in charge is the Chief Information Officer (CIO).
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IT follows the interconnected application system approach with open
and standards-base architectural model, examples inculde ERP, BI and
CRM.

• The scope in Operational Technology is specialized and the domain
fall to support industrial and environmental control and monitoring.
Typically the person in charge is the Chief Operating Officer (COO). OT
follows the standalone application system approach with closed and
proprietary architectural model, examples include SCADA, MES and
EMS.

2.5 Vulnerabilities of ICS Protocol and Counter-
measures

In previous studies, O. Nyasore et al.(Nyasore et al., 2020) introduced vulner-
abilities associated with Modbus/TCP. a well-known and a legacy protocol
that has been widely used in electronic devices particularly in industrial con-
trol systems such as refinery control. In this paper, they developed Snort,
Bro and Suricata intrusion-detection and prevention-systems (IDPS) taking
advantage of deep packet inspection as a countermeasure to mitigate the de-
nial of service, command injection and other malicious activities that may
arises in Modbus/TCP in the industrial control systems. In the experiment
they illustrated the results using Pingplotter which allows them to measure
and compare different performance of the three IDPSs. The drawback of this
experiment is the latency in predicting the results, therefore, it is possible to
easily capture the attack on Modbus/TCP in real-time even with the security
countermeasures in place.

M. Marian et al. (Marian et al., 2019) proposed a solution which is ar-
chitecturally designed to secure industrial control systems and specifically
issues related to Supervisory Control and Data Acquisition (SCADA). The
authors in this paper restricted the solution on Distributed-Network Proto-
col (DNP3). DNP3 was introduced in 1993 and consists of communication
protocols which operate at data link, transport and application layers and is
mainly used in electricity, water and other data acquisition systems, primar-
ily based in Canada and U.S but later sparsely distributed in Europe (Col-
lantes and Padilla, 2015). The four threats that DNP3 overcoming are eaves-
dropping and spooning, replay and modification. By modifying DNP3, the
authors in (Marian et al., 2019) will guarantee data origin authentication and
data integrity in electronic signature which behave as remote-terminal-units.
The issue with this experiment is that the proposed system is still under de-
velopment, therefore, we can’t predict the efficiency of the system so as to
assume the problem has been addressed.
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Guilherme Serpa Sestito et al. (Sestito et al., 2014) proposed a deep learn-
ing technique to diagnose traffic in the industrial control systems. The imple-
mentation of this algorithm was focusing primarily on Artificial Neural Net-
works(ANN), and predicts the abnormal signals transmitted in PROFIBUS-
DP protocol. This protocol is another legacy protocol that was introduced by
the institutional research department in german back in 1989 (Collantes and
Padilla, 2015).

The authors in (Sestito et al., 2014) provided a waveform sample signal
feature which allows the ANN to indicate possible issues associated with it.
The experiment was done in an environment using real data measured in a
laboratory. The data was splitted into training sets with 70% of an input,
validation and testing sets with remaining 30%. The experiment showed
satisfactory results, but since the signals have different waveformat in the
networks configurations, different implementation on ANN should be con-
sidered when generalizing the result. Other important protocols in the in-
dustrial control systems that are widely used in europe and the world are:
Common Industrial Protocol (CIP), Profitnet, OPC, PowerLing Ethernet
and EtherCAT. Each of these protocols are functioning in the OSI or TCP/IP
model.

2.6 What kind of vulnerabilities generate this in-
terconnection

In order to understand this vividly we have to differentiate between the types
of the vulnerabilities that can arise in IT/OT based on several characteristics,
such as what caused the vulnerability, where it exists and how it can be com-
promised.

• Operating System Vulnerabilities: Since today’s operating systems in-
clude many functionality and are very complex, it’s very difficult for a
developer to design and develop softwares without an error within the
operating system.

Examples of this type include: Remote Code Execution, the attacker
can modify or execute commands remotely: Denial of Service (DoS)
degrading or denying services to a victim: Privilege Escalation having
access to the root and gain full permission without authorization.

• Network Vulnerabilities : These types mainly are the problems associ-
ated with the network’s software and hardware that makes it possible
to expose weakness of the network, therefore, make it possible to be
attacked by malicious outside parties.

Examples include default Wi-Fi Routers to the access point, zero con-
figuration or poorly-configured and weak implementation of firewalls.

• Process Vulnerabilities Example of this type of vulnerability is weak
passwords creation. Implementing easily guessable passwords can eas-
ily be compromised by using brute force or similar attacks.
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TABLE 2.1: Stuxnet Characteristics (Chen and Abu-Nimeh,
2011).

• Human Vulnerabilities The weakest side in Information Technology
and Operational Technology is basically the human element. Employ-
ees without proper training awareness in cybersecurity could easily cre-
ate compromisable access points, expose very sensitive information to
intruders and cause unintentionally serious damage to the systems. So-
cial Engineering is the most vulnerable way that attackers take advan-
tage of to lure the users and gain the desired goal.

2.7 Analysis of OT threats

Stuxnet is the first weapon found in the war of cyber-physical systems. At
the moment stuxnet was created, it was certainly the most remarkable mal-
ware discovered in space and has the ability to attack cyber-physical systems
in the military. It’s main purpose was to target the facilities and the indus-
trial control systems, and also the facilities in Natanz targeting specifically
the uranium enrichment. In comparison to the previous malwares in 2010
that are focusing on targeting computers, Stuxnet was targeting Industrial
control systems, and under certain situations it placed its payload to the ICSs
, therefore, it was considered to be the greatest of its time in terms of complex-
ity. The table 2.1 provides an overview of the Stuxnet main characteristics in
comparison to the other malware.

Neither country admitted to holding responsibility for the damage caused
by Stuxnet in Iran, but authors in (Nourian and Madnick, 2018) claimed that
VirusBlockAda company was the first to discover Stuxnet malware in the
mid year of 2010.

After successfully Stuxnet sabotaged the nuclear program in Iran, a new
generation of war began. TRISIS, also known as HatMan, was one in the
front line among the new malware and destructive paradigms that is capable
of disrupting and altering the tasks of Safety-Instrumented-Systems(SIS).

It’s worth to mention SIS is seen in Chemicals, Gas, Oil, Utilities and
other related instruments, to support and provide security countermeasure
the ICSs and shutdown safely the ongoing process in case of anomaly detec-
tion. TRISIS was discovered by Dragos in 2017, when they investigated ICS
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FIGURE 2.1: industroyer-schem (Cherepanov and Lipovsky,
2017).

tailored malware that attacked Triconex safety-system in the Middle East.
Specifically in Saudi Arabia (Geiger et al., 2020).

Another malware that is involved in malicious activities is the so-called
Maroochy malware. The name came after an attack occured in Australia
in the Queensland Area. It is an attractive area , visited by many tourists,
known with its beauty in nature and multiple parks and water canals.

The Council in the city implemented complicated SCADA-based critical
infrastructure to manage more than 140 pumping stations and 880km of sew-
ers. Few months later, the operators noticed that there was no response for
remote commands, pumps didn’t run properly, reports to the central control
were missed and oftenly lost communication to the central control.

Even though the operators re-installed the software and verified thor-
oughly the system and seems everything working as needed, this action
didn’t resolve the issue (Kawano and Mustard, 2006). After several investi-
gations for more than two months, it turns out that the attack was performed
by an insider who has been rejected to be employed. The attacker was later
sentenced to two years in jail for the serious damage he caused.

Final giant malware I would like to discuss in this part is the Industroyer,
also known as Crashoverride. This malware is designed purposely to target
electrical grids and disrupt the functionality of Industrial Control Systems. It
is revealed by ESET (Cherepanov and Lipovsky, 2017) after it shut the Ukra-
nian power grid down for one hour.
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The architecture of Industroyer as shown in figure above 2.1 provide sup-
port to four different types of protocols in industrial control systems, OLE
process-control Data-Access, IEC-61850, IEC-60870 version 101, and IEC-60870
version 104 that can transmit over TCP/IP. The payload of these protocols
proceeds by mapping specific networks, further sending commands to the
targeted Industrial Control System. The authors of this malware not only
took advantage of these protocols, but they also implement Denial of service
attacks.

Other components associated with the industroyer include Backdoor, it’s
the main backdoor, where the entire components of the tool has been con-
trolled by the attackers.

The backdoor connects to remote commands and manages the servers so
as to enable the attackers to exchange, transmit and perform malicious ac-
tivities over the internet. In case of failure of the main backdoor, Additional
Backdoor is in place as a backup door in order to regain the access to the
victim and provide persistency.

Another component of the industroyer is the Launcher component which
contains the timestamp of two the activated date which is ahead of the actual
attack.

Finally the Data Wiper Component, after successfully exploiting the sys-
tems, the data wiper will erase its crucial registry-keys and make it extremely
difficult to recover. This proves that the attackers of this malware are very
well funded, dedicated and expert in the industrial control systems.

2.8 Analysis of Purdue model

In order to properly apply security in ICSs and Criticial Infrastructure (CI)
environments, it’s a vital to have detail knowlaged and be aware of the en-
tire network components in the IT and OT. This will allow us to holistically
make an investigation of the process and the system in each part, analyize
vulnerabilities, risks and threats and recommend possible solutions. To be
able to do so, the Purdue model and ISA 62443 standard are implemented to
control the system and secure its components properly.

The Purdue model (trust, 2017)was first developed by Theodore J. Williams
next to other members at Purdue university in the 1990s. Purdue Enterprise
Reference Architecture (PERA) model as the name suggests it’s maily for en-
terprises, proves to be a good example defining and distinguishing the five
layers/level of critical infrastructure which is deployed in production-lines
and provide a better approach to apply security. The implementation of the
PERA will resolved the air-wall between ICSs and the main components pre-
sented in the IT and the OT. The overview of the Purdue model can be seen
in figure 2.2

• Level-4/5 – Enterprise: The enterprise is the level where day-to-day to
activities and primary business functions are performs. As of today,
It’s the level of Information Technology that supply orchestrates op-
eration and business direction. This is the most important and most
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FIGURE 2.2: Purde Model for ICS (trust, 2017).

sensitive layer where disruptions of any kind can cause the enterprise
huge amount of many.

• Demilitarized zone (DMZ): The region where IT and OT is perfectly
converge is the so-called Demilitarized zone. This area possess most
of the security softwares, such as proxies and firewalls. Many ICSs are
suffer from the lack of security at this area.

• Level-3 - Operation and Control: Level 3 is the level where on manu-
facturing ground, the management of the workflow prudcion is taking
place. Windows, Linux, Mac ios and other customized operating sys-
tems can be seen here in practice recording data, performing batch man-
agement and managing several operations. The term manufacturing
execution systems(MES) and manufacturing-operations management
systems(MOMS) are the names of the systems that has being manufac-
tured at this level where the record of data are stored in the database.
There is a designated backhaul network when communicating with
manufacturing layer and the enterprise layer to the data-center. In-
terruptions at this level during execution can also cause the system to
shutdown for several days which, as a result, lead to a serious loss of
revenue.
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• Level-2 - Control Systems: SCADA software has the ability to control
ICSs from the actual location of the of the plants to a very long distance
where the operator usually monitoring the systems.

While Programmable logic controllers(PLCs) and the Distributed con-
trol systems(DCS) are oftely implemented in the plant. Both PLCs and
DCS are used for basic monitoring and control, while the transmission
and aggregation of the data to upstream to level 3 is done by the help of
SCADA in connection with the Human Machine Interface (HMI). The
issue is that the PLCs do not posses monitors and keyboard, therefore,
in order to log into SCADA systems, the operator should use Remote
TerminalUnits (RTUs). The communication over modbus and dnp3
protocols along with other strategies and devices at this layer can pro-
vide assistant to bolster the security.

• Level-1 Intelligent devices: Manipulation and sensing of the physical-
processes with the corresponding process actuators, sensors and the
related instrumentation are collapse at this level. Taking advantage of
of cellular networks as an example, it is possible to efficiencently drive
sensors directly in communication via cloud with the dedicated moni-
toring software.

• Level-0 – Physical process: The components of the physical processes
are defined at this level

2.9 ISA 62443 series of standards

ISA 62443 series was defined by the International Society of Automation
committee hoping to gather experts in the Cyber-physical systems field in
order to address issues related to ICSs. Their primary goal is to enhance
the safety, confidentiality, integrity and availability for the system installed
in the ICSs and provide procuration criteria for the implementation of the
intended ICSs. The series also aimed to enhance the electronic security and
support to verify and resolve vulnerabilities, which may reduce the risk to
compromise sensitive information and cause the failure of the ongoing ICSs
process. The components of the series can be seen in figure 2.3, the elements
are categorized into four groups with the description associated with each
element.
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FIGURE 2.3: ISA-62443-elements
(Franceschett et al., 2019)

2.10 Analysis of remote command and control

Before digging into demonstrations of various cyber vulnerabilities that could
possibly be leveraged from remote command and control, we need to under-
stand the objectives of such an action.

Command and Control (C&C) also known as C2 servers, consists of cen-
tralized computer systems that are capable of executing commands remotely
and receiving outputs of the targeted system. It’s possible that this action can
also be controlled by malicious users, compromise the system, take advan-
tage of several vulnerabilities and launch a DDoS for example or receive data
from a compromised machine remotely.

One of the most common vulnerabilities conceived for remote command
and control is the so called Distributed Denial of Service(DDoS). DDos
attack is the action of overwhelming traffic by executing commands to the
target machine by attackers from multiple sources in an attempt to seize its
functionality rendering it unavailable.

Watkins et al. overviewed Dirt Jumper family (DJF) which is a toolkit
of DDoS, aiming to search for a certain vulnerabilities hopping to stop in-
progress attacks of DDoS by fuzzing the DJF manually on C&Cs. Their mit-
igation campaign on DDoS focuses on three vulnerabilities of DJF botnes.
The first is “Weak HTTP-Login-Authentication” vulnerability which fetches
the passwords continuously from the dictionary that contains all the stored
passwords. The second one is the “ No-Boat-Registration-Authentication”
and the final one is “No Bot Input Sanitization “ which they desire to inves-
tigate when considering the work for the future (Watkins et al., 2015).
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Another common remote attack is the Domain Name System (DNS) poi-
soning, also known as DNS spoofing, is an attack that aim to exploit and
take advantage of this vulnerabilities by tricking the DNS server to believe
the illegitimate data is authentic and legitimate then deviate and forward
the legitimate traffic towards the fake traffic. The attacker can modify the
DNS and rewrite its content so as to fool users to download unintentionally
viruses to their systems.

Hussain et al. demonstrated how DNS suffers from various attacks and
proposed a way to overcome these issues by implementing cryptographic
asymmetric cipher algorithms to encrypt the most valuable information in
communication and protect them from manipulation by attackers. Their re-
sults show better performance on preventing Denial of Service attacks (Hus-
sain et al., 2016).
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Chapter 3

Anomaly Detection Systems in ICS

3.1 Anomaly detection techniques in ICS and their
current limitation

Due to the high increasing number of attacks in cyber-physical systems, sev-
eral techniques have been proposed by researchers to detect and mitigate the
risk of such attacks that affect Industrial control systems.

The most common approach to come across detecting and mitigating cy-
ber attacks nowadays are the two famous Intrusion Detection Systems (IDS)
and Intrusion Prevention Systems (IPS). These systems effectively and effi-
ciently monitor the corporate network traffic, detect any malicious activity
and prevent its intrusion.

The IDS and IPS are functioning more accurately by relying on well-
known attacks that have been previously stored in a traditional database.
The database compares the signature of the incoming traffics and whenever
convergence accrued it raises an alarm. However, the main limitation of this
techniques is that it does not detect any attack which is not known by the IDS
or IPS. In other words, it doesn’t detect or prevent unknown attacks in the
network.

In order to address the limitations in IDS and IPS, researchers have up-
graded the traditional implementation to more advanced detection techniques
using Machine and deep learning techniques. These algorithms support IDS
and IPS and correlate the information with the corresponding application,
robust the detection systems and detect anomalies with high accuracy and
provide holistic analysis to the operator in charge in order to take appropri-
ate action.

Although different Machine Learning techniques have been proposed for
anomaly detection across IT and OT, the scenario in the industrial control
systems possesses considerations which have to be taken into account.
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3.2 IT vs OT anomaly detection

Modern ICS computing environments require different implementation of
anomaly detection systems in place to ensure trusted and safe communica-
tion between IT and OT.

Host Intrusion Prevention System (HIPS) is a software package which
installed on host computer and monitors a single host for suspicious activity
by analyzing events occurring within that host. In other words a HIPS aims
to stop malware by monitoring the behavior of code. This makes it possible
to help keep your system secure without depending on a specific threat to be
added to a detection update.

OT anomaly detection can fall into Network-based intrusion detection
systems (NIDS) with anomaly detection capabilities on the network. Promis-
cuous mode on the network is mandatory in order to implement and analyze
the traffic and this includes all the unicast traffic in the NIDS (Conrad, Mis-
enar, and Feldman, 2017). NIDS devices don’t have the ability to interfere
with the communication during malicious activities since NIDS are known
to be passive devices.

3.3 Real-time vs non-real time detection

It’s major importance to pay close attention to the current cyber-attacks, but
more importantly is identifying the source of such an attack, bearing that
in mind will allow us to know whether we should implement real-time or
non-real-time monitoring mechanisms.

In order to do that, the first and foremost is to have as much informa-
tion as possible about the attacks. The non-real-time detection technology
basically are the traditional anti-analysis softwares that are functioning in an
anti-statistic approach and at some point they are no longer resist the current
attacks in the Industrial control systems, since the non-real-time detection
applications do not instantly interact with the anomaly activities or report
them in a short period of time.

Real-time detection are more advanced strategies and can resist against
the recent attacks more efficiently . The dynamic anti-approach ,in the case
the infrastructure requires high speed, the real-real time detection can oper-
ate and provide a robust detection mechanism.

The delay in reporting attacks and vulnerabilities among the industrial
control systems can significantly cause serious damage, therefore, we need
an approach that can instantly raise an alarm whenever undesirable actions
are detected.
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3.4 Analysis of existent anomaly detection for ICS
in the Market

Products of an Anomaly detection systems provides a solution to ICS by
learning the behavior and the normal activity in the network, device, ap-
plication, process and the user behavior. Having learnt this information, any
deviation and variation from these, the anomaly detection softwares of ICS
are more likely to be identify and classify it as a cyber-attack.

Company Country Founded Total Funding

SCADAfence Israel 2014 $10M
Nozomi Networks United-State 2013 $52.5M
Claratory Israel 2014 $100M
Kaspersky Russia 1997 $685M
Indegy United-State 2014 $36M
CyberX Israel 2012 $47M
ProtectWise United-State 2013 $24
Radiflow Israel 2009 $18M
BioCatch Israel 2010 $213.7M
NexDefense United State 2012 $8.1M
SecurityMatters Netherland 2009 $5M
RheBo Germany 2014 e3.5M

TABLE 3.1: Comparison of existent anomaly detection for ICS
in the Market (Peterson, 2017).
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Chapter 4

KingFisher

4.1 Analysis of KingFisher

KingFisher (Bernieri, Conti, and Turrin, 2019) is a modern successful outlier
detection mechanism that was built on Mininet using and exploiting machine
learning algorithms. It’s the first of its kind that can provide a solution and
detect attacks in IT and OT traffic of ICS networks.

In the experiment, the authors implemented Variational Auto Encoders
(VAEs), a branch of an artificial neural- network that classifies the data with
no labels provided to the training data, in other words, in an unsupervised
manner. The results show that KingFisher has the ability to capture attacks
on network and physical layers of TCP/IP models.

Generally, the authors in the paper implemented Denial of Service (DoS)
attack in which the attacker aims to make the system unavailable by flooding
the server and consuming its resources. They also implemented the Modbus
Function Code Modification (MFCM) attack. The idea here is that the at-
tacker can retrieve sensitive information from the server which denotes the
current state of the system. This can be done by changing the functionality of
the Modbus reading and storing the registers’ information. Another impor-
tant attack considered in Kingfisher is the so-called Modification of Physical
Behavior (MPB) attack. As the name implies, it modifies the physical behav-
ior of the device and alters its functionality. Finally, the most important part
of Kingfisher and the attack that has been addressed in this paper as well is
the Man In The Middle (MITM) attack where the attacker performs ARP-
poison on client side and alters every packet arrived at the server.This action
is possible even without modifying the packets available locally at the host.
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4.2 KingFisher Architecture

The architecture of KingFisher primarily came with four main components
in its module explained as follows:

• KF-IT module: it’s the main controller in charge of monitoring the con-
nection between the Corporate and the Control network.

• KF-OT: is in charge of monitoring and controlling the Network traffic
and detecting suspicious activities in the Control Network.

• KF-PHYS: this is the physical process that shows the current state of the
system, this includes the noise, vibration and the level of the tempera-
ture as well as the power consumption in Watt meter Taking advantage
of the physical side-channel data.

• Correlation Node (CN): where the identification of complex attack and
correlation of incoming data from detection nodes takes place.

The overall architecture and the workflow of Kingfisher can be visual-
ized in the figure 4.1 along with the modules localization implemented in the
network of ICS topology.

FIGURE 4.1: Workflow & architecture of KingFisher (Bernieri,
Conti, and Turrin, 2019)
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4.3 KingFisher Limitations

After carefully going through the kingfisher paper and understanding how
the framework was built, how the architecture designed and the experiment
carried out, I noticed that the in the scenario, the duration in which allowed
for the attack event to take place is only two minute for the ,the KF-OT IDS
can detect anomalies and provide report and determine the communication
efficiently in the model. While on the other end, the side of the KF-IT IDS,
the period in this scenario is not sufficient enough to analyze, predict and
provide meaningful information.

The second critical perspective suggestion in the implementation of the
three Intrusion Detection Systems (KF-IT, KF-OT and KF-PHYS), due to the
incompatibility of the data that are arriving to the Correlation Node (CN),
leading each of the three to possess a different IDS, resulting asynchronous
when collected by CN. Last but not least, the authors considered only four
types of attacks which are: Man In The Middle attack (MITM), Denial of Ser-
vice (DoS), Modbus Function Code Modification (MFCM) and Modification
of PhysicalBehavior (MPB).

Finally, The application/paradigm is that it only focuses on a specific IT
traffic. In other words, it doesn’t identify suspicious activities in the entire
system and that include application or transport layers. Also in this paper
is that the authors heavily focused on modbus protocol without considering
others such as DNP3.
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Chapter 5

Modbus Protocol

5.1 What is Modbus

Modbus is a protocol used for transmission of information which communi-
cates between the serial lines of electronic devices or communicating on the
Ethernet. This protocol is commonly deployed in the ICS and factory au-
tomation. Modbus is an open source protocol, therefore, anyone who would
like to use it on a specific network or system, they are freely able to take ad-
vantage of it at no cost. But it is worth mentioning that the Modbus has a
trademark registration and it is a property of Schneider-Electric Inc. in the
United State (Liu and Y. Li, 2006).. Along with the Schneider-Electric part-
nership, a new organization called modbus.org was established in order to
further help users to use it for different purposes.

FIGURE 5.1: Description of Standard serial network of Modbus
with more than 247 slaves and a single master, every slave has

a unique address (William L. Mostia, 2019)

The first time when Modbus published was back in 1979 by Modicon
(William L. Mostia, 2019) for the purposes of the usage of Programmable-
Logic Controller. From that moment, the de-facto standard protocol for com-
munication between the industrial electronic devices has become the Mod-
bus protocol.

The original version of modbus is called Modbus serial protocol which
usually has a slave and master. This means that for example there is a ded-
icated master which takes control over the transmitted data with several
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slaves at the same time. The slaves on the network have to respond to the
requests of the master. This request includes but not limited to, read date
from the slaves or write date to slaves.

The figure 5.1 demonstrates the standard modbus serial architecture. Typ-
ically there are 247 slaves in the network and only one master that controls
the communication, each and every single slave has a specific unique ad-
dress. While the figure 5.2 illustrates the Modbus/TCP process.

The current version of modbus is called Modbus TCP/IP, as in the original
version, the current mobus uses the term client/server interchangeably in
the architecture instead of slave/master. The Modbus TCP/IP is a client and
server that are communicating with each other, using the network Ethernet
TCP/IP (Liu and Y. Li, 2006). The implementation of Modbus protocol is
easy, however, encryption of the traffic of the protocol is a challenging task.
The transaction of the data of the Modbus TCP is generally between the client
and the server through an IP address. In mid 2020, The Modbus Organization
replaced the term master and slave to client and server respectively.

FIGURE 5.2: Description of Modbus/TCP deployed on an Eth-
ernet Network traffic with transmitted data from server to

client via IP address. (William L. Mostia, 2019)
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5.2 Modbus layer

Even though Ethernet is dealing with the physical and at some point the data
link layers of the ISO/OSI model (Heegard et al., 2001) in order to support
the process of the Modbus, while also Modbus serial line deal with data link
layer, however Modbus protocol operates at the application layer as can be
seen in the figure 5.1

TABLE 5.1: Comparison between the ISO/OSI, TCP/IP and
Modbus Layers (Omiccioli, 2017) .

Layer ISO/OSI Model TCP/IP Modbus

7 Application Application Modbus Application
6 Presentation - -
5 Session - -
4 Transport Transport -
3 Network Network -
2 Data-Link Data-link Modbus Serial Line
1 Physical Physical EIT/TIA 485

As stated earlier, the modbus operates at the application layer, and it is
capable of distinguishing the master/slave protocol, the below layer protocol
can support to get rid of the uncertainty of the forwarded messages. The best
scenario to use in the communication is the node of the master and the node
of the slave. The source of the control is originally from the node of the
Master which makes requests to the node of slave in the communication in
sequence.

The sequence can be by first the node of the master sending a message
to request formulate a communication with the node of the slave, the slave
on its side, sending a message to respond to the master. The Master will
send a message to request a communication after successfully the first com-
munication has been made between the first node of the slave, this cycle of
transmission will continue until the last node of the slave.

It is possible that the Master node can be integrated and connected with
various resources during the communication in the center of control such as
historians and databases (Huitsing et al., 2008).

5.3 Modbus actions

The various actions presented in Modbus protocol to support the communi-
cation between multiple devices can be found below as defined by the schnei-
der electric.

• Read-write: to read and write the data between the client/server, this
action has a "Discrete Output Coils" as an object type, in size of one bit.

• Read-only: to read only the data between the client/server, this action
has a "Discrete Input Coils" as an object type, in size of one bit.



52 Chapter 5. Modbus Protocol

• Read-only: to read only the data between the client/server, this action
has an "Analog Input Register" as an object type, in size of one 16 bit.

• Read-write: to read and write the data between the client/server, this
action has an "Analog Output Register" as an object type, in size of 16
bit.

TABLE 5.2: Description of Stored data in Standadard Modbus
with corresponding actions (Modbus. Modbus Organization,

2013).

Coil Numbers Data Addr Type Table Name

1-999 0000-270E Read-Write Discrete-Output-Coils
10001-1999 0000-270E Read-Only Discrete-Input-Coils
30001-39999 0000-270E Read-Only Analog-Input Registers
40001-49999 0000-270E Read-Write Analog-Output-Registers

In the table 5.2, the coil numbers do not actually appear in the commu-
nication and the messages, thus, they are considered as the names of the
locations. The role of the Data addresses in the messages is distinguishing
between the offset values, these values in every table do not have a similar
offset. For example, in the beginning, the registered coil number is 40001 has
a corresponding number of 0000 from the Data addresses.

5.4 Security issues

Incorrect date configuration and implementation in control systems of mod-
bus such as Distributed control system (DCS) and Programmable logic con-
troller (PLC) can lead to a potential security incident. This can potentially
occur whether the Safety Instrumented System (SIS) is in place or not. There-
fore, it is our responsibility to take into consideration the integrity of the
data transmitted through Modbus protocol, this includes the correction of
the data, error of the data and from where and towards which way the data
is sent. The typical modbus has error detection mechanisms such as par-
ity check, checksums, Cyclic Redundancy check (CRC), Longitudinal Redun-
dancy Check (LRC) and ability to handle some errors and diagnose the en-
tire configuration from master to client or from slave to server nodes. How-
ever, this security implementation is adequate to protect against normal at-
tacks and basic data-transaction, and not sufficient enough to secure against
dedicated cyber security incidents and other breaches occur internally. The
Carrier Sense Multiple Access with Collision-Detection (CSMA/CD) is im-
plemented in the Modbus/TCP to support the medium access control for
security purpose (Liu and Y. Li, 2006)
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Chapter 6

Message Queuing
Telemetry-Transport (MQTT)

6.1 What is MQTT

The Message Queuing Telemetry Transport (MQTT) is a publish/subscribe,
client/server messaging protocol used to transport messages through elec-
tronic devices, it is a lightweight, simple, open source and designed in an
easily implementable way. These features made the usability of MQTT ideal
for many applications and in different situation, this include constrained-
environments for communications such as in the Internet of Things (IoT)
and Machine-To-Machine (M2M) contexts where a network bandwidth is re-
quired and a small code footprint (Andy and Arlen, 2014)

The most favorable protocol to communicate with IoT and M2M is the
MQTT protocol (Yassein et al., 2017). This is because it takes advantage of
the publish and subscribe scheme to rig out simple configuration and flex-
ible implementation. I have simulated the figure 6.1 whcih shows the pub-
lish/subscribe scheme of MQTT.

The scientist Andy Stanford-Clark from IBM along with research engineer
Arlen Niper in 1999 invented the MQTT protocol. Later the MQTT in 2013
upgraded to become the standard protocol in many organizations including
the Organization for the Advancement of Structured-Information Standards
(OASIS).

The idea behind the publish and subscribe is the task of decoupling the
messages that were originally generated by the publisher and later received
by the subscriber. Both the publisher and the subscriber have the ability
to operate without relying on or previously known each other (Velez et al.,
2018). This is true since both the entities can run simultaneously and oper-
ate at the same time but either the entities are not pending while receiving
or publishing. They have a filtering feature that distinguishes the messages
in the communication and for the subscriber to get the appropriate message.
Furthermore, the broker can be processed event driven and highly paral-
lelized , this provide higher scalability.
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FIGURE 6.1: Process of a simple MQTT protocol utilizing a
scheme of publish/subscribe

TABLE 6.1: Comparison between Brokers of MQTT protocol

Type Address Port Sign-up needs

Mosquitto test.mosquitto.org Application No
HiveMQ hivemq.com 1883 No
Paho eclipse.org/paho 1883 No
Bevywise mqttserver.com 1883 (TCP) Yes

Mosquitto broker is the most widely used to support the MQTT protocol,
it is open source and licensed by the EPL/EDL, so far it supports the version
5.0 and 3.1. As MQTT, mosquitto is a lightweight broker and applicable to all
devices that have lower single-board computing components to full servers.

Port 1883 is the default port that MQTT operates on on TCP/IP, aside
mosquitto, hivemq and paho are possible brokers deployed in the configura-
tion (Upadhyay, Borole, and Dileepan, 2016). The table 5.1 shows the famous
brokers and an open source exist in the world.
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6.2 MQTT Layer

Just as in the Modbus protocol, MQTT operates at the application layer of
the ISO/OSI model. The figure 6.2 presents an architecture of the MQTT
protocol.

FIGURE 6.2: Description of the MQTT layer (Thiel, 2016).

If a publisher sends a message with the Retained Flag affixed, the broker
temporarily saves this message for a topic. On one hand, this message is
sent to subscribers who have just subscribed to the topic, on the other hand,
the subscribers with number of service equal 1 who have not yet sent a con-
firmation of receipt will send or ignore the message. MQTT not only has
a very simple basic structure, but also offers ample freedom in the subdi-
vision of topics and does provide information regarding the content of the
payload. In this way MQTT is a very generic protocol and can be used in a
versatile way. There are also practically no limitations in the choice of broker:
these are available and free software, from established trading companies, as
a network service or hardware application. An application that uses MQTT
for communication works with any MQTT broker. This ensures the ability to
change platforms at any time and without particular effort.
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6.3 MQTT actions

For the MQTT protocol, there are five main actions that allow users to com-
municate with MQTT brokers to achieve the task of interest as follows:

• MQTT Publish: allow users to publish a specific message.

• MQTT Subscribe: allow users to subscribe to a specific topic and data.

• MQTT Receiver: allow users to Receive a specific content of a message
transmitted by the broker.

• MQTT Unsubscribe: allow users to unsubscribe from the topic and its
data.

• MQTT Disconnect: allow users to disconnect from broker and termi-
nate the connection.

These are typical actions available used to receive messages and subscribe
to a topic. It is possible to extract data and information using many variables
and later reusing it in a workflow.

6.4 Security Issues

The MQTT protocol is a perfect protocol, however it has some security issues,
disadvantages and limitations. Among these security issues is that the MQTT
protocol relies highly on the broker; the broker has many downsides in terms
of the overall systems’ scalability. The meaning of that is network and the
architecture of the network can only be expanded as higher as the broker can
handle. Not only that, the broker is also a point of failure, so if there is a
chance a hacker can access the broker he can, therefore, access the sensitive
data and control the entire system.
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Chapter 7

Distributed Network Protocol 3
(DNP3)

7.1 What is DNP3

The Distributed Network Protocol version 3 (DNP3) as described in the DNP
organization, is a public and an open source protocol. The protocol is widely
used for communication in the SCADA system, remote controlling and mon-
itoring. Since the protocol is an open source, any organization or manufac-
turer can configure the DNP3 protocol free of charge. DNP3 is a standard
protocol for SCADA and introduced to simplify the transmissions in smart-
grid nodes and substations (Amoah, Camtepe, and Foo, 2016). An important
addition to this protocol has been embedded and equipped Secure Authen-
tication security Mechanism (DNP3-SA).

FIGURE 7.1: Components of typical SCADA system connected
to DNP3 (Lemaymd, 2004)
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Primarily, the communication is used between the SCADA master station,
Remote terminal units or IEDs. DNP3 supports peer to peer, multiple master
as well as multiple slave communications. DNP3 protocol has flexible com-
munications and it allows users to communicate devices in many different
ways.

The figure in 7.1 shows an overview of the DNP3 connected to the SCADA
control center with components of an intelligent electronic devices and Hu-
man Machine Interface.

7.2 DNP3 Layer

DNP3 protocol is the most layered protocol compared to modbus and MQTT
protocol. Each layer in the ISO/OSI model adds a specific functionality start-
ing from the lowest level i,e physical layer, up to the application layer. This
functionality allows the protocol to be more reliable, standardized and flex-
ible. At each layer there are standard specifications to ensure the device is
capable of implementing DNP3 protocol so as to further ensure the relia-
bility of the connection from one device to another. The DNP organization
explicitly mentioned that the DNP3 protocol was designed originally based
on 3 layers of the ISO/OSI model. These layers are physical layer, data link
layer and application layer as illustrated in the figure 7.2.

FIGURE 7.2: Description of the three DNP3 protocol and the
corresponding layers of ISO/OSI model (Clarke, 2004)

Authors in (Clarke, 2004) demonstrated the DNP3 layer in detail. The
transport layer has specific bytes that are added to the Transport service data-
unit, after the assembling of these bytes it is later disassembled into a block
of data in a fixed size. In the header, the transport layer will add one more
byte and the Transport service data-unit will be formed in a segment format.
Each and every Transport service data-unit will be assembled again in the
Data link layer and it will become a link service data-unit and add 10 more
bytes in the header. In the figure 7.3 illustrates more information about the
DNP3 and related corresponding layers of ISO/OSI model.
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FIGURE 7.3: Description of DNP3 protocol functionalities and
related corresponding layers of ISO/OSI model (Clarke, 2004)

7.3 DNP3 actions

This section contains a list of specific actions on DNP3 protocol. The protocol
has more possible actions compared to Modbus and MQTT. The Schneider
Electric project describe these actions as follows:

• Initialize: This action is associated with the counter points of the DNP3
protocol.

• Inching: This action is associated with the “Trip Close” of DNP3 Pulse
and with “NULL” of DNP3 protocol.

• Enable Unsolicited Events: This action is associated with the master
outstations of the DNP3 protocol.

• Disable Unsolicited Events: This action is associated with the counter
points of the DNP3 protocol.

• Download File: This action is associated with the master outstations of
the DNP3 protocol.

• Delete File: This action is associated with the master outstations of the
DNP3 protocol.

• Execute Remote Method: This action is associated with the master out-
stations of the DNP3 protocol.

• Execute Command: This action is associated with the master outsta-
tions of the DNP3 protocol.
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• Freeze and Clear: This action is associated with the master outstations
of the DNP3 but provide support to the Frozen Counterpoints.

• Perform Level 3 Scan: This action is associated with the counter points
of the DNP3 protocol.

• Read Device Attributes: This action is associated with the counter
points of the DNP3 protocol.

• Refresh: This action is associated with the master outstations of the
DNP3 and also provide status points of the DNP3 protocol.

• Read String: This action is associated with the master outstations of the
DNP3 protocol.

• Read Device Attributes: This action is associated with the master out-
stations of the DNP3 protocol.

• Perform Level 3 Scan: This action is associated with the master outsta-
tions of the DNP3 protocol.

• Reset Poll Statistics: This action is associated with the master outsta-
tions of the DNP3 protocol.

• Freeze: This action is associated with the master outstations of the
DNP3 but also provide support to the Frozen Counterpoints.

• Set Update Key: This action is associated with the master outstations
of the DNP3 and also the slave outstations of the DNP3 protocol.

• Set Clock: This action is associated with the master outstations of the
DNP3 protocol.

• Set Value: This action is associated with the String points of the DNP3
protocol.

• Upload File: This action is associated with the master outstations of the
DNP3 protocol.

Other capabilities that DNP3 can provide: it can resend and request in
a single message with various data types, it can also respond to unsolicited
messages without a request, it allows peer to peer operations with multiple
masters and it also provides support to time synchronization.
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7.4 Security issues

The DNP3 protocol is very simple, reliable in terms of robustness as in the
figure 7.4. However, at the time DNP3 protocol was developed, security was
not a concern and a major problem. This is the reason why the DNP3 protocol
doesn’t have built-in security. There was no encryption or authentication for
example. The lack of encryption and authentication makes eavesdropping
and spoofing attacks simple, feasible and straightforward.

FIGURE 7.4: Simple DNP3 configuration and packet exchange
(Darwish, Igbe, and Saadawi, 2016).

At the communication level, the DNP3 also is vulnerable to various at-
tacks. Authors in (Darwish, Igbe, and Saadawi, 2016) performed several suc-
cessful attacks by modifying and inject packets and manipulate the traffic,
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also as in the figure 7.5, they performed Unsolicited Message Attack.

FIGURE 7.5: Unsolicited Message Attack (Darwish, Igbe, and
Saadawi, 2016)
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Chapter 8

Encrypted Traffic Generation

This chapter discusses the experimental set-up, mininet scenario, traffic gen-
eration and data collection with the support of wireshark analyzer.

8.1 Why Traffic Encryption is Necessary

The current ICS protocol does not include encryption or authentication mech-
anism, if it takes only a function code and an IP address to establish a commu-
nication, an attacker can easily capture the session and analyse the network
traffic and all the exchanged requests made between the client server, master
slave or master outstation as the communication is not encrypted both enti-
ties can be impersonated. Furthermore, he can access sensitive information
and figure out the name of the protocol and the type of actions performed
in the network. This could also be possible since Modbus, MQTT and DNP3
are open sources and publicly available online.

There are also a huge number of vulnerabilities and threats that need to be
taken into account that solutions should be provided and or mitigated. Even
if the data is at rest in a client or server, attackers can launch an attack and
compromise the system, these attacks include rerouting the traffic, Denial
of Service(DoS), Modification and Injection and Man in the Middle (MITM)
attack.

8.2 Exprimental set up

The experiment of this thesis was done on an Ubuntu system 20.04.2.0 LTS
running as a virtual machine, the host system is a macOS Big Sur version
11.2.3 with 8 GB of memory and Dual-Core Intel Core i5 processor. It is worth
mentioning that part of this experiment was performed on the server of the
university of padua.
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8.3 Mininet

Mininet (Keti and Askar, 2015), is a public and an open source network
emulator that allows researchers to conduct experiments, debug and test
networks and allows them to create their own convenient environment for
simulating real network behavior. The simulation includes creating virtual
switches, hosts, links and controllers. The switches presented in mininet are
compatible with OpenFlow which added flexibility to customize the com-
munication as well as Software Defined networking. Implementation of the
mininet, the way it works and more details could be found on the mininet
original website.

8.4 Mininet Scenario

In this experiment, Modbus protocol created with a client resides on h1 with
an IP address 10.0.0.1, while the server on h2 with the corresponding IP ad-
dress 10.0.0.2, and it uses the default port 502 of the TCP/IP for both parties.
This architecture is exactly the same as the DNP3 protocol but with Master
and Outstation and using 8080 as a port number. The MQTT protocol how-
ever, has a different scenario since it has an additional third party involved in
the communication which is the broker. The client also called publisher has
an IP address 10.0.10.1 resides on h1, the server has an IP address of 10.0.20.1
and resides on h2, while mosquitto runs as the broker with an IP address
10.0.10.10. The diagram presented in the figure 8.1 demonstrates the entire
simulation of the mininet architecture.



8.5. CICFlowMeter 65

FIGURE 8.1: Graphical representation of the mininet scenario
and the architure of the simulation.

8.5 CICFlowMeter

One of the famous network traffic analyzers nowadays is CICFlowMeter.
It generates more than 84 traffic flow network features, and can read any
files in a pcap format and can graphically provide a report of the extracted
features and convert it into a CSV file. CICFlowMeter was distributed by
Canadian Institute for Cyber security (CIC) as an open source program and
programmed using Java programming language and it is freely accessible
on GitHub repository (Habibi Lashkari, 2018) . It can be deployed to gener-
ate flows in bidirectional format, where the source to destination is the first
direction which determines the forwarding packet, while the destination to
source is the next direction and determines the backwarding packet on the
network, and upon the connection teardown, the TCP flows are terminated.
CICFlowMeter provides flexibility to calculate the desirable features and re-
move or add additional ones, it also offers integrity and allows you to better
control the timeout and the duration of the flow.
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8.6 Traffic Generation

After implementing the ICS protocols, in my analysis, it is possible to read
the entire communication, therefore, an attacker can notice the transfer in
clear text of all the messages over the media transmission.

FIGURE 8.2: Unencrypted Modbus Traffic

It can be noticed below the figure 8.2 in a wireshark format that contains
read coils and the requests of a Modbus protocol presented in clear text. This
denotes that in Modbus protocol there is a lack of security and confiden-
tiality. Not only that, but also there is no integrity check available and no
authentication involved. An attacker can easily perform various attacks on
this network traffic , the attack could be a sniffing on the traffic and identify
the protocol and all the sensitive information about the devices that are using
this protocol on the network. Since there is no encryption in place, the attack
of issuing a harmful command is feasible.
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FIGURE 8.3: Unencrypted MQTT Traffic

The lack of security, confidentiality and integrity associated with Modbus
protocol, the same issues also applies to MQTT and DNP3 protocols. The
figure 8.3 shows MQTT protocol without encryption in place. We can vividly
see the name of the protocols along with sensitive information transmitted in
the network.
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FIGURE 8.4: Unencrypted DNP3 Traffic

From the figure above in 8.4, it is clear to visualize the name of the pro-
tocol which is the DNP3 protocol, the length of the packet and more impor-
tantly the type of the messages and actions that have taken place.
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FIGURE 8.5: Eencrypted Modbus Traffic

Taking the advantage of the Advanced encryption standard (AES) and
Ron Rivest Adi Shamir Leonard Adleman (RSA) cryptographic algorithms,
effectively able to perform encryption on Modbus, MQTT and DNP3 proto-
cols.

After successfully implementing encryption on the network traffic, the
protocol now in secure and all the contents of the message cannot be com-
promised, the data and information in the packets are in an encrypted for-
mat, therefore, the attacker cannot read traffic From the previous figure, the
pcap wireshark file shows insecurity of the traffic, while in the figure 8.5, the
traffic is completely secured.
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8.7 Data Collection

The data was collected on a Virtual Machine for three different ICS protocols,
the protocols are Modbus, MQTT and DNP3 protocols. It takes a matter of
seconds to generate one flow with a specific action, in order to generate a
sufficient amount of flows, several commands have to be launched, this is
exactly the case at the time of collecting these datasets.

Generally, after collecting the datasets, wireshark analyzer presents noise
in the data and undesired packets such as arp request and arp reply, this
may badly influence the accuracy of the results when modeling the data.
As a result, the data was properly filtered from the noises and removed all
the undesired packets presented during collection and manually labeled and
saved the data properly and ready for the next phase.

At this stage, the format of the data collected is in a .PCAP file, it is pos-
sible to proceed and implement some machine learning techniques and ac-
quire the desired results, however, based on my experience, dealing with a
.CSV file is much more efficient than the PCAP file. Therefore, CICFlowme-
ter (Habibi Lashkari, 2018) was used to perform an offline analysis and used
to convert the file into CSV format.
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Chapter 9

Machine Learning Techniques

Machine learning technologies nowadays are the most trending techniques
used in the world of data analytics, Human interaction and artificial intelli-
gence.

9.1 Supervised & Unsupervised Learning

In general, there are two approaches to machine learning algorithms, the su-
pervised and the unsupervised machine learning algorithms. In the super-
vised algorithms, it is necessary for the user to label the data, classify the
data and pass them into the algorithm, therefore, the supervised algorithm
will learn from the labeled data in order to make the intended classification
or regression.

On the other hand, unsupervised machine learning is unlike supervised
learning. Here the intervention from the user is not necessary, therefore, the
data is entered without prior knowledge or labeling. The unsupervised al-
gorithms are divided into two main categories, the first and the one I used
in this thesis is clustering which grouped the output of the dataset as I will
describe in the next section of this chapter.

The figure 9.1 demonstrates the machine learning techniques along with
possible algorithms used for modeling and simulation.
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FIGURE 9.1: Categories of the most commonly used Machine
learning algorithms (Duc et al., 2019).

Both the supervised technique and unsupervised technique have been
used in this thesis. For unsupervised learning, I have used Hierarchical Ag-
glomerative Clustering in order to preprocess the generated dataset. The idea
behind this procedure is that each observation or flow will create a cluster
that belongs to itself. For every iteration, the clusters are paired and merged
to the nearest cluster and move to the next, this operation of combination is
governed by a distance metric between the flows of the pairs using the DTW,
the operation will continue until the entire number of clusters is iterated (200
clusters in my case).

The output from the dataset is a list of numeric vectors in .txt files and an
additional file containing only the actions in .txt files.

The classification part utilizes supervised learning within its procedures.
After the process of clustering the vectors and actions of the protocols in the
dataset, the supervised learning will take place in order to train and test the
dataset, taking advantage of the Random Forest, Support Vector Machine
and Neural Network algorithms.
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9.2 Unsupervised Learning

9.2.1 Clustering

In the typical clustering scenario, the aim of the algorithm is to find k groups
that are called clusters, where the inter-cluster similarity is very low while
the intra- cluster similarity is maximized, meaning that samples belonging to
one clusters are very similar to each other while on the other end, the clusters
still being very different from samples belonging to other clusters.

Take into account that the number of k clusters and the similarity function
between samples have to be explicitly defined by the teacher and both have a
significant impact on the final result. The input of the clustering algorithm is
usually the entire dataset while the result is a list of integers where N is the
total number of samples and C ∈ [1; k] is a an integer number that denotes
the cluster to which the i− th sample has been assigned by the algorithm.

9.2.2 Hierarchical Agglomerative Clustering (HAC)

In my implementation, I have used the Hierarchical Agglomerative Cluster-
ing (HAC). Generally the HAC algorithm creates clusters in the dataset for
each flow by reducing the number of clusters and merging the nearest clus-
ters at each step together with the next flow based on the flow duration and
the distance function. Whenever the number of clusters of K value is reached,
the algorithm will stop at that point.

FIGURE 9.2: Hierarchical Agglomerative Clustering Structure
(Zanuttigh, 2020)
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In order to better understand the structure of the HAC algorithm, the
figure in 9.2 exploints the functionality of the HAC, usually the output is
referred to as a dendrogram or nested cluster. The number of k clusters used
in my experiment is set to 200, and fastdtw is used to compute the similarity
of the distances between the instances.

In general, the function which addresses clusters distance computation
can be categorized as follows;

• Single linkage based clustering.

• Max linkage based clustering.

• Average linkage based clustering.

Take into account that neither the distance metric of the instances nor the
linkage criteria are fixed, therefore, I have used the average linkage based
clustering of the DTW given two clusters u and v and the metric DTW, d() is
computed with the following equation;

d(u, v) = ∑
1≤i≤n
1≤j≤m

d (u[i],v[j])
|u|∗|v| .

Where d() refers to the distance function and the u, v values refers to the
clusters of the n, m instance values respectively.

In order to compute this equation, Scipy provides this package of cluster-
ing, as "scipy.cluster.hierarchy" with time complexity of O(N2) for each obser-
vation. To describe the merging procedure, firstly all the distances between
instances must be computed, then items are less and close to each other are
merged in a single pair cluster, at the end, the distances from the cluster to all
the other points are computed until the end, note that some of the instances
are also further clustered in subsequent iterations.
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9.3 Supervised Learning

9.3.1 Classification

After finalizing the unsupervised and clustering phase, and obtaining the
suitable dataset, now it is possible to apply the supervised learning tech-
niques. The typical way to apply the supervised learning is to divide the
dataset into two main categories after labeling the data correctly as follows;

• Training set; use to pick an hypothesis.

• Testing set; it is used to test the algorithm and measure its accuracy.
Sometime the data is further derived into

• Validation set; use to estimate the true error of the hypothesis.

It is worth mentioning that all the three sets above must be independently
distributed according to the desired classification percentage (usually 70%,
15% and 15% for training, validating and testing set respectively), otherwise
if an observation overlapped in another set then the entire performance of
the model will display biased prediction.

9.3.2 Random Forest

The idea behind Random Forest Algorithm is that it takes a small amount of
weak classifiers, combines them together and generates stronger classifiers.
Random Forest (also known as Decision Trees) in its model, takes a random
portion of the guess output and the test sample, later the model will compute
the average of all the sample and the guess and finally produce the final
decision.

The process of Random Forest Algorithm can be visualized in the fig-
ure 9.3 To derive the functionality of Random Forest, Scikit learn provides
sklearn.ensemble.RandomForestClassifier package, which I have implemented in
my experiment. It provides flexibility to customize the decision trees param-
eters in the model.
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FIGURE 9.3: Random Forest Classifier’s workflow, utilizing 600
weak trees learners (Chakure, 2019).

9.3.3 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a supervised machine learning model, the
framework of the algorithm analyzes the data to apply classification or re-
gression. SVM assumes that there is a linearly separable data (i,e there exists
a halfspace that can classify the training set perfectly) and finds the best sep-
arating hyperplane among others.

In this case we can apply the Hard-SVM which seeks for the largest mar-
gin when separating the hyperplane with computational problem as follows;

arg max
(w,b:||w||=1)

miniyi (< w, xi > +b) .

Where a linearly separable training set S = ((x1, y1), ......(xm, ym)) exists if
a half space (w, b). such that y1 = sign < w, xi > ∀i = 1, ..., m.
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The minimization problem of hard-SVM

w = arg max
w

||w||2 subject to ∀i : yi < w, xi >≥ 1.

Can be rewritten as a maximization problem

max
α∈Rm :α≥0

m

∑
i=1

αi −
1
2

m

∑
i=1

m

∑
j=1

αiαjyiyj < xi, xj > .

The formula is called “dual” problem. It’s very important for the “ker-
nel trick”. The idea behind it is that it does not require direct access to the
instances, instead, only the inner product between the instances.

The limitation of Hard-SVM is that it is necessary to apply this method
only on linearly separable data, this assumption almost never true in real
world problems.

To overcome this limitation, we need an approach that can be flexible and
applicable on non linearly separable data.

Soft-SVM is one solution to this problem, it relaxes the constraints of
Hard-SVM but takes into account the violations of the separation into the
objective function.

It introduce the Slack Variable ζ = (ζ1, ....., ζm),
where ζ ≥ 0 and ∀i = 1, ...., m : yi(< w, xi > +b) ≥ 1− ζi
and the ζi demonstrate how much the constrain is violated. in the hyper-

plane.
The input of the Soft-SVM optimization problem is (x1, y1), ..., (xm, ym),

with the parameter λ > 0 which solve;

min
w,b,ζ

(
λ||w||2 + 1

m

m

∑
i=1

ζi

)
.

and subject to yi(< w, xi > +b) ≥ 1− ζi where ζi ≥ 0.
The Soft-SVM jointly minimize the norm of w(which results in maximiz-

ing the margin), and also minimize the average of ζi (which results in mini-
mizing the constraint violation) Finally, the trade off between these two min-
imization objectives is controlled by λ > 0.

More detail on SVM can be found in the book titled “Understanding Ma-
chine Learning: From Theory to Algorithms” (Shalev-Shwartz and Ben-David,
2014).
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9.3.4 Deep Neural Network

The Deep Neural Network classifier is a computational model inspired by the
structure of Neural Network in the brain, it is based on a larger of multiple
layers (called perceptron or neurons) connected to each other and takes a
feature of vector as an input returns a binary output.

The DNN is generally represented in a form of directed graphs, where the
edges linking between the neurons and the nodes correspond to the neurons
themselves.

The simplest neural network is the Feedforward Neural Network in which
its network is represented as a graph with no cycles, this means that the in-
formation only flows in direction.

FIGURE 9.4: Simplified feedforward Neural Network scheme
(Larson, 2020).

The draw in figure 9.4 demonstrates one single node that take an input
as the sum from previous layers of the connected neurons and weighted by
the edge weight (w) , or take an input from the next layer called activation
function.

There are various activation functions that can be exploited for neural
networks and Convolutional Neural Network (CNN) as the following;

• Sign & Threshold Function: σ(a) = sign(a).

• Sigmoid Function: σ(a) =
1

1 + e−a .

• Hyperbolic Tangent Function: σ(a) = tanh(a) =
ea − e−a

ea + e−a =
e2a − 1
e2a + 1

.

• Rectified Linear Unit(Relu) Function: σ(a) = max(0, a) =
{

a i f a > 0
0 i f a ≤ 0

}
.



79

Chapter 10

Data Processing & Modeling

This chapter discusses the structure of the collected dataset, data preprocess-
ing, clustering, model classification, Dynamic Time warping, classification
metrics, learning framework and a few supervised machine learning algo-
rithms.

10.1 Dataset

The dataset used in this experiment is the result of the generated and col-
lected network traffic from the previous chapter, with a pool of user actions
belonging to different ICS protocols. The dataset were presented in a pcap
file but later converted to .CSV file and it contains various traffic flow with
multiple rows with time ordered sequence of TCP packets and belong to a
specific user action and each action may have one or more flows, and some
instances of the same action may be composed of different number of flows.
The most important and useful field presented in the dataset are as the fol-
lowing items:

• Protocol Name: it shows the name of the protocol in the flow.

• Label: it shows the type of user actions of the protocol.

• Flow Duration: it contains the duration of the flow.

• Flow ID: the unique ID address of the flow.

• Src IP: provide information about the IP address of the source.

• Src Port: provide information about the port address of the source.

• Dst IP: provide information about the IP address of destination.

• Dst Port: provide information about the port address of the destination.

The fields used in the experiment are the Flow Duration, Protocol Name
and the Label field.
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10.2 Data Preprocessing

The main goal of the data preprocessing phase is the conversion of the user
actions presented in the dataset to instances that can be manipulated and fur-
ther processed by the machine learning algorithms. The so called instances
goes by the specific names of feature vectors, these vectors are in in a shape
of n-dimensional vectors , that’s to says: XT = [x1, x2, ....xn]

T ∈ Rn and the cor-
responding domain space is called descriptor space, each and every valued
entered it stores important data that are useful for classification by machine
learning. The process of the enter procedure is categorized as follows:

• Flow Dataset processing: this reads the entire dataset and creates new
flow data which only concern data that belong to a single protocol.

• Clustering: for each cluster, the leaders are computed with the flows
and are associated with the previous data.

• Feature Vectors: it computes the output of a feature vector for every
action.

• User Actions preprocessing: it finds the actions in the data and com-
putes it along with the vectors in the dataset.

The fields used in the experiment are the Flow Duration, Protocol Name and
the Label field.

The purpose of the Flow Dataset processing is to enable the data to pro-
duce flows which are similar to the initial dataset, but will make the task
easier to handle the clustering correctly. First of all, the flows are taken from
the specified protocol and only the packet in the Flow Duration column is con-
sidered for this task. Later, the flow processing will be computed and extract
the relevant intervals that are most likely to hold essential information for
clustering.

The next step is the clustering phase, which is computed by using Hierar-
chical Agglomerative Clustering, taking the advantage of the Dynamic Time
Warping (DTW) metric and using the Average linkage based clustering. The
DTW metric is also used to represent the flows for each cluster and find the
instances that minimize the overall distances between one cluster to another
with the following equation.

arg min
fi∈C

(
n

∑
j=1

dist( fi, f j)

)
.

Notice that all the actions have been correctly verified by creating a list in
which every entry of the list is an action flowesly isolated in for loop iteration,
while all the non important or not considered actions are labeled as other.
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10.3 Dynamic Time Warping (DTW)

The Dynamic Time warping denoted as (DTW) is method used to differen-
tiate the temporal sequence between two time series and find the optimal
similarity in terms of speed, distance and length.

A quite simple example could be reading a paper by two students and
allowing the algorithm to find out who read faster than the other. The DTW
has been deployed in many different applications such as speech recognition
and signature recognition.

In this experiment, DTW has been deployed to measure the similarity
between two flows as a set of time series.

The Time Series metric was deployed in the Flow Duration filed, and since
this packet is a sequence of integers, the flows is set to count the duration and
the distance between them using the DTW given two different type of series
as follows:

X = (x1, x2, .....xn), Y = (y1, y2, .....yn).

In order to compute the cost of the Matrix, the value denoted as C ∈ RN∗M

, where the entry of each distance Cj, k refers to the duration and the distance
between the xj and yk

In addition, a warping path is a sequence of entries that link [1, 1] to [N,
M], by creating a monotonic path of adjacent entries. The cost of the path is
calculated by summing all the entries in C belonging to the corresponding
path. Furthermore , the warping path which costs less is called the optimal
warping path and it is the measure used to evaluate distances between time
series which is computed as DTW(X, Y). In my thesis, I have computed the
optimal path of the DTW by taking the advantage of the new algorithm called
fastdtw python library that acts and provide the optimal solutions same as
DTW but with time complexity of O(N).

10.4 Classification Metrics

After the clustering phase, the classification phase takes place. In order to
optimize the model in classification, measuring how effectively the classi-
fiers can correctly predict the expected result is a crucial part. The following
difinination are usually used to refer to the classification metrics in order to
analyze the classifiers:

• True Positive: when both the observation and the prediction is positive.

• False Negative: when both observation and the prediction is negative

• True Negative: when the observation is positive but the prediction is
negative.

• False Positive: when the observation is negative but the prediction is
positive.
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Precision =
true positive

true positive + f alse positive
.

Recall =
true positive

true positive + f alse negative
.

F1 Score =
2

1
Recall + 1

Precision
.

Accuracy =
true positive + true negative

true positive + true negative + f alse positive + f alse negative
.

Bear in mind that the above classification metrics are applicable on both
specific classes as well as the entire model, which correspond to the compu-
tation average of each class.

Finally, Sensitivity Matrix ( also known as Confusion Matrix) can be used
to measure these metrics and visualize the evaluation of the performance of
each class in the model. Scikit learn (Pedregosa et al., 2011) provides the
machinery to easily calculate the classification metrics effectively.

10.5 Training & Testing modeling phase

Having done the classification metric, the next phase is to train and test the
dataset using the machine learning algorithms, the aim of this procedure is
to take the outcome of the clustered data (feature vectors and user actions)
and apply the ML techniques. Since user actions in the clustered data is a
multiclass classification problem, I will perform the supervised learning tech-
nique, taking advantage of Random Forest, Support Vector Machine (SVM)
and neural network.

The classification procedure implemented in this thesis are as follows:

• Dataset division into two sets , training and test set and computing
the feature vector into a subset of 80% for training the model and the
remaining 20% for testing.

• Building the classifier and selecting the best parameters in order to
choose the best features according to the testing score.

• Applying the classification metrics and compute the precisions, recall
and F1 score.

• Applying Confusion matrix and visualize the model made a wrong pre-
diction in the model.
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Chapter 11

Results & Analysis

The experiment and the entire framework implemented using python pro-
gramming language; after data collection phase, the experiment contains two
main codes 1) clustering.py which contains the first part of preprocessing the
dataset, 2) classifier.py which contains the machine learning algorithm, test-
ing and training the model.

For each protocol, the analysis is done separately and it takes into consid-
eration a pool of several actions for three different ICS protocols which are
Modbus, MQTT and DNP3 protocols.

The following table 11.1 contains user actions taken into account for each
protocol.

Notice that this is a multi class classification problem, and in multi class
classification, the Machine learning take instances of one, two, three more
classes and transforms it into binary classification.

Also notice that the “other” action is a common action that’s labeled for
all the other protocol’s actions that were not taken into consideration.

TABLE 11.1: User actions taken into account for each protocol

Modbus MQTT DNP3

modbus-read subscribe Initialize
modbus-write publish Enable Unsolicited Events
modbus-write receiver Execute Command
other connect Upload File

disconnect Delete File
other other

The sections ahead provide experimental results grouped by the proto-
cols and the respective analysis. It concerns: a comparison between a few
Machine Learning settings for each classifier (in order to find the most accu-
rate); metrics evaluation and confusion matrix (in order to evaluate the clas-
sifier accuracy for a specific user action). Also, a comment on the classifiers
performance and a comparison with the corresponding results.
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11.1 Modbus

11.1.1 Random Forest Classifier

The results obtained from the Random Forest algorithm can be seen in the ta-
ble 11.2, the metrics presented by the means of precision, recall and F1 score.
Confusion matrix can also be seen in the figure 11.1. It is clearly evident
that all the user actions are correctly classified, and the classification metrics
also predict very good results; however, there are some wrongly classified
and scored the lowest merics, these actions are wrongly classified and are
denoted as “other” in the field.

Action Precison Recall F1 Score

modbus-read 1 1 1
modbus-write 1 0.37 0.54
other 0.68 1 0.81

TABLE 11.2: Modbus random forest classification metrics

FIGURE 11.1: Modbus Confusion Matrix
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11.1.2 Support Vector Machine Classifier

It is worth mentioning that the The result for Support Vector Machine can
be classified into three categories; 1) Linear kernel, polynomial kernel and
Radial Basis Function (RBF) (also known as the Gaussian kernel) kernel. For
generalization and simplicity, I have deployed the linear support vector ma-
chine. The table below 11.3 are the obtained results for user actions for the
three protocols.

Action Precison Recall F1 Score

modbus-read 0.67 1 0.8
modbus-write 1 0.45 0.6
other 0.6 1 0.75

TABLE 11.3: Modbus SVM classification metrics

In my experiment for the SVM, I have also tuned the C parameter which
supports the optimization and tells the SVM how to avoid the misclassifica-
tion and for each training sample.

The chosen parameters of C are as follows; C = [0.001, 0.01, 0.1, 1, 10, 100].
The larger the value of C the smaller the margin in the separating hyperplane,
and a smaller value of C will result in encouraging large margin, as a result,
the value C acts in SVM as regularization parameter and a trade off of a
correct classification.

FIGURE 11.2: Learning Curve for Modbus protocol
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Notice that in the figure above 11.2 choosing the suitable learning rate
for C value can be very crucial. First of all, it’s clearly evident that all the
three (blue, orange and green) learning rates started almost at the same initial
value which is 1.2.2. The small decay value of the blue has the least effect,
decreased to the value between 1.1.1 to 1 from 100 to the last 600 iterations.
The second change to the learning rate in the orange reduced below 0.7 at
almost 200 iterations to close to 0.4 at 300 to the last iteration. Finally, the
Green has a dramatic effect, reducing the learning rate to 0.7 within almost
50 numbers of iteration and terminating at around 180 iteration.

In my implementation, the best learning rate is the orange with accuracy
of more than 79%. Also it’s worth mentioning that all the three learning rates
are non-linear with a little fluctuation in the green.

To conclude the discussion on the learning curve, whenever choosing
very small learning rate: the optimization will be stable but the convergence
can be very slow, while, on the other end, choosing a very large learning rate:
the convergence will occur very fast but the optimization will be very unsta-
ble. Therefore, the best parameter set found in implementation is ′C′ : 0.01.

11.1.3 Deep Neural Network Classifier

The Deep neural network algorithm predicts acceptable results, and a perfect
on Recall metric for the modbus-read. The overall results can be visualized
on the table 11.4 below.

Action Precison Recall F1 Score

modbus-read 0.67 1 0.92
modbus-write 0.99 0.45 0.6
other 0.8 0.57 0.75

TABLE 11.4: Modbus Deep Neural Network classification met-
rics

11.2 MQTT

11.2.1 Random Forest Classifier

For the MQTT protocol, I have applied the same methodologies as in the
Modbus protocol, however, since we have different actions in this protocol,
different results have been obtained.

The table 11.5 shows the result obtained for the random forest classifier.
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Action Precison Recall F1 Score

subscribe 1 1 1
publish 0.83 0.83 0.8
connect 0.5 1 0.88
disconnect 1 1 0.9
receiver 1 0.83 0.81
other 1 0.2 0.5

TABLE 11.5: MQTT random forest classification metrics

FIGURE 11.3: Precision score for MQTT protocol of random for-
est classifier in relation to the n estimators parameter.

Notice that, I have also computed the number of estimators for the MQTT
protocol. Even though there is no monotonic trend correlating the number
of estimators, the best score achieved for the peak is 90 estimators as in the
figure 11.3, therefore, this value is chosen for further computations based on
this classifier.
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FIGURE 11.4: MQTT Confusion Matrix

The Confusion Matrix in the experiments of MQTT protocol as shown in
the figure 11.4 proves that most of the actions taken place have been correctly
classified, especially in the “subscribe”, “connect”, and “disconnect” actions.

Be careful in the figure 11.1 not to be confused with the real or actual
actions and the predicted actions in the figure of confusion matrix since they
are both in the same line to save some space, the matrix of each row in the
figure represents the elements in their actual classes “real actions” while the
matrix of each column representing the elements in as the predicted classes
“predicted actions”.



11.2. MQTT 89

11.2.2 Support Vector Machine Classifier

In comparison with Modbus protocol, the classification metrics show that
MQTT outperforms the performance of Modbus protocol as demonstrated
in the table 11.6 below.

Action Precison Recall F1 Score

subscribe 1 1 1
publish 0.8 0.83 0.8
connect 1 0.8 0.66
disconnect 1 0.8 0.9
receiver 1 0.83 0.9
other 1 0.8 0.5

TABLE 11.6: MQTT Support Vector Machine classification met-
rics

The best parameter set found in implementation of SVM is ′C′ : 0.10. The
figure 11.5 demonstrates the learning curve of the C parameter.

FIGURE 11.5: Learning Curve for MQTT protocol
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11.2.3 Deep Neural Network Classifier

The result for Deep neural network classification metrics predicts a similar
results trend to the Random Forest classification metrics. The overall results
can be seen in the table 11.7 below.

Action Precison Recall F1 Score

subscribe 1 1 1
publish 0.8 0.83 1
connect 0.9 0.8 0.99
disconnect 1 0.8 0.8
receiver 0.86 0.14 0.9
other 1 0.83 0.9

TABLE 11.7: MQTT Deep Neural Network classification met-
rics

11.3 DNP3

11.3.1 Random Forest Classifier

The table 11.8 displays the classification metrics for the Random Forest clas-
sifier of the DNP3 protocol.

Action Precison Recall F1 Score

initialize 0.6 1 1
Enable Unsolicited Events 0.3 0.22 0.8
Execute Command 1 0.8 0
Upload File 0.4 1 0.88
Delete File 1 0.2 0.6
other 0.75 0 0.3

TABLE 11.8: DNP3 Random Forest classification metrics

Overall, the correlation is not strongly verified for some metric of Recall
and F1 Score.

As displayed in the figure 11.6, the best score achieved on its peak was
when the number of estimator is equal to 40, 60 to 70 and 90 to 100, therefore
estimator number 40 was chosen based on this classifier for further compu-
tations.
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FIGURE 11.6: Precision score for DNP3 protocol of random for-
est classifier in relation to the n estimators parameter.

11.3.2 Support Vector Machine Classifier

The results for Support Vector Machine classification metrics predicted are
somehow different from the Random Forest metrics as the SVM correctly
classified all the metrics as shown in the table 11.9.

Action Precison Recall F1 Score

initialize 0.99 0.25 0.75
Enable Unsolicited Events 0.8 0.83 0.8
Execute Command 0.9 0.8 0.7
Upload File 0.98 0.8 0.9
Delete File 0.86 0.14 0.9
other 1 0.5 0.77

TABLE 11.9: DNP3 Support Vector Machine classification met-
rics
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FIGURE 11.7: Learning Curve for DNP3 protocol

The figure 11.8 shows the confusion matrix of all user action and as we
can see the figure correctly classified the classes correctly with a very good
prediction except for the “Enable Unsolicited Events” with 50% and “others”
with also 50% classified.

The learning curve for Modbus and MQTT protocols converged at around
150 and 110 number of iteration respectively when the learning rate for the
value of C is equal to 0.1. for the DNP3 protocol using the same learning
rate, we can see that in the figure 11.7 the convergence occurred at more than
330 iteration, however, the best learning predicted for the DNP3 is when the
value of C is equal to 10.
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FIGURE 11.8: DNP3 Confusion Matrix

11.3.3 Deep Neural Network Classifier

The Deep Neural Network classifier metrics tend to achieve very good per-
formance for the actions, especially in the “Execute Command” and “Upload
File " action as it achieved precision of 100%. The table 11.10 illustrates the
results for the performance of the DNN for the DNP3 protocol.

Action Precison Recall F1 Score

initialize 0.88 1 0.33
Enable Unsolicited Events 0.8 0.83 0
Execute Command 1 0.8 1
Upload File 1 0.25 0.75
Delete File 0.86 0.14 0.9
other 0.83 0.33 0.5

TABLE 11.10: DNP3 Deep Neural Network classification met-
rics
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11.4 Performance Analysis and Comparison of ML
Algorithms.

11.4.1 Precision Metric

Protocol Random Forest SVM Neural Network

Modbus 0.89 0.75 0.89
MQTT 0.88 0.96 0.92
DNP3 0.67 0.92 0.89

TABLE 11.11: Precision Average Results for Machine Learning
algorithms

11.4.2 Recall Metric

Protocol Random Forest SVM Neural Network

Modbus 0.79 0.81 0.73
MQTT 0.81 0.84 0.73
DNP3 0.53 0.55 0.55

TABLE 11.12: Recall Average Results for Machine Learning al-
gorithms

11.4.3 F1 Score

Protocol Random Forest SVM Neural Network

Modbus 0.78 0.71 0.71
MQTT 0.81 0.79 0.93
DNP3 0.82 0.8 0.69

TABLE 11.13: F1 Score Average Results for Machine Learning
algorithms
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FIGURE 11.9: Precision Performance Analysis

FIGURE 11.10: Recall Performance Analysis

FIGURE 11.11: F1 Score Performance Analysis
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11.4.4 summary

The tables presented in the table 11.11, table 11.12 and the table 11.13 shows
the average of the result obtained from the classification metrics of the con-
sidered machine learning algorithms. Furthermore, the charts given in the
figure 11.9, figure 11.10 and the figure 11.11 evaluate the performance of these
algorithms in terms of precision, recall and f1 score.

The results obtained for the Random Forest, Support Vector Machine and
the Deep Neural Network algorithms are computed as the average of all the
entire actions presented in the corresponding protocols.

For the precision metric, it’s clearly evident that the Support vector ma-
chine algorithm has achieved higher accuracy, specifically in the precision of
the MQTT protocol with percentage 0.96%, followed by DNP3 protocol with
percentage 0.92% and finally Modbus protocol with 0.75%. The Random For-
est and the Deep neural network have achieved almost identical results ex-
cept that the DNN has better accuracy in the DNP3 and MQTT protocol.

For Recall metric, also Support Vector Machine outperformed the DNN
and random forest algorithms for the MQTT protocol and for the Modbus
protocol as well. The DNP3 protocol on the other end has achieved the lowest
performance with percentage 0.55% accuracy.

Finally, For F1 score metric, The deep neural network outperformed the
rest of the algorithms for the actions presented in the MQTT protocol with a
percentage of 0.93%. The next best performance is the Random Forest algo-
rithm with percentage 0.81%, while the lowest again is for the deep neural
network for the actions presented in the DNP3 protocol. While on the other
hand, the lowest accuracy was for the DNP3 protocol of the deep neural net-
work. For simplicity of the visualization, the chart as a graphical representa-
tion was provided above.
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Chapter 12

Conclusion and Future work

This thesis comprehensively analyzed various aspects of Industrial Control
Systems, empirically investigated security issues on ICS protocol and practi-
cally implemented encryption on the network traffic and evaluated the per-
formance of machine learning algorithms and analyzed the user actions on
the encrypted network traffic.

The main contribution In this thesis is the implementation of the encryp-
tion of the Industrial control system protocols and the prediction of user ac-
tions in the encrypted network traffic using machine learning algorithms. As
we already know that the ICS protocols in their original version are not nor-
mally encrypted. Which can lead to serious damage in case an attacker has
access to the network traffic. Such behavior can leak information about the
communication, as a result, an attacker can easily eavesdrop on the commu-
nication and infer the type of the type of the protocol used, the topologies
and other sensitive information.

Even though the The classical machine learning techniques have some
disadvantages, they are the most trustworthy in comparison to deep learn-
ing algorithms, since the classical machine learning algorithms are opaque
and less complex. Therefore, in this thesis, machine learning was imple-
mented to support the defence of the security issues and privacy attacks in
the encrypted traffic that are accelerated in order to ensure robustness and
the accuracy in the model classification.

In the future work, it is possible to consider different types of the ICS pro-
tocols since the considered protocols in this thesis are only Modbus, MQTT
and DNP3 protocols. And also it is possible to consider various types of
machine learning apart from the Random Forest, Support Vector Machine
and Deep Neural Network for testing and evaluating the model. These al-
gorithms may include but are not limited to; decision tree, Naive Bayes and
k-nearest neighbors algorithm.
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