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Abstract

I study Inflation at Risk for four euro area countries: Italy, Germany, France and Spain.
I model a simple Phillips’ curve relation and estimate a series of two-steps quantile regressions, at

different forecasting horizons. I create two measures of upside risk: expected longrise and upside
relative entropy, that correlate across countries todifferentdegrees. Thefittingof a theoretical distribution
allowsme to study themoments of thedistributionof thePhillips curve; this yields interestingfindings
for both inflation at risk and uncertainty literatures.
I run aSVARto assess the effects of central bank information (CBI) shocks on these riskmeasures, as

well as other economic variables, comparing the IRFs across countries. CBI shocks cause an increase in
interbank lending rates. In all countries exceptGermany, inflation respondspositively, unemployment
negatively and expected longrise increases. Germany is insulated from the effects of CBI shocks, in the
sense that its IRFs are not statistically significant. Upside relative entropy responds heterogeneously
across countries.
An extension that accounts for financial conditions shows that this heterogeneity is present also for

downside risks, that also matter in terms of reaching pricing stability.
The results of this dissertation provide an inflation at risk perspective on questions of optimality of

the single currency area, putting into question aspects such as feasibility of the mandate and benefits
of a single monetary policy, in an area characterised by latent structural differences that give rise to
fundamental heterogeneities in inflation risk.
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1
Introduction

1.1 Motivation

Setting the stage The central banks’ mandates are the formalisation of the role they play in the

economy. They are mainly tasked to maintain financial stability and price stability, although some

central banks have also got additional objectives — for instance, the Fed’s maximum employment

mandate. In my dissertation, I focus on the ECB and the set of national central banks that together

form the Eurosystem.

The main goal of the Eurosystem is summarised well by citing the ECB’s website:

“The European Central Bank and the national central banks together constitute the Eurosystem, the

central banking systemof the euro area. Themain objective of theEurosystem is tomaintainprice stability:

safeguarding the value of the euro.”

The task of maintaining price stability, that is, to control inflation, is far from a trivial one; indeed,

one could argue that the objective of managing the business cycle’s fluctuations, directly linked to

inflation dynamics, in order to achieve the target (of 2% for the Euro Area) has been systematically

failed. The difficulty is in part caused by the fact that economic variables often have non-standard

distributions, displaying skewness, fat-tails or even multimodality. Because of their mandate, central

1



banks tend to focusmuchof theirworkon forecastingkey economic indicators. Traditionally, economic

forecasts rely on linearmodels providing estimates of the conditionalmean (ormode) of such indicators;

but given the point made above about the complexity of dealing with such variables in real scenarios,

more information about the dynamics of economic variables is needed.

Recently, the focus has been shifting to studying and forecasting the entire conditional distribution

of such variables. This new approach is brieflymentioned byMarioDraghi’s speech in Sintra (2019)1:

“Monetary policy responded first in the summer of 2012 by acting to defuse the sovereign debt crisis,

which had evolved from a tail risk for inflation into a material threat to price stability”

where “tail risk” refers to the risk of extreme and unexpected realizations of inflation, represented

by the right tail of the predicted distribution. Traditional methods cannot provide us with such

information, since they are mostly limited to modal forecasts.

I cite twomore statements about the need for a new approach inmonetary policy. The first is given

by Yellen (2017)2

“The outlook is subject to considerable uncertainty from multiple sources, and dealing with these

uncertainties is an important feature of policymaking.”

while the second by from Greenspan (2004). 3

“Uncertainty is not just an important feature of the monetary policy landscape; it is the defining

characteristic of that landscape. The conduct of monetary policy in the United States at its core involves

crucial elements of risk management, a process that requires an understanding of the many sources of

risk and uncertainty that policymakers face and the quantifying of those risks when possible.”

RiskorUncertainty? At this point, given theprevious citations’ reference to risk anduncertainty,

it is dutiful to define and distinguish generally the two terms; in doing so, I set the scope of my work.

Risk refers to situations where the outcome of a random variable is unknown but governed by a

known probability distribution. Outcomes are associated to probabilities and risk can be quantified.

1At the time, Mario Draghi was still President of the ECB.
2At the time, Yellen was the Chair of the Federal Reserve.
3Given at a symposium sponsored by the Federal Reserve Bank of Kansas City in 2003.
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For example, the risk of death for people with particular age and other characteristics can be assessed

for life insurance; we could say that risk is “what we know that we don’t know”.

Uncertainty, on the other hand, is in layman terms “what we don’t know that we don’t know”. It

characterises cases in which one is not only unsure about the realisation of the outcome, but cannot

easily associate a reliable confidence interval to thepotential outcomes. Such situations are, for instance,

Black Swan events like stock market crashes and the “Global Financial Crisis”. The following table is

a summary of the differences between these two concepts:

Risk Uncertainty
Interpretation Quantifiable possibility that the

realisation is different from the
expected outcome (plus associated
benefits/costs)

Unpredictability or unreliability
of the prediction of an event;
inaccurate confidence estimates
and unknown (benefit or) damage
by such an event.

Outcome Can lead to both favourable or unfavourable outcomes.
Computability Can be quantified or measured

accurately.
Difficult to measure reliably.

Information Risk is based on known
information and data.

Uncertainty arises from lack
of information or incomplete
knowledge.

Controllability Manageable or mitigable. Out of direct control.
Probability Can be assigned a probability or

likelihood.
Often involves unknown
probabilities.

Table 1.1: Comparison of Risk and Uncertainty

At the timeofGreenspan (2004),macroeconometrics practitionersmostly talked aboutuncertainty

as a sort of continuum, ranging from well defined risks to the truly unknown. This interpretation

encompasses both “Knightian uncertainty,” in which the probability distribution of outcomes is

unknown, and risk, in which uncertainty is delimited by a known probability distribution.

Nowadays, the vast literature on uncertainty hasmade leaps forward in its study and understanding

since Greenspan (2004). Its definition too has altered; a more modern and precise one is “the change

in the second moment of the distribution given a certain fixed value of the first moment, therefore a

mean-preserving shock” (Castelnuovo, 2023).

In this project, however, Iwill purposely dealwith this “continuum”described inGreenspan (2004).

This is because I believe that the approach used here allows me to obtain results that can potentially

contribute to both literatures, without needing to compartmentalise one result as “strictly about risk”

or as “strictly about uncertainty”.

Moreover, while both macroeconomic risks and the study of uncertainty are very interesting and

3



hot research alleys inmacroeconomics, tacklinguncertainty in a specialisedway is amuchmore complex

effort, requiring advanced training and techniques.

Paradigm shifts Between the end of the 20th and the start of the 21st century, globalisation

increased in pace and became more widespread, the world became more interconnected and supply

chains longer (as well as, arguably, more fragile). National economies became more open, the job

markets more mobile (in favour of lower income countries) and both financial and real investments

caused larger amounts of money than ever before to start flowing continuously across countries.

Clearly, such “developments” caused big structural changes to the economies they took place in.

For instance, the primary and secondary sectors in advanced countries suffered enormously from

delocalisation to andcompetition fromcheaper, less regulateddeveloping countries. Advanced countries’

trade balances suffered and they started to become more and more indebted.

In addition, thefinancial sector growth led its role in the economy tobecome increasingly important.

The exponential surge of financial innovation, driven by deregulation and technological innovations,

enabled firms and investors to share risks and to lower informational frictions, as well as transaction

costs, spurring economic growth through efficiency gains. However, this also enabled speculators to

profit from market moves that were detrimental to financial stability. Flash financial crises became

more andmore frequent and their effects on the real economy increasingly more deleterious. Because

of these paradigm shifts, financial risk, economic risk and their interplay became a focus point of

central banks. More flexible, robust and informative approaches to the forecast and study of economic

variables became necessary.

1.2 Literature

The foundations of the field of “economic risk management” were laid down in the early 2000s by

Greenspan (2004) and Kilian and Manganelli (2007). As the name suggests, the field adopts many

ideas and methods coming from quantitative finance, computational finance and risk management,

with the aim of applying these to the study of economic variables; the field also relies heavily on data

analysis and Bayesian statistics for inference and superior forecasting performance.

Muchof the effort is spent on improving the forecasts of potential outcomes, aswell as the estimates

of risk and uncertainty, through the use of linear and non-linear models and advanced techniques

enabling the study of the whole distribution of random variables.
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Recently, therehas been a growing interest in this field, inparticular by central banks and institutions

— to name a few: ECB, IMF, BIS and Fed.

Here are some of the most relevant papers on macroeconomic risks, from these institutions or

associated researchers:

• European Central Bank. (2019)

• Korobilis et al. (2021)

• Adams et al. (2021)

• Ciccarelli et al. (2024)

• Banerjee et al. (2024)

Themost widespread applications of risk analysis in macroeconometrics andmacro-finance are on

GDP growth and inflation, but the approach can potentially be applied to other variables, such as oil

price.

In the next paragraphs, I will talk about some of the most important papers for each application

mentioned above; as for the literature that deals with the more technical aspects of my dissertation, I

will cite the relevant papers within the related sections of the dissertation’s body, or in Appendix B.

Growth at Risk The economic indicator whose risk has been studied the most is GDP growth.

The seminal paper of Adrian et al. (2019) “Vulnerable growth” has been a reference point on the

topic. They study the American GDP growth (over a forecasting horizon) conditional on economic

conditions, represented by the current period’s GDP growth, and on financial conditions, captured

by the NFCI index. They take a sample period from the first quarter of 1975 to the last quarter of

2015, focusing on downside risks. The sample thus includes periods of marked downside volatility,

like during the Global Financial Crisis of 2008 (GFC). They devise the two-steps quantile regression,

a novel econometric methodology: first they run quantile regression estimating a series of quantiles,

then they fit a known distribution by matching the empirical quantiles to the theoretical ones; this

allows them to estimate the moments of the distribution and to calculate risk measures. They find

that deteriorating financial conditions lead to an increase in the conditional volatility and a decline

in the conditional mean of GDP growth, affecting the lower quantiles more than the upper ones.

The amplification mechanisms in the financial sector contribute to the observed dynamics of growth

vulnerability, where downside risks to GDP growth increase with tighter financial conditions. They

emphasize the linkbetweenfinancial stability andmacroeconomicperformance and suggest thatDSGE
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models should account for nonlinear equilibrium relationships due to financial conditions. For these

reasons, their findingshave implications forboth themacroeconometrics andmacro-finance literatures.

Based on this method, Figueres and Jarociński (2020) study growth at risk in the whole Euro Area,

from the first quarter of 1999 to the second quarter of 2018. Their regression equation is the same

as in the previous paper, but their economic indicators are GDP growth for the EA and CISS, or

“Composite Indicator of Systemic Stress” (in place of NFCI). This indicator, developed by Holló

et al. (2012), is the best indicator of financial conditions among the ones considered, according to the

authors.

Theyfind that, as expected, financial conditions arenegatively related toGDPgrowth,while current

GDPgrowth is positively related to futureGDPgrowth; also, the lower quantiles of the distributionof

GDPgrowth aremore sensitive to financial conditions than the upper ones. AsCISS increases, output

growth becomes more negatively skewed, and the relationship is nonlinear at the lower quantiles.

Financial conditions explainwell the volatility in the lower tail of the conditional distribution ofGDP

growth. Moreover, the conditional mean and variance of output growth correlate negatively. They

infer this by following the two-steps quantile regression approach of Adrian et al. (2019).

Lastly, they reproduce concisely the analysis for inflation and do not find nonlinearities in the

relationshipofCISS and Inflation; additionally, the conditionalmean andvarianceof inflation correlate

positively (hence, inflation is more volatile when higher).

InflationatRisk An example of a research paper thoroughly studying inflation at risk is the one

by (López-Salido and Loria, 2024) for the USA.

Their paper examines the tails of the inflationdistributionover a forecastinghorizon, usingquantile

regressions in a panel of OECD countries. Their regression model is an Augmented New Keynesian

Phillips curve,with average inflationover thepreviousperiod, long term inflation expectations, unemployment

gap, oil price and financial conditions. They explore the variability in inflation risks during periods

like the Global Financial Crisis and the Covid-19 pandemic, highlighting the nonlinear impact of

financial conditions on inflation predictions. They also compare their model with alternative ones,

using financialmarket quotes and survey data, finding that financial conditions significantly influence

downside inflation risks. Additionally, they tackle the changing role of economic drivers of inflation

risks over time and showthe increasing importanceof inflation expectations compared toother determinants.

Overall, despite stable average inflation, significant variability in inflation riskswasobserved, particularly

during crises. Tight financial conditions were found to create substantial downside inflation risks,

highlighting their importance in understanding inflation dynamics. Upside inflation risks emerged
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from fiscal stimulus and supply constraints during the pandemic, persisting even as inflation went

down. Finally, the authors remark the need to consider tail risks and the role of financial conditions

when assessing inflation dynamics, especially during periods of economic uncertainty.

Central Bank Information shocks My dissertation also includes a SVAR identified through

the use of a pure central bank information proxy, based ondata from theEA-MPD (EuropeanCentral

Bank., 2019) and recalculated as in Jarociński and Karadi (2020) to fit my sample.

In Jarociński and Karadi (2020), the authors study monetary policy and central bank information

shocks in theUSA andEuroArea. For Europe, their dataset includes 280ECBpolicy announcements

from1999 to2016. Surprises aremeasured innarrowwindows aroundpress statements andconferences.

The identificationmethodcombines standardHigh-Frequency Identification (HFI) and sign restrictions

with Bayesian methods.

While HFI assumes that announcement surprises are affected only by announcement shocks, sign

restrictions allow todifferentiate betweennegative andpositive co-movement shocks, basedon interest

rate and stock price movements. For the EA, they run SVARs with the proxies, German one-year

government bond yield, observations from the STOXX 50 index, interpolated real GDP and GDP

deflator, and BBB bond spread for financial conditions, comparing the results with the “entangled”

case. The authors’ main contributions are the proposal of a way to disentangle the monetary policy

shocks and the information shocks, as well as the calculation of pure MP and CBI proxies for the

euro area. They show that, in a structural VAR, the dynamic responses of economic variables to such

shocks are different. Not purifying the monetary policy shock from the information component of

CB’s announcements causes to attenuate the estimated effects of monetary policy. Their approach

finds stronger monetary transmission; moreover, the economy responds significantly and positively

to this CBI shocks.

1.3 My dissertation

In this dissertation I study Inflation at risk, analysing the distribution of the average inflation rate over

a forecasting horizon, conditional on present time inflation and unemployment rates, with a focus on

upside risks. I employ the two-steps quantile regression devised by Adrian et al. (2019). The choice

of these variables is done in order to emulate a very simple Phillips curve.

Next, I develop a measure of upside inflation risk, and I analyse the correlation in these measures

across the Euro Area countries I study: Italy, Germany, France and Spain. This provides a different
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perspective on the optimality of the single currency area, in relation to themandate of the central bank

of managing inflation. Lastly, I study the impact of central banks’ information shocks on inflation

risks and other economic variables in a SVAR.

Organisation The dissertation is roughly divided in the following parts:

• Overview and data description.

• Quantile Regression (QR) of the conditional distribution of the inflation rate over forecasting

horizons

• Construction of the inflation risk measures.

– matching quantiles and fitting a theoretical CQF

– using the distribution to calculate the measures

• Comparison and correlation analysis of risk measures across countries

• SVAR analysis of response of economic indicators and riskmeasures tomonetary policy shocks

– Making use of a pure central bank information proxy.

In addition, there are twoappendices: AppendixAextends themodel to considerfinancial conditions

and headline inflation rate Appendix B is a treatment of some technical elements.
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2
Overview and data description

The following is the reference forecasting regression equation:

yh = α + xt
′β + εh (2.1)

where:

yh =
1

h

h∑
i=1

yt+i

yh: discrete moving average of the inflation rate over the forecasting horizon1.

and

xt =

 yt

ut


yt : Inflation rate at time t

ut : Unemployment at time t

The use of a moving average is common in time-series analysis, because it allows to easily smooth

out short-term fluctuations and to highlight longer-term trends or cycles; moreover, it is often more

1Adrian et al. (2019) use the notation yt+h to denote themoving average of GDP growth over the forecasting horizon.
I opted to change the notation in order to clarify that I am not forecasting the exact inflation rate realisation at time t+h,
but the average over the horizon.
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interesting to forecast the average value of a variable instead of the exact realisation.

I take the G4 countries’ respective core inflation rates (less food and energy; growth rate from the

same period in the previous year, not seasonally adjusted) and unemployment rates from FRED.

The sample goes from January 1991 to December 2019 (data are monthly). I purposely exclude

the COVID-19 period from the analysis; this is because the outliers and structural breaks caused

by the epidemic invalidate most of the time-series analyses, unless the extreme volatility and breaks

are carefully modelled by making use of stochastic volatility models and other techniques, which

ultimately lead to similar results as analyses that directly exclude the observations (European Central

Bank., 2020).

The forecast horizons used are 6 months and 12 months.

Figure 2.1 shows the time series of inflation rate for the four countries.

Figure 2.1: Inflation rate series, G4
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Figure 2.2 compares inflation and unemployment rate series across countries. As we can see, since
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Figure 2.2: Inflation and Unemployment series

the introduction of the euro, the inflation rates have been co-moving in an increasing fashion. In order

to estimate the parameters of the forecasting equation, I use quantile regression. In the next chapter,

I present the QR estimation and explain the related results.
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3
Quantile Regressions

3.1 The Quantile Regression estimator

I want to obtain an approximation of the distribution of themoving average of the inflation rate (over

different forecasting horizons), conditional on the inflation and unemployment rates at the present

time. An OLS regression would only provide an estimate of the expectation value of the conditional

distribution of inflation; in terms of distributions, this is a modal estimate. This is clearly insufficient

to characterise a statistical distribution.

One approach to remedy this is quantile regression. Developed byKoenker andBassett (1978), QR

allows to estimate the quantiles (one for each regression) of the conditional quantile function (CQF)

of the dependent variable, yh, conditionally on the regressors, xt.

The quantile function is the inverse of the cumulative distribution function (CDF):

Q(p) = F−1(p) (3.1)

for 0 < p < 1, where F is the CDF of a random variableX .

It maps a probability p to the value x of the random variable, so that the probability of the variable

being less than or equal to x is p. The median is a special case where p = 0.5.

This concept is used, for instance, in finance, to calculate the value at risk (VaR) for returns, by

setting p to certain level (a threshold) like 0.05. This allows to find the expected loss for extreme
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outcomes (fifth percentile and below) of the distribution of returns.

The conditional quantile function extends the concept of quantiles to conditional distributions.

The CQF of Y at quantile τ , conditionally on the regressorsX, is given by:

Qτ (Y |X) = F−1
y (τ |X) (3.2)

where Fy(Y |X) is the cumulative distribution function of Y at y conditional onX.

In other words, the CQF identifies the τ th quantile of the distribution of Y , given the value x of

the conditioning variablesX.

In reference to the previous example, this concept is used to calculate theConditional Value at Risk

for the conditional distribution of the returns.

Togoback to theproblem, Iwant to estimate somevalues (quantiles) of theCQFof yh conditionally

on xt, as in Equation 2.1.

Koenker and Bassett (1978) show that the quantile regression estimator β̂τ is an unbiased and

consistent linear estimator of CQF 1.

The following is the linear programming problem of the QR estimator, for regressor i:

β̂iτ = arg min
βiτ∈Rk

T−h∑
t=1

(
τ · 1(yh≥xitβi)|yh − xitβτ |

+(1− τ) · 1(yh<xitβi)|yh − xtβiτ |
)

(3.3)

where 1 denotes the indicator function2.

The predicted value from the quantile regression above is the quantile of yh conditional on xt :

Q̂yh|xt(τ |xt) = xtβ̂τ (3.4)

Below I summarise the advantages of QR over OLS:

• Objective Function:

– OLS estimates the conditional mean through the minimisation of the sum of squared

residuals.

– QR minimises the weighted sum of absolute residuals and thus is able to estimate the

(conditional) median or any other quantile.
1Instead, OLS solves a linear programming problem for exactly the conditional expectation function (CEF).
2See Appendix B for a review.
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• Assumptions:

– OLS is parametric: assumes aparticular distributionof the error term (thenormal distribution).

– QR is semi-parametric: no assumption on the parametric distribution of the error term.

However, QR is still linear: the parameters are linear functions of the quantiles.

• Robustness:

– OLS is inefficient when errors are non-normal and suffers heavily outliers.

– QRis robust tonon-normality of errors andoutliers. It is particularly accurate at estimating

the largest and smallest quantiles.

• Flexibility:

– OLS is not invariant to monotonic transformations

– QR is invariant tomonotonic transformations (can take the log of quantiles and translate

the results back to y).

In the full model I estimate the quantile regressions for 19 quantiles: from the 5th to the 95th in

steps of 5. These 19 quantiles are calculated for each observation and for each regressor; the process

is repeated for every forecasting horizon and again for every country. As it can be imagined, the

computational load is large.

In the following sections of this chapter, I focus on Italy, for reasons of synthesis and exposition3.

3.2 Univariate regressions

The first results from my analysis are shown in figure 3.1. The figure shows the univariate quantile

regressions of the moving average of inflation rate over the forecasting horizons (6 and 12months) on

current inflation rate only, versus the same regression on unemployment rate only.

For the first two figures we can see a positive and linear relationship, as expected. For the last two

figures, representing theQRof inflation rate onunemployment rate, it is clear howdifferent the slopes

of theOLSandmedian (Q50) lines are. This shows that thedistributionof inflation rate (or itsmoving

average over the forecasting horizon) is not symmetric and there could be outliers.

We can see that the relationship between inflation and unemployment is negative, as expected given

that the model is effectively a very simple Phillips curve; however the relationship is weak (the slope is

3Inmy analysis I have producedmany results. I needed to select appropriately what to show in this dissertation, hence
I take Italy as reference; I show the results for the other countries in chapter 5.
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Figure 3.1: Univariate QRs

small in absolute value) and the distribution is characterised by high variability (the distance between

the 5th and 95th quantiles is large).

3.3 Multivariate regressions

InFigure 3.2 I compute themultivariate quantile regressionof the fully specifiedmodel (seeEquation2.1)

and showseparately the estimatedquantile regression coefficients of inflation at time t andunemployment

at time t, for each computed quantile and for the two forecasting horizons.

The red line with marks is the in-sample fit of the regression, that is, the value of the parameters

β(τ) for each quantile τ . In addition, I trace the blue and black dashed lines representing the OLS

estimate and the median, respectively. The bands, calculated for different confidence intervals, act as

confidence bounds for the null hypothesis that the true data-generating process is a general, flexible
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linear model for the inflation and unemployment rates. These bounds are calculated by estimating a

simulating VAR with 6 lags, Gaussian innovations and a constant using the full-sample evolution of

inflation andunemployment rate. Following this, I bootstrap 1,000 samples to compute thebounds at

different confidence level for theOLS relationship. The quantile coefficient estimates that fall outside

this confidence bounds indicate that the relation between the dependent variable and the regressor is

nonlinear in those quantiles.
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Figure 3.2: Full QRs

The figure thus shows how the unemployment rate has a linear effect on the MA of the inflation

rate over the forecasting horizons, while the present-time inflation rate has a nonlinear effect on its

forecasted MA value: linearity is rejected at the 10% significance level for the lower quantiles and is

strongly rejected at the higher quantiles (at least 5% significance). The regression slope changes across

quantiles for the inflation rate predictor, while for the unemployment rate this is not the case.
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3.4 Predicted Distributions

Figure 3.3 shows the time series evolution of the predicted distribution of the MA of the inflation

rate over the forecasting horizons, conditionally on the full set of regressors. The continuous black

line is the median forecast, while the dashed blue line is the actual value of inflation in that period.

The different colours for the bands represent the 5th, 25th, 75th and 95th percentiles.

The variability naturally is higher for the longest forecasting horizon. We can also notice that the

forecasts of the inflation rate aremore accurate, evenwith this simplemodel, compared to the forecasts

of other economic variables, such asGDPgrowth; this is because the inflation rate is a highly persistent

process. Nevertheless, the variability has decreased substantially from the 90s to the present time.

The figure shows how the tails of the predicted distribution change significantly over time: periods in

which the tails weremore left-skewed (negative skewness), such as during the GFC, give place to small

but positive skewness regimes, such as around 2018. However, this figure is not the best at showing

the structure of the predicted distribution; indeed I am only plotting some quantiles. I still do not

have enough information to characterise it and because of this I cannot quantify risk rigorously. The

next step is presented in the following chapter.
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Figure 3.3: Predicted distribution of inflation rate (TS)
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4
Constructing the risk measures

At this point I have calculated a series of quantiles (see section 3.1) and produced some preliminary

results. Now I proceed with the main focus of this dissertation, that is to study the risk of upside

inflation, as well as its conditional distribution.

In this chapter, I explain the matching and fitting procedures of the two-steps quantile regression

by Adrian et al. (2019), and present the main findings. I still pertain to the case-study of Italy, before

comparing it to the rest of the G4 in chapter 5.

4.1 Matching quantiles and fitting the distribution

The task of estimating the full CQF can be accomplished by different means. One way is to use

the spline interpolation to smooth the curve of the quantiles from the previous quantile regressions.

However, this does not guarantee that the function obtained this way is going to be monotonic and

injective (one-to-one). Thus, the result of this approach would likely not satisfy the requirements of

a quantile and distribution functions, in addition to the fact that the function obtained will likely be

non-invertible.

Schmidt (2013) proposes a parametricmethod to estimatemultiple conditional quantiles, inwhich

monotonicity and injective function requirements are satisfied by construction1.

1There are other methods, but my aim here is not to make a comprehensive list of them.
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My approach is to match the empirical quantiles calculated in chapter 3 to the theoretical ones

of a known statistical distribution, so to smooth the conditional quantile function and to be able to

recover the information I am interested in. For instance, by inverting the QF I can obtain the CDF,

which can be differentiated into the PDF; in addition, I can calculate the moments, etc.

In order to do so, the researcher needs to choose a suitable distribution and optimisation methods.

Ideally, the chosen distribution would be the most flexible (many parameters describing the shape of

thedistribution); however, since thefitting taskultimately reduces to a series of optimisationproblems,

the researcher has to weigh in computational load, complexity and sensibility to the initial conditions

(the initial values of the parameters that have to be decided as input, as well as the bounds for the

parameters). All of these elements can affect the accuracy of the fit; thus it may seem as the choice of

this method is suboptimal, but as I will show later, the fit is good and the distribution chosen allows

to capture well the shape of the CQF without being too burdensome or hard to estimate.

The choice falls on the Skew-t distributionbyAzzalini andCapitanio (2003). Its PDF, for a random

variable y, is:

f(y;µ, σ, α, ν) =
2

σ
t

(
y − µ

σ
; ν

)
T

(
α
y − µ

σ

√
ν + 1

ν + (y−µ
σ
)2
; ν + 1

)
(4.1)

Where t(⋅) and T(⋅) denote respectively the PDF and CDF of the Student t-distribution. The

parameters2 are location µ, scale σ, shape α, fatness ν. The shape parameter α controls the skewness.

The skewed t-distribution is part of a general class of mixed distributions proposed by Azzalini (1985)

and further developed by Azzalini and Dalla Valle (1996)

For certain values that they can take on, the parameters assume standard interpretations such as

mean, variance, skewness, and degrees of freedom. Here are some notable special cases:

• α = 0 yields the traditional Student’s t.

• α = 0 and ν = ∞ yield the Gaussian with mean μ and standard deviation σ.

• ν = ∞ and α ̸= 0 yields the skewed normal distribution

2The parameters are functions of the regressors. I don’t report the dependence in my notation for simplicity.
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For all observations, I choose the optimal parameters tominimise the squared distance between the

estimated quantile function:

Qyh|xt(τ |xt) (4.2)

and the quantile function of the skewed-t distribution:

F−1(τ ;µ, σ, α, ν) (4.3)

The quantiles matched are the 5th, 25th, 75th and 95th3.

The following is the optimisation problem solved4:

{µ̂t+h, σ̂t+h, α̂t+h, ν̂t+h} = argmin
µ,σ,α,ν

∑
τ

(
Q̂yh|xt(τ |xt)− F−1(τ ;µ, σ, α, ν)

)2
(4.4)

To cite Adrian et al. (2019), the first proposers of this method: “This can be viewed as an exactly

identifiednonlinear cross-sectional regressionof thepredictedquantiles on thequantiles of the skewed

t-distribution”.

4.2 Predicted densities and moments

Figure 4.1 shows the fully conditional predicted densities across time. This figure shows clearly how

the densities change substantially across time. The evolution of the second, third and fourthmoments

is particularly interesting for risk analysis purposes.

Below, in Figure 4.2 I report the first and second moments, as well as the standardised third and

fourth centralmoments, across time. They are, respectively, themean, variance, skewness and kurtosis.

The moments help me to characterise the predicted distributions.

Meanandvarianceobviouslyprovidemeasures of location anddispersion associated to the estimated

probability density function.

Skewness is a measure of asymmetry about the mean. Negative skewness implies left-tailed density;

3Alternatively I could have matched all the quantiles calculated in chapter 3 to calculate the optimal parameters,
allowing them to be over-identified. Here I follow a more parsimonious and exactly-identified approach.

4The algorithm used solves a nonlinear OLS.
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Figure 4.1: Predicted distributions of inflation rate
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conversely, positive skewness implies right-tailed density5. For instance, positive skewness means that

the density is affected by some relatively rare, high-value occurrences in the data — in other words,

positive outliers. Thus, right-skewness implies that we are at risk of unexpectedly high realisations of

the random variable, and vice versa for the left-skewness

In order to quantify the amount of outliers, the kurtosis is calculated. Kurtosis is a measure of

the “tailedness” of the probability distribution. It is important to remark that this number is related

to the tails of the distribution, not its peak; hence, the characterisation of kurtosis as “peakedness”

is erroneous. Higher kurtosis corresponds to greater extremity of deviations (or outliers); thus, we

should refrain from attempting to infer visually the shape characteristics of the PDF simply by reading

the values of the individual moments.

From Figure 4.2 we can see that, in recent years, the mean of the inflation rate goes down from

the high levels of the 1990s to around target, since the adoption of the euro. Variance has decreased

substantially. The skewness revolves around zero, with strong volatility in coincidence of the Global

Financial Crisis. From around 2013 onwards, the predicted densities are slightly positively skewed,

meaning that there is a potential for unexpectedly high realisations of inflation. When it comes to

kurtosis, the predicted distributions are leptokurtic (positive excess kurtosis), meaning that the tails

are “fatter”: there is more probability mass in the tails compared to the Normal distribution, hence

there is a higher risk of outliers. The kurtosis is very large in the case of predicted densities before 1998

in Italy, for the 12-months forecasting horizon. Moreover, in the 6-months forecasting horizon, we

can see how the kurtosis becomes very volatile around the Global Financial Crisis (something that we

see also in the skewness for the same horizon).

It is worthwhile to highlight how themoments change from a 6-months to a 12-months forecasting

horizon. A similar level of volatility is found in Adrian et al. (2019)6.

5Assuming uni-modality.
6Online Appendix.
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Figure 4.2: Moments of the predicted densities
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4.3 Assessing the fitting process

Figure 4.3 shows the fitted conditional quantile functions

Q̂yh|xt(τ |xt) (4.5)

superimposed on the empirical quantiles; this allows to have a visual assessment of the fitting process.

I pick three observations and corresponding CQFs: January 2013, January 2015 and December

2018. The first month is characterised by relatively stable inflation around target, the second month

represents a period of very low inflation (deflation for the headline measure), while the third is again

“normal times” towards the end of the sample and one year before COVID-19.
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Figure 4.3: CQFs

The fitting process is good overall, especially for normal times (2015, 2018). However, we can

see that for periods of low inflation (2015), the fit is considerably worse. It is also noticeable how

the empirical quantiles (yellow marks) do not follow the shape of a proper quantile function (the

linear interpolation is not monotonic and injective); hence the issue might not be in the choice of the

distribution itself or its computation, but rather with the estimation of these quantiles in the quantile

regression. The QR struggles in times of very low, zero or negative inflation.

Amodification that could help to solve this issuemight be the addition of an appropriate indicator
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accounting for financial conditions. López-Salido and Loria (2024) show that financial conditions

capture well and significantly the lower-regime dynamics of inflation. I have estimated such a model

and presented the full analysis for the new specification in Appendix A.

A similar exercise is repeated forFigure 4.4,where I showthe estimatedprobability density functions

of the full model, compared to the ones of a model without unemployment as regressor.
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Figure 4.4: PDFs

This choice allows to see the effect of controlling for unemployment in the distribution of inflation:

such an effect is not large on the median or the mode, but it affects also the other moments of the

distribution mainly. The fully conditional densities are somewhat less “spiky”.
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4.4 The risk measures

The mean of the estimated density function is a modal forecast of the MA of inflation rate over the

forecasting horizons, conditionally on the regressors. Now, I shall introduce the risk measures that

allowme to capture the vulnerability of the inflation rate to extreme realisations, as well as to quantify

what is the expected value of inflation for such unlikely but risky outcomes.

I am interested inupside risk of inflation, hence I focuson the followingmeasures: expected longrise

and upside relative entropy 7.

Expected Longrise In finance, the Conditional Value at Risk (CVaR) is the expected value of

losses beyond the VaR probability cut-off. It considers the average of losses that occur beyond the

worst-case threshold defined byVaR. It is also called expected shortfall. These concepts can be applied

in the study of other objects, such as economic indicators. Let us go back to inflation: since I want to

study upside risk, I calculate the CVaR in the opposite direction, obtaining the expected longrise:

LRh =
1

π

∫ 1

1−π

F̂−1
yh|xt

(τ |xt) dτ (4.6)

The expected longrise is the expected value of the conditional distribution of inflation beyond the

1 − π = 90% probability. It captures the tail behaviour of the conditional distribution in absolute

terms. Figure 4.5 Reports the estimated expected longrise (as well as shortfall, shown for reference)

over time. We can see how the series resembles the one for inflation.
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Figure 4.5: Expected longrise and shortfall

7Adrian et al. (2019) instead focus on downside vulnerability of GDP growth, hence studying downside relative
entropy and expected shortfall.
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Upside relative entropy Define the unconditional density8 as:

ĝyh (4.7)

and the estimated (conditional) skew-t density as:

f̂yh|xt(y | xt) = f(y; µ̂h, σ̂h, α̂h, ν̂h) (4.8)

Then, the Upside Relative Entropy of ĝyh , relative to f̂yh|xt(y | xt), is:

LU
t

(
f̂yh|xt ; ĝyh

)
= −

∫ ∞

F̂−1
yh|xt

(0.5|xt)

(
log ĝyh(y)− log f̂yh|xt(y|xt)

)
f̂yh|xt(y|xt) dy (4.9)

Entropy is a measure of the uncertainty or randomness of a dataset. It quantifies the expected

value of the information content of the distribution, where “information content” is in the Shannon

information sense 9.

Relative Entropy is the statistical distance between two distributions, over the full sample space.

In this case, I take the two distributions to be the unconditional PDF and the conditional PDF, but

integrating above the median. This yields the formula in Equation 4.9 10.

Upside relative entropymeasures, intuitively, thedivergencebetweenconditional andunconditional

distributions, from the median above. This divergence is represented by extra probability mass in the

right side of the conditional density compared to the unconditional one. A higher upside relative

entropy means that the conditional density assigns positive probability to more extreme right tail

outcomes than the unconditional density. This implies greater vulnerability, or risk, around the

modal forecast, compared to the unconditional distribution. In essence, the extra probability mass

in the right-tail, as represented by upside relative entropy, is “material” risk that is not captured in the

unconditional distribution; hence, this measure could also give an idea of how important the set of

regressors is in estimating risk.

8Calculated by first estimating a quantile regression of the moving average of inflation over the forecasting horizon on
the constant alone, then by fitting the quantiles obtained. It is time-invariant.

9Entropy and the concepts related to it are topics that deserves at least an attempt at a proper treatment. However,
here I want to focus on themore straightforward and useful interpretations in order to present the results effectively. That
is why I have an appendix going over the more technical aspects (Appendix B).

10Equation 4.9 is, formally, the differential conditional relative entropy from the median above.
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Figure 4.6 Shows the evolution of upside relative entropy over time (I report downside relative

entropy too, for reference).
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Figure 4.6: Upside and Downside relative entropies

It is striking how the evolution of the dynamics of the inflation rate (or the conditional distribution

of itsMAforecast) over the sample is such that, in recent years, inflation risks havedecreased substantially

in absolute terms, as shown by expected longrise and shortfall, while at the same time there has been a

considerable increase in the upside and downside relative entropy. The simple Phillips curve relation

has becomemore at risk of unforeseen extreme realisations both to the upside and downside, roughly

from 2014. Moreover, URE was high but not volatile before 1997, while from 2014 URE started to

increase as well as to become very volatile.

Upside relative entropy and expected longrise share an interesting connection with skewness: if

both the conditional and unconditional distributions are positively skewed, then the upside relative

entropy is low while the expected longrise is high.

4.5 Tests

I conclude this part by assessing theout-of-sampleperformanceof themodel, following the test procedures

by Adrian et al. (2019).

In the followingparagraphs, theout-of-sample expandingwindowforecasts are calculated as follows:

first, using the subsample from January 1991 to July 2010 I estimate the predictive distribution for

January 2011, 6 months later, and July 2011, 12 months later. Afterwards, the procedure is repeated

expanding the sample one month at a time, until the sample ends (December 2019). The estimation

steps in the previous sections are calculated for each iteration.
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Remark Part of the poorer performance compared to Adrian et al. (2019) (notwithstanding the

different economic indicator forecasted) is due to the fact that my sample is much shorter (1973 vs

1991). Furthermore, I want to underline the fact that inmy dissertation the aim is not tomake a good

forecasting model to predict accurately inflation. The focus, up to here, has been the to study the

dynamics of inflation rate and its relationship with unemployment, in terms of vulnerability. Had I

wanted to forecast inflation accurately, I would have used a differentmethodology and specification of

the Phillips curve. Still, it can be relatively useful to evaluate the out-of-sample forecast performance

of this simple Phillips curve estimated by two-steps quantile regression.

Robustness Figure 4.7 compares, in the first row, the out-of-sample and in-sample quantiles for

the forecasted inflation rate over 6 and 12 months. The gray dotted lines are the in-sample estimated

5th, 50th and 95th quantiles, while the blue solid lines are the out-of-sample ones. In the second row

I show the out-of-sample upside relative entropy for the two forecasting horizons, in blue, compared

to the in-sample ones, in dotted black.
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Figure 4.7: Out-of-sample prediction of quantiles and Upside relative entropy

We can see that the quantiles are forecasted accurately in the 6 months horizon; less so in the 12

months horizon. Real-time prediction of upside relative entropy is not very accurate in the first half
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of the sample, in fact it is overestimated. This can be attributed to the short window sample, but the

theme of the out-of-sample performance being poor is similar for the quantiles around 2015. It also

resonated with the poorer fit of the CQF around the same period. The simple Phillips curve relation

clearly does not work well when the conditions of periods such as 2014-15 are in place.

Reliability and accuracy I compute the predictive score, that measures the accuracy of the

density forecast. More precisely, I evaluate the model’s predictive distribution at the realised value

of the series. A higher predictive score implies a more accurate prediction. Figure 4.8 shows these

measures, calculated for both forecasting horizons and for both the fully specified model and the

model without unemployment rate.
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Figure 4.8: Predictive scores

The predictive scores of the fully specified model and the reduced model are comparable in the

6-months horizon, while the fullmodel is better in the year-long horizon. This is further confirmation

that the Phillips curve, in its simplest form, is not very powerful in predicting inflation.

Calibration Toconclude the testing exercise, I evaluate the calibrationof thepredictive distribution.

I do this by computing the empirical cumulative distribution of the probability integral transforms

(PITs). This allows to see the percentage of observations that are below any given quantile. The closer

the empirical cumulative distribution of the PITs is to the 45-degree line, the better the calibration.

The confidence bands around the 45-degree line, that account for sample uncertainty, are calculated

using the critical values obtained following the procedure by (Rossi and Sekhposyan, 2019).

The calibration tests show that the fully specified model is better calibrated than the one without

unemployment, while also performing better than, for instance, the GDP growth and NFCI model
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Figure 4.9: Empirical CDF of the PITs

byAdrian et al. (2019). Thismeans that, overall, the quantiles are estimated quite well by the quantile

regression; hence the inference made on the previous results gains further credibility.
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5
Comparison across countries

In the previous chapter I fitted the skew-t distribution, calculated the predicted distributions and

sample moments across time and developed themain inflation risk measures— expected longrise and

upside relative entropy. In this chapter, I compare some important results obtained in chapter 4 for

Italy with the analogous ones for Germany, France, Spain.

5.1 Two-steps QR comparison

Figure 5.1 and Figure 5.2 compare the estimates of the coefficients of inflation and unemployment for

the multivariate quantile regression, akin to chapter 3 for both horizons.

We can see that the results are similar, for a given country, across horizons. The nonlinear effect of

current inflation on the forecastedMAof inflation in the upper quantiles is present for Italy, Germany

and, more weakly, for Spain; for France we cannot reject linearity in the upper quantiles. As for the

lower quantiles, the effect of inflation on its forecasted average value is negative and nonlinear for Italy,

Germany and France, with a significance of 5% or smaller; for Spain I find also a nonlinearity but with

a positive effect of inflation on the lower quantiles of the forecast. Finally, the unemployment rate’s

effect on the forecasted inflation rate is linear in all countries.
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Figure 5.1: Coefficients frommultivariate QR, comparison, h6
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Figure 5.2: Coefficients frommultivariate QR, comparison, h12

Figure 5.3 andFigure 5.4 display the time series of (selected) predicted quantiles, for the conditional

forecast of the MA of inflation rate for both horizons and all countries.

The quantiles show a degree of heterogeneity in the skewness of the distributions across countries;

for instance, Spain was in deflation risk in the last 5 years of the series while the other countries were

not. France manifests left-skewness in the early part of the series, while Germany, in the same part, is

right-skewed.
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Figure 5.3: Predicted distribution of inflation rate (TS), comparison, h6
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Figure 5.4: Predicted distribution of inflation rate (TS), comparison, h12

Tohave abetter idea of the shape andmoments of thedistributionof the forecasted average inflation

rate, I show below the predicted densities across time of the G4 countries (after the fitting).
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Figure 5.6: Predicted densities, G4 comparison, h12

The densities change dramatically from a country to another. The two extremes are Germany and

France: the former presents the largest amount of right-skewness, especially at the start of the series,

where the densities are characterised by a very large amount of variance. In all countries, variance starts
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to decrease substantially going towards the end of the sample; similarly, skewness seems to become

more contained. Below are the moments of the fitted distributions across countries.
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Figure 5.7: Moments, all countries, h6

All countries’ distributions, except Spain, are characterised by low variance; Spain suffers from

inflation risk even in the traditional “standard deviation” sense. Italy and France’s predicted densities

manifest barely any excess skewness and in themore recent years of the sample they are low in kurtosis,

thus they are not significantly at risk of surprisingly high or low values. The opposite is the case for

Germany and Spain. Keeping a focus on themore recent years of the sample, Spain’s predicted density

of the forecasted average inflation rate is left-skewed, thus there are significant outliers in the low

values of inflation. Germany is instead right-skewed. Both countries present high levels of kurtosis,

indicating a substantial degree of outliers.
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Taking stock i Based on these measures, we can say that the picture does not look exceedingly

promising in terms of theEuropeanCentral Bankbeing able to continue the process of convergence of

the inflation rates in the euro area to the target, at least when it comes to evaluating the chances of that

happening based on inflation at risk and on the predicted Phillips curve relation. The distributions

are very heterogeneous and some countries seem to be substantially more at risk than others from this

first analysis. The degree of outliers is high in some countries, low in others.

5.2 Risk measures’ comparison

5.2.1 Correlation of expected longrise

Figure 5.8 shows the expected longrise series for all countries.

h6 h12

Figure 5.8: Expected Longrise series, comparison

Table 5.1 reports the linear (Pearson) correlation among these countries’ inflation risks, asmeasured

in absolute terms by the expected longrise. This is done for both horizons.

Ita Ger Fra Spa
Ita 1 0.68 0.78 0.88
Ger 0.68 1 0.63 0.61
Fra 0.78 0.63 1 0.72
Spa 0.88 0.61 0.72 1

h6

Ita Ger Fra Spa
Ita 1 0.61 0.70 0.88
Ger 0.61 1 0.53 0.52
Fra 0.70 0.53 1 0.66
Spa 0.88 0.52 0.66 1

h12

Table 5.1: Pearson correlation matrices of Expected Longrise across countries

Table 5.2 reports the Spearman correlation, which assesses how well the relationship between two
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variables can be described using a monotonic function, whether linear or nonlinear. The indices are

for expected longrise and for both horizons.

Ita Ger Fra Spa
Ita 1 0.39 0.72 0.83
Ger 0.39 1 0.44 0.31
Fra 0.72 0.44 1 0.62
Spa 0.83 0.31 0.62 1

h6

Ita Ger Fra Spa
Ita 1 0.25 0.66 0.84
Ger 0.25 1 0.28 0.18
Fra 0.66 0.28 1 0.57
Spa 0.83 0.18 0.57 1

h12

Table 5.2: Spearman correlation matrices of Expected Longrise across countries

Expected longrise measures co-move significantly in the group of four euro area countries, with

similar values, except for some outliers around 2015, as in the case of Spain, where the expected

longrise is strongly negative. This is a period of very low inflation. The linear correlation matrix

reveals that expected longrise measures are highly correlated among Italy, Spain and France; less so

for Germany and the other countries. However, surprisingly, Germany is the most correlated to Italy

out of all the countries. Spearman correlation sees even lower values of correlation between Germany

and the other countries, while confirming a strong relationship among Italy, France and Spain.

My interpretationof this section is thatmonetarypolicydecisions andcentral bank communications,

could potentially have relatively similar effects across the four countries, at least in terms of how these

policies and communications impact the expected, worst-case scenarios’ inflation rate values.

5.2.2 Correlations of Upside relative entropy

Figure 5.9 shows the upside relative entropy series for all countries.

h6 h12

Figure 5.9: Upside relative entropy, comparison
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Table 5.3 and Table 5.4 reports the Pearson and Spearman correlations, as before.

Ita Ger Fra Spa
Ita 1 0.56 0.67 0.64
Ger 0.56 1 0.5527 0.71
Fra 0.67 0.56 1 0.72
Spa 0.64 0.71 0.72 1

h6

Ita Ger Fra Spa
Ita 1 0.59 0.60 0.63
Ger 0.59 1 0.59 0.70
Fra 0.60 0.59 1 0.73
Spa 0.63 0.70 0.73 1

h12

Table 5.3: Pearson correlation matrices of Expected Longrise across countries

Ita Ger Fra Spa
Ita 1 0.34 0.57 0.43
Ger 0.34 1 0.31 0.50
Fra 0.57 0.31 1 0.49
Spa 0.43 0.50 0.49 1

h6

Ita Ger Fra Spa
Ita 1 0.42 0.48 0.42
Ger 0.42 1 0.35 0.42
Fra 0.48 0.35 1 0.5
Spa 0.42 0.42 0.5 1

h12

Table 5.4: Spearman correlation matrices of Upside relative entropy across countries

Also in the case ofupside relative entropy themeasures co-move across countries, but the relationship

is noisier (given that themeasure itself is more volatile compared to expected longrise). We can see that

upside relative entropy is relatively stable at lower values for Germany, compared to Italy, for instance.

The increase in relative entropy in the last years of the series that I mentioned in chapter 4 for Italy is

not present in the case of the other countries; hence, we can deduce that the Phillips curve relation in

the last observations of the series is still weak in the rest of the euro-area countries examined, compared

to Italy; this is because there is not much divergence between the density conditional on the full set of

regressors (Phillips curve) and the unconditional density.

When it comes to correlation among countries in this measure, the matrices report relatively low

indices. Italy ismost correlatedwith France and leastwithGermany, whileGermany ismost correlated

with Spain.

Taking stock ii The picture drawn by the correlations of the upside relative entropy is somewhat

more pessimistic compared to expected longrise, in terms of symmetry and convergence, especially

when considering some specific country pairs. In the next chapter, I study how the ECB can affect

these risk measures through its communications associated to policy announcements, in a dynamic

structural approximation of the real economy.
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6
CBI shocks and inflation risk: a SVAR analysis

Following chapter 5, I continue my investigation of inflation at risk with a focus on the euro area. In

this chapter I estimate a series of StructuralVectorAutoregressions (SVAR)where I identify the effects

of a central bank information shock, disentangled from the monetary policy shock in Jarociński and

Karadi (2020)1, on key economic variables and my inflation risk measures.

6.1 SVAR setup and identification

The specification of the SVAR is presented below:

yt =



CBIproxy

URE

ExpLong

Infl

Eonia

Unemp


1I re-estimate the VAR with sign-restrictions and internal instrument in Jarociński and Karadi (2020) to re-calculate

the proxies for my sample length, based on the dataset EA-MPD (European Central Bank., 2019).
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yt = α+

ρ∑
j=1

Ajyt−j + ut (6.1)

ut = Bϵt (6.2)

where α represents the intercept (drift), ρ represents the lag-order of the VAR (ρ = 3) and ut

represents the vector of residuals from the OLS equation-by-equation regressions.

Formally, I estimate a recursive VAR with internal instrument (Plagborg-Møller and Wolf, 2021).

Thismethod imposes an arbitrary restriction inorder to recover the structural shocks fromthe residuals

of the reduced-formVAR and the invertedmatrix of coefficients of the right-hand variables, thanks to

the Cholesky decomposition of the variance-covariance matrix of the reduced-form residuals; at the

same time, the internal instrument approach takes advantage of this restriction to ensure exogeneity

of the proxy. Here I showmore in detail how the method works:

 CBIproxyt

...

 = α+

p∑
j=1

Aj

 CBIproxyt−j

...

+ ut (6.3)

ut = Bϵt = B

ϵCBI,t

...

 (6.4)

I impose that there is no contemporaneous effect of the CBI proxy on the other variables by setting

to zero the parameter in the impact matrix B that multiplies ϵCBI,t, effectively imposing that B is

lower triangular. Following this, I calculate theCholeskydecompositionof the reduced-formresiduals,

that returns the product of a lower triangularmatrix, the lowerCholesky factor, and its transpose. But

since the impact matrixB is lower triangular,B is the lower Cholesky factor. This allows to estimate

the impact effects of shocks, that is, the parameters of the structural shocks.

Plagborg-Møller andWolf (2021)proved, amongother important contributions, that internal-instrument

SVARs are equivalent to Proxy SVARs.

The choice of a three-lags SVAR is based on the fact that the sample is short (1999-2019) and

the parameters to be estimated are numerous (6 equations), hence I decided to be parsimonious. A
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lag-length test with 6 lags chooses a lag-length of 32. I calculate the SVARs and the objects described

in the next section for all four countries: Italy, Germany, France and Spain3.

6.2 Analysis of the dynamic effects

After having estimated the SVAR, I proceed to calculate the Impulse Response Functions (IRFs),

the main object of interest of this chapter. IRFs enable the quantification of the causal dynamic

effect of a shock on the system. In other words, they allow to see the response over time of the

SVAR’s endogenous variables to an innovation (usually of one standard deviation) in one structural

shock, assuming that the other structural shocks are kept to zero. Such responses should not be

fundamentally at oddswith economic theory and should goback to zero in the very long run. Figure 6.1

to Figure 6.4 report the IRFs.

Next, I calculate theForecastErrorVarianceDecompositions (FEVD) andHistoricalDecompositions

(HDs). The FEVDs show the portion of the variance of the SVAR’s forecast errors (at a given horizon)

due to each structural shock. In other words, it provides information about the relative importance

of each structural shock in affecting the forecast error variance of the SVAR’s endogenous variables.

Figure 6.5 toFigure 6.8 showtheFEVDs. TheHistoricalDecompositions showthehistorical contribution

of each structural shock in driving deviations of the SVAR’s endogenous variables away from their

equilibrium. It allows to track, at each point in time, the role of structural shocks in driving the

SVAR’s endogenous variables away from their steady state. Figure 6.9 to Figure 6.12 report the HDs.

The table below avoids possible confusion due to the different variable names in the pictures shown

in this section, compared to the previous one.

CBI_MEDIAN Central Bank Information proxy
EONIA_RATE Eonia interest rate

CPGRLE01ITM659N (and similar) Core inflation rate
LRHUTTTTITM156S (and similar) Unemployment rate

EXPLONG_H6 Expected longrise, horizon 6 months
UPSRELENTR_H6 Upside relative entropy, horizon 6 months

2I do not report this test because of conciseness.
3I choose to report only the six-months forecasting horizon case because of the large amount of results. The

implications are basically the same for the case of the year-long horizon.
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Figure 6.1: IRFs Italy h6
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Figure 6.2: IRFs Germany h6
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Figure 6.3: IRFs France h6
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Figure 6.4: IRFs Spain h6

45



0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of CBI_MEDIAN

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of EONIA_RATE

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of CPGRLE01ITM659N

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of LRHUTTTTITM156S

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of EXPLONG_H6

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
CPGRLE01ITM659N LRHUTTTTITM156S
EXPLONG_H6 UPSRELENTR_H6

Variance Decomposition of UPSRELENTR_H6

Variance Decomposition using Cholesky (d.f. adjusted) Factors

Figure 6.5: FEVDs Italy h6
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Figure 6.6: FEVDs Germany h6
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Figure 6.7: FEVDs France h6
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Figure 6.8: FEVDs Spain h6
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Figure 6.9: HDs Italy h6
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Figure 6.10: HDs Germany h6
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Figure 6.11: HDs, France h6
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Figure 6.12: HDs, Spain h6
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6.3 Results

Mainfindings For all four countries, a one standarddeviation shock in the central bank information

proxy leads to an increase in the EONIA rate, as expected, given that CBI shocks occur around policy

announcements.

The inflation rate’s immediate reaction to the shock is not significant for Italy, France and Spain,

but becomes significant after 10 to 15 months; for Germany instead it is significant on impact, but

the response quickly becomes non-significant.

In Italy, Spain and France the response of the unemployment rate is negative, coherently with

the increase in inflation; in Germany this response is never significant, as we might expect given the

behaviour of the inflation rate’s impulse response (the point estimate of the unemployment rate in

Germany goes back to zero over a very long horizon, not shown here).

Ultimately, we get to the IRFs of the risk measures. The expected longrise for Italy, France and

Spain is non-significant in the first periods, but becomes significant after 15 to 20 periods, similarly

to the inflation rate, although with delay. This means that the central bank communication leads not

only to an increase in the modal forecast of the inflation rate, but also in the expected value of the

conditional density of the inflation rate beyond the 90th percentile. Upside inflation risks increase, as

theworst-case scenario inflation rate is higher in expectation. InGermany, this effect is not statistically

significant, just like for inflation and unemployment.

Now we come to the impulse response functions of upside relative entropy4.

For Italy, the upside relative entropy decreases significantly in the second to third period, before

quickly becoming non-significant and going back to zero; hence the divergence between conditional

and unconditional distributions, from the median above, decreases slightly. There is less probability

mass in the right tail of the conditional density compared to the unconditional one. The conditional

density attributes less probability to extreme right-tail outcomes compared to theunconditional density;

this implies that vulnerability, or risk, around the modal forecast decreases.

Germany suffers a stronger andmore significant increase in upside relative entropy around the same

period, before its response too goes quickly back to zero.

France’s upside relative entropy response is small and non-significant on impact, but it becomes

significant for many periods before converging to zero (beyond the horizon shown here).

Spain’s upside relative entropy response is similar to France’s, although somewhat stronger.

4Go back to section 4.3 for reference on the interpretation of URE.
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The FEVDs show that the relevance of the unemployment rate in explaining the dynamics of the

expected longrise and the upside relative entropy is very low.

It isworthnoting that,whenboth expected longrise andupside relative entropy increase, the conditional

distribution of inflation becomes more right-skewed compared to the unconditional distribution.

Taking stock Overall, I find that European Central Bank’s communication associated to policy

announcements releases implicit information that is basically “sterile” for Germany, since the impulse

responses of its inflation and unemployment rate, as well as expected longrise over 6months, are small

and not statistically significant5. However, the country suffers from a slight increase in vulnerability

to inflation risk, in terms of the probability of extreme outcomes, as represented by upside relative

entropy.

The same cannot be said for the other three countries. Italy, France and Spain see their inflation

and unemployment rate respond significantly, although with a lag, and their risk in absolute terms

increase, as represented by expected longrise. France and Spain becomemore vulnerable over a longer

horizon with respect to Germany. Italy instead becomes slightly less vulnerable.

5If not for inflation rate in the very first period.
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7
Discussion

Having presented the econometric methodology and main results of my dissertation, in this chapter

I want to discuss potential extension, alternatives and caveats, some of which I have explored.

7.1 A modern Phillips Curve

Obviously, the model specification that I have adopted — a Phillips curve in levels of inflation and

unemployment, not accounting for expectations,mark-ups andotherpotentially relevantdeterminants

— does not allow me to make reliable and accurate forecasts of inflation— this was never the aim, as

explained previously. The objective is to study the relationship between inflation rate itself and the

main covariate prescribed by economic theory, the unemployment rate.

An immediate extensionofmymodelwouldbe the implementationof amoremodern and advanced

Phillips curve, such as the Augmented Phillips curve model used in the study of inflation at risk

in the USA by López-Salido and Loria (2024)12. The authors’ augmented Phillips curve is New

Keynesian, since it accounts for inflation expectations; as we know from the literature, expectations

are a major component affecting inflation dynamics. In addition to other relevant covariates, they

add a regressor that accounts for financial conditions. Financial conditions explain well the downside

1Their specification extends the Phillips-curve by Blanchard et al. (2015)
2My methodological contribution, compared to López-Salido and Loria (2024), is the use of the two-steps quantile

regression in the study of inflation.

50



risks of the inflation rate and I believe that an implementation of this variable with my econometric

approach would improve further not only the explanatory power of the Phillips curve, but also the

fit of the conditional quantile function, improving reliability and accuracy of the estimations and

out-of-sample forecasts.

For these reasons, I have reproduced the core of my analysis for a model with the headline inflation

rate, unemployment rate and financial conditions— the main results are shown in Appendix A.

Other covariates used by López-Salido and Loria (2024), that are relevant in the pandemic era and

in even more recent times, are oil price shocks, supply shocks and, most importantly, fiscal policy. All

these predictors are variables that I would like to extend my model for the euro area with.

7.2 A more flexible distribution

In chapter 1 I talked about how the field of economic risk management spawned from the need of

studying the risks associated to economic variables, and how the tools and techniques adopted by

researchers who venture in the field are often interdisciplinary, taking especially from quantitative

finance.

In fields such as quantitative finance, financial engineering and computational finance, for various

reasons, often the need for a flexible distribution arises. Adrian et al. (2019) in the two-steps QR use

the Skew-t byAzzalini andCapitanio (2003). Azzalini published someofhismost importantworks on

this subject in Biometrika, an important biostatistics journal. Applications of his and his co-authors’

Skew-t, to the best of my knowledge, are mainly in biological sciences.

Although there surely are applications of this distribution to finance as well, arguably the most

adopted and preferred distribution based on the Student’s t, in finance, is the Skewed Generalised T

(SGT) distribution by Theodossiou (1998).

The probability density function of the SGT, as defined inDavis (2015) and similarly3 in BenSaïda

and Slim (2016) is as follows:

fSGT (x;µ, σ, λ, p, q) =
p

2υσq
1
p

(
1
p
, q
)(

|x−µ+m|p
q(υσ)p(λsign(x−µ+m)+1)p

+ 1
) 1

p
+q

whereB is the beta function,µ is the location parameter, controlling themean (which becomes the

mode in the presence of skewness), σ is the scale parameter controlling the variance, λ is the skewness

parameter, p and q are parameters controlling the kurtosis, υ andm are functions of the parameters
3Up to a change in notation.

51



and the beta function and they can take themselves on different values depending on howwe want to

fit the distribution.

Although I believe that the Skew-t distribution is able to reproduce sufficientlywell the real kurtosis

of the data, for models such as the Phillips curve in my dissertation, where the kurtosis seems to take

a prominent role compared to, for instance, Adrian et al. (2019) and their model of GDP growth at

risk, I believe that using the 5-parameters SGT distribution would improve substantially the fit, in

addition to assuring robustness when fitting a more complex and sophisticated Phillips curve, such as

the one I talked about in section 7.1.

The SGT distribution can be used with the “sgt” package in R (Davis, 2015) or with the “flexible

distributions” toolbox inMatlab (BenSaïda and Slim, 2016) 4.

7.3 A possible caveat

Finally, I believe it is appropriate tomention the reason for not studying the effects of a puremonetary

policy shock on the economic indicators and risk measures in the G4.

The reason is that the only puremonetary policy proxy (that is, disentangled from theCB’s implicit

information shock) available for the euro area, the one by Jarociński and Karadi (2020), is proving

to be problematic, in the sense that in SVARs it produces impulse response functions that are not

compatible with economic theory and with similar results obtained for analogous models in other

countries. The CBI proxy, instead, seems not to be affected by these issues, while still being able to

provide interesting results and policy implications.

4The SGT distribution is usually fitted using MLE.
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8
Conclusion

As shown in chapter 5, themodal forecast of the average conditional inflation rate in the four euro-area

countries at study has undergone a convergence process in the sample considered. Variance has also

substantially decreased. These are positive stylised facts attributable to the integration resulting from

these countries entering a single currency area — the euro area — and relinquishing control of their

sovereignmonetarypolicy in favourof a communitarianone, controlledby theECBand theEurosystem.

However, I do not find that the same convergence process has taken place when it comes to the

degree of risk and uncertainty in the distributions.

At a givenperiod, one country canbe at risk of lower inflation than expectedwhile another of higher

inflation than expected, as in the case of Spain and Germany around 2015 (Figure 5.3).

While some countries’ Phillips curve relations seem to be robust and largely unaffected by outliers,

like for Italy and France in recent times, in the same period other countries’ relations seem to be

vulnerable to them, while being skewed in opposite directions— as in the case of Germany and Spain

(Figure 5.7).

A thought-stimulating result is the exchange of variance for kurtosis, something that we see clearly

from the 3Dplot of the predicted densities across time. It is a sort of switch from risk in the traditional

sense, to uncertainty, as captured by the degree of outliers.

The correlations in expected longrise are roughly from60 to90percent for expected longrise (Table 5.1)

and from 40 to 85 percent for upside relative entropy (Table 5.3), depending on the country-pairs. I
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would argue that these figures and their variability are not alarming, but do not look very promising

either, in terms of the degree of similarity in inflation risks — a condition that I believe necessary in

order to obtain stability around the target inflation rate in themedium to long run. These correlations

are calculated on the whole sample. A reduced sample would probably find stronger correlations for

expected longrise in the very recent years (Figure 5.8); however, the same cannot be said for the risk of

extreme realisations taking place unexpectedly, as represented by upside relative entropy (Figure 5.9).

The SVAR analysis in chapter 6 suggests that European Central Bank’s communication are either

coincidentally suitable or deliberately calibrated not to shock significantly the German economy. The

analysis also shows evidence for structural heterogeneity among theG4countries. Germany’s inflation

rate, unemployment rate and expected longrise donot respond toCBI shocks,while theupside relative

entropy responds positively but is significant only in the short term. The other countries suffer from

an increase in inflation and respondwith a decrease in unemployment, bothwith a lag. Their expected

longrise also responds to the upside, with a lag. Upside relative entropy responds heterogeneously,

with varying sign and different degrees of significance. For the purposes of sticking to the target

inflation rate, I believe that this heterogeneity is overall detrimental and makes the task of the central

bank substantially mode difficult.

The policy implications of my dissertation are the following: First, the central bank should better

calibrate andmanage the information releasedby their communications associated topolicy announcement,

with the aim of increasing the symmetry in the responses of economic indicators and risk measures

across countries. This could help in maintaining price stability.

Second, fiscal policy coordination across countries should be strengthened. Fiscal reforms should

also be aimed at smoothing out the structural differences across countries. The ECB, when assessing

monetarypolicyoptions, should tackle the issueswith thePhillips curvehighlighted in this dissertation,

such as strong heterogeneity in vulnerability to inflation risks. New tools and regulations could be

necessary in order to strengthen the symmetry across countries and protect integration.

Fromthepoint of viewof the individual countries, and fromthenarrowperspective ofprice stability,

it is not clear that the single currency area is beneficial, for instance, to southern European countries

if the German economy is taken as reference for monetary policy decisions, and vice versa.
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A
Appendix: IaR with headline inflation and

financial conditions

Introduction This appendix extends themodel introduced in chapter 2, by accounting forfinancial

conditions, while implementing a slight modification: the use of the headline inflation rate instead of

the core one. This last choice is taken because headline inflation, being generally more volatile due

to the inclusion of items such as food and energy prices, can now be better studied by an expanded

model.

The headline inflation rate for each country is taken by FRED. I keep the same unemployment

rate indicator mentioned in chapter 2. The financial conditions indicator is the Sovereign Composite

Indicator of Systemic Stress, or SovCISS — an improved, monthly version of the CISS (Holló et al.,

2012), developed by European Central Bank. (2018).

SovCISS is a composite indicator measuring the multidimensional sovereign bondmarket stress in

the euro area as a whole as well as in individual euro area member states. It integrates measures of

credit risk, volatility and liquidity at different maturities. The statistical method is inspired by that of

the Composite Indicator of Systemic Stress (CISS).

The use of two-steps quantile regression in the study of inflation at risk in the euro area, conditional

on unemployment and financial conditions, represents a further innovation.

AsLópez-Salido andLoria (2024)find, in the case of theUSA,financial conditions are good explanatory
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variables of downside inflation dynamics. For this reason, in this appendix I take a different approach

and study both expected longrise and shortfall, as well as the full relative entropy instead of just the

upside one. In the SVARs I only include the full relative entropy as risk measure, given the addition

of SovCISS as an additional equation and the shorter sample.

The sample goes from September 2000 to December 2019 1.

The appendix structure encompasses a shorter version of the comparison among countries, akin to

chapter 5, and the IRFs results, similarly to chapter 6.

Model The following is the extended model

yh = α + xt
′β + εh (A.1)

where:

yh =
1

h

h∑
i=1

yt+i

yh: discrete moving average of the inflation rate over the forecasting horizon.

and

xt =


yt

ut

ft


yt : Inflation rate at time t

ut : Unemployment at time t

ft : Financial conditions at time t

Results Below I show the results from an analogous analysis to the one made in chapter 5 and

chapter 6, to which the reader can refer for a detailed explanation.

Wecan see inFigureA.1 andFigureA.2 that the estimatedparameters for inflation andunemployment

at each quantile are different compared to the figures in chapter 5.

There is some degree of rejection of the linearity null for inflation in the lower quantiles, as well

as in the upper quantiles for Spain. The unemployment rate is still linear, although some parameters

1The sample has been shortened because SovCISS is a shorter series.
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Figure A.1: Comparison, coefficients frommultivariate QR, h6

reject the null at 10 percent in the lower quantiles; here, Spain strongly rejects linearity for the 10th

quantile and below. Finally, the estimated parameters for the financial conditions change substantially

across the quantiles’ spectrum, similarly among countries. Italy, perhaps surprisingly, is the country

suffering less from nonlinear effects of financial conditions on inflation. Germany and Spainmanifest

a strong nonlinearity in the lower quantiles, while France in the central quantiles (but only for the
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Figure A.2: Comparison, coefficients frommultivariate QR, h12

6-months horizon).

As a general note, these nonlinearities seem to be stronger in the shorter forecasting horizon (h6)

rather than in the year-long one (h12).
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FigureA.3 andFigureA.4display the time series of (selected)predictedquantiles, for the conditional

forecast of the MA of inflation rate for both horizons and all countries.
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Figure A.3: Predicted distribution of inflation rate (TS), comparison, h6
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The striking result is the overwhelming evidence of additional risk, both to the upside and to the

downside, that is accounted for by extending the model with the financial conditions. Part of this

additional risk is due to the use of headline inflation rate, but in a different version (not included in

this dissertation) where I estimate a model with headline inflation rate and unemployment rate only,

I do not see this level of variation in the quantiles, nor do I find evidence for the level of heterogeneity

across countries that is present in this case.

While Italy and France’s predicted distributions look similar, Germany and Spain’s ones are very

different, not in themodal forecast (and realised values) but in their risks. Spain suffered fromsubstantial

downside inflation risk roughly after 2007. Also, from a visual inspection, the forecasts are the least

accurate for Germany and Spain out of the four countries.

FigureA.5 shows the selectedCQFs for Italy, to verify if thefittingprocess has improvedby accounting

for financial conditions.
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Figure A.5: CQFs

The fitting process, at a visual inspection, has marginally improved, although there are still some

issues for 2015 in its lower quantiles. Potential solution might be the addition of more explanatory

variables, the adoptionof anover-identificationof theparameters, the alterationof the initial conditions

or modification of the optimisation process, or the use of a different distribution altogether, such as

the SGT (Theodossiou, 1998).
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In Figure A.6 and Figure A.7 I show the predicted densities.

Italy Germany

France Spain

Figure A.6: Predicted densities, G4 comparison, h6

Italy Germany

France Spain

Figure A.7: Predicted densities, G4 comparison, h12

These vary emphatically over time, with very different levels of skewness and kurtosis, but relatively
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contained variance for most periods and countries (the worst-off, in this aspect, is again Spain).

The moments are reported in Figure A.7, for the 6-months forecasting horizon.
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Figure A.8: Moments, all countries, h6

For recent years, I find a large degree of heterogeneity across countries in skewness and especially

kurtosis. Italy,Germany andSpain showa large level of outliers andhence are vulnerable tounexpectedly

high or low realisations.

As for the tests, I do not provide them here given the already extensive amount of results, but I

summarise the findings: the predictive scores improve substantially, the empirical CDF of the PITs

are still within the confidence bands and the out-of-sample prediction of quantiles andUpside relative

entropy do not signal issues.
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I compare the risk measures of full relative entropy and both expected shortfall and longrise in the

next figures 2.

Figure A.9, Figure A.10 and Figure A.11 show the full relative entropy, expected longrise and

expected shortfall comparisons across countries, for both horizons.

h6 h12

Figure A.9: Full relative entropy, comparison

h6 h12

Figure A.10: Expected longrise, comparison

(Full) relative entropy increasedmarkedly around the 2008 GFC, particularly in France. I find also

that from roughly 2015 to late 2018 relative entropy was high. This means that the risk of extreme

valuesboth to theupside anddownside is larger for the conditional distribution than for theunconditional

distribution.
2I redirect the reader to Adrian et al. (2019) for an explicit formulation of expected shortfall, which is just the 10%

CVaR. Full relative entropy is analogous to URE, but with the integral taken over from−∞ to∞.
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h6 h12

Figure A.11: Expected shortfall, comparison

While upside inflation risks in absolute terms, represented by expected longrise, seem to be quite

correlated and symmetric across countries, the co-movement of downside inflation risks is affected by

the extreme dynamics of Spain’s expected shortfall, although the behaviour normalises towards the

end of the series.

Ultimately, I show the impulse response functions and FEVDs of a SVARmodel whose structural

shocks are identified analogously to the exercise in chapter 6. The specification of the SVAR is the

following:

yt =



CBIshock

Eonia

Infl

Unemp

FinCond

FRE


where “FinCond” stands for the SovCISS indicator offinancial conditions and“FRE” is the acronym

of full relative entropy.

The sample is 2000M9—2019M12, lag order is 3 and the SVAR is specified with a constant.
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Figure A.12: IRFs Italy h6
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Figure A.13: IRFs Germany h6

65



-.01

.00

.01

.02

.03

5 10 15 20 25 30 35

Response of CBI_MEDIAN to CBI_MEDIAN Innovation

-.02

.00

.02

.04

.06

.08

5 10 15 20 25 30 35

Response of EONIA_RATE to CBI_MEDIAN Innovation

-.06

-.04

-.02

.00

.02

.04

.06

5 10 15 20 25 30 35

Response of FRACPIALLMINMEI_PC1 to CBI_MEDIAN Innovation

-.08

-.06

-.04

-.02

.00

.02

5 10 15 20 25 30 35

Response of LRHUTTTTFRM156S to CBI_MEDIAN Innovation

-.016

-.012

-.008

-.004

.000

.004

5 10 15 20 25 30 35

Response of SOVCISS_FRA to CBI_MEDIAN Innovation

-.04

.00

.04

.08

.12

5 10 15 20 25 30 35

Response of FULLRELENTR_H6 to CBI_MEDIAN Innovation

Response to Cholesky One S.D. (d.f. adjusted) Innovations
68% CI using Kilian's unbiased bootstrap with 1000 bootstrap repetitions and fast double bootstrap approx.

Figure A.14: IRFs France h6
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Figure A.15: IRFs Spain h6

66



0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of CBI_MEDIAN

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of EONIA_RATE

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of ITACPIALLMINMEI_PC1

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of LRHUTTTTITM156S

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of SOVCISS_ITA

0

20

40

60

80

100

5 10 15 20 25 30 35

CBI_MEDIAN EONIA_RATE
ITACPIALLMINMEI_PC1 LRHUTTTTITM156S
SOVCISS_ITA FULLRELENTR_H6

Variance Decomposition of FULLRELENTR_H6

Variance Decomposition using Cholesky (d.f. adjusted) Factors

Figure A.16: FEVDs Italy h6
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Figure A.17: FEVDs Germany h6
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Figure A.18: FEVDs France h6
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Figure A.19: FEVDs Spain h6
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The effects of a Central Bank Information shock on the EONIA, inflation and unemployment

rates are, qualitatively, unambiguously the same as in chapter 6 for all countries. Germany’s inflation

and unemployment rates are still “insulated” from shocks.

Most countries financial conditions’ index respond beneficially to a CBI shock, with a decrease in

the SovCISS index, although unremarkably in quantitative terms; Spain’s financial conditions do not

respond significantly.

When it comes to full relative entropy, the responses are, once again, heterogeneous: Spain and

Germanydonot respond significantly, France’s FRE increases in thefirst periodswhile Italy’s decreases.

The relevance of financial conditions in explaining relative entropy change across countries, while

overall beingnot toopowerful. Instead, the SovCISS indicator is similarly relevant as theunemployment

rate in explaining the dynamics of inflation, while affecting importantly unemployment itself; hence

I consider the financial conditions indicator a relevant predictor of inflation.

Conclusion This is further corroborationof the argumentspresented in thebodyof thedissertation.

The ECB faces a hard task in terms of achieving the necessary level of inflation risks’ convergence, and

the chances of reaching long-term price stability in the absence of important structural reforms aimed

at achieving a higher degree of homogeneity in the fiscal policy, labour and financial markets, are

probably low.
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B
Appendix: Technicalities

B.1 Review of some concepts

B.1.1 Indicator function

The indicator function, denoted by 1A(x), is a function defined on a setX that indicatesmembership

of an element in a subsetA ofX . Formally, it is defined as:

1A(x) =

1 if x ∈ A,

0 if x /∈ A.

This means that if the element x is in the subsetA, the function returns 1; otherwise, it returns 0.

B.2 Elements of Information Theory

Information theory is a field at the intersectionofmathematics probability, statistics, computer science,

statisticalmechanics and electrical engineering, that studies thequantification, storage, and communication

of information; in addition, information theory deals with randomness and uncertainty as well.

Its foundations were laid in the 1920’s, but the foremost contribution to the field is arguably the

one Shannon made in 1948, with the introduction of the concepts of self-information and entropy
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in 1948, in (Shannon, 1948).

B.2.1 Self-information

Self-information is a quantity derived directly from the probability; indeed it can be thought of as

an alternative way of expressing it, that provides some mathematical advantages in some applications.

The self-information (or Shannon information) canbe interpreted as thequantificationof the ”surprise”

in the realisation of an outcome.

Shannon (1948)’s definition of self-information lies on three fundamental axioms:

• An event with probability 100 is perfectly unsurprising and yields no information.

• The less probable an event is, the more surprising it is and the more information it yields.

• If two independent events are measured separately, the total amount of information is the sum

of the self-informations of the individual events.

Formally, the self-information of measuringX as its outcome x is defined as:

IX(x) := − log fX(x) = log

(
1

pX(x)

)

where fX is the probability density (or mass) function of the random variableX and x is an outcome

ofX .

This concept is closely linked to entropy.

B.2.2 Entropy

The entropyof a randomvariable is the average level of information thatwe can infer fromthe realisation

of a random trial, that is, a random sampling from the space of all the possible outcomes of the random

variable.

The core idea of information theory is that the “informational value” of a communicated message

depends on the degree towhich the content of themessage is surprising. If a highly likely event occurs,

the message carries very little information. On the other hand, if a highly unlikely event occurs, the

message is much more informative For instance, the fact that a die toss yields a 5, an event with 1/6

probability, conveys more “information” than tossing a coin and getting a 1, with 1/2 probability,

because the first event is less likely than the second. Hence, the die toss has got higher entropy.

The entropy of a discrete random variableX , defined on the set χ and is distributed according to
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p : χ → [0, 1] such that p(x) : = P[X = x], is:

H(X) = E[I(X)] = E[− log p(X)]

where E is the expected value operator and I is information content ofX . The self-information

I(X) is itself a random variable.

Entropy is made explicit, in discrete terms, as:

H(X) = −
∑
x∈X

p(x) log p(x)

One may also define the conditional entropy of two random variablesX and Y as:

H(X|Y ) = −
∑

x,y∈χ×Y

pX,Y (x, y) log
pX,Y (x, y)

pY (y)

where pX,Y (x, y) : = P[X = x, Y = y]. This quantity should be understood as the remaining

randomness in the random variableX given the random variable Y .

The entropy Shannon developed is restricted to discrete random variables. The corresponding

formula for a continuous randomvariablewithprobability density functionf(x)withfinite or infinite

supportX ∈ R is defined as differential entropy:

H(X) = E[− log f(X)] = −
∫
X

f(x) log f(x)dx

Additional notes Entropy can be formally defined as a measure. Among its many applications,

it is ubiquitously used in communications and data compression, to calculate the smallest amount of

information required to convey a message.

B.2.3 Relative Entropy

The relative entropy, ofKullback-Leibler divergence (Kullback andLeibler, 1951), is a typeof statistical

distance. Moreprecisely, it is a divergence: ameasure of howoneprobability distributionP is different

from a second, reference probability distributionQ. The relative entropy of distribution P fromQ

can be interpreted as the expected excess surprise from using Q as a model instead of P , when the

actual distribution is P .
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For discrete random variables it is defined as:

DKL(P ∥ Q) = −
∑
x∈X

P (x) log

(
Q(x)

P (x)

)

while for continuous random variable it is defined as:

DKL(P ∥ Q) =

∫ ∞

−∞
p(x) log

(
p(x)

q(x)

)
dx

where p and q denote the probability densities of P andQ

In other words, it is the expectation of the logarithmic difference between the probabilities P and

Q, where the expectation is taken using the probabilities P .

Additionalnotes In applications,P typically represents the “true”distributionofdata, observations,

or aprecisely calculated theoretical distribution,whileQ typically represents a theory,model, description,

or approximation of P. In order to find a distributionQ that is closest to P , we can minimize the KL

divergence and compute an information projection.

Although it quantifies thedivergencebetween twodistributions and canbe thoughtof as a “distance,”

the KL divergence is not a true metric. Unlike metrics, it is not symmetric with respect to the two

distributions, and it doesnot satisfy the triangle inequality. Whilemetrics are symmetric andgeneralize

linear distance, satisfying the triangle inequality, divergences are asymmetric and generalize squared

distance, in some cases satisfying a generalized Pythagorean theorem. In general,DKL(P ∥ Q) does

not equalDKL(Q ∥ P ).
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