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Introduction

For an elliptic curve over a number field K, written E/K, given by a Weierstrass
equation

y2 = x3 + ax+ b, a, b ∈ K

the quadratic twist of E/K is an elliptic curve over K, written Ed/K, with the Weier-
strass equation of the form

dy2 = x3 + ax+ b, a, b ∈ K

for a squarefree integer d.
The 2-Selmer group of E/K is the subgroup of H1(GK̄/K , E[2]) defined by

S(2)(E/K) = ker(H1(GK̄/K , E[2]) −→
∏
v∈MK

WC(E/Kv))

where WC(E/Kv) is the Weil-Châtelet group for the elliptic curve E over Kv, the
completion of K at a valuation v.

Let E/Q be an elliptic curve with full rational 2-torsion. The aim of the thesis is
to study the 2-Selmer groups S(2)(Ed/K) of Ed over a fixed quadratic number field K
when d varies over squarefree integers.

The thesis consists of three chapters and two appendices. In the first chapter, we
review the basic theory of elliptic curves E/K over a perfect field K and the maps
between elliptic curves by following the book The Arithmetic of Elliptic Curves by J.
H. Silverman [16].

The next chapter is about the Selmer groups and Selmer structures. In the first
section of the chapter, we discuss the K̄-isomorphisms of elliptic curves over a num-
ber field K. Next, we review the Selmer and Shafarevich-Tate groups and their
properties. Lastly, we discuss the Selmer structures and 2-Selmer group groups over
quadratic extension, mostly based on K. Kramer’s article, Arithmetic of elliptic curves
upon quadratic extension [6]. From this chapter, we conclude the importance of two-
isogenies, particularly, 2-Selmer groups.

In the last chapter, we give the recently obtained results based on the article of
Adam Morgan and Ross Peterson, with the title, On the 2-Selmer groups of twists after
quadratic extension [12]. The brief description of the main result is the following: as d
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CONTENTS 5

varies over squarefree integers, we discuss the behavior of the quadratic twists Ed over
some fixed quadratic number field. We show that for 100% twists the dimension of
the 2-Selmer group over K is given by a formula. Consequently, using the results from
the work of P. Shiu, A Brun-Titchmarsh theorem for multiplicative functions [15], we
prove that for 100% of twists Ed, the action of Gal(K/Q) on 2-Selmer group of Ed
over K is trivial. At the end, we construct an example of families of quadratic twists
in which a positive proportion of 2-Selmer groups over K have non-trivial Gal(K/Q)-
action, which shows that previous results are just statistical phenomena.

As a prerequisite, we present two appendices at the end of the thesis. In appendix
A, we discuss the main properties of group cohomology which we use throughout the
thesis.

Lastly, in appendix B, we discuss the theory of valuations and completions, and
the places of a number field mainly following the book Cohomology of number fields
by A. Schmidt J. Neukirch and K. Wingberg [5, Chapter 2].



Chapter 1

Elliptic Curves

1.1 Definition of an elliptic curve
In this section, we discuss the basic theory of elliptic curves, particularly we impose
an abelian group structure on elliptic curves. Let K be a perfect field and K̄ be an
algebraic closure of K.

Definition 1.1.1. An elliptic curve over K is defined by a smooth projective curve E
of genus 1 together with a point O ∈ E(K), and written E/K.

Let us now define a certain form of homogeneous equations such that every elliptic
curve can be written as that form due to the Riemann-Roch theorem.

Definition 1.1.2. The curve given by the equation of the form

Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6Z

3.

is called Weierstrass equation, where a1, ..., a6 ∈ K. Furthermore, define O to be the
point [0, 1, 0].

We usually write the Weiestrass equation by nonhomogeneous coordinates x = X/Z
and y = Y/Z, and we will have

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6,

If the characteristic of K̄ is different from 2 and 3, then the curve can be described as
a plane algebraic curve which consists of solutions (x, y) for:

y2 = x3 + ax+ b

for some a, b ∈ K.
The first fundamental result of Section 1.1 is the following.

Proposition 1.1.3. Let E be an elliptic curve over K. Then there exists a morphism

ϕ : E → P2,

that gives an isomorphism of E/K onto a curve given by a Weierstrass equation

C : Y 2 + a1XY + a3Y = X3 + a2X
2 + a4X + a6

where a1, ..., a6 ∈ K and ϕ(O) = [0, 1, 0]. Conversely, every smooth cubic curve C
given by a Weierstrass equation above is an elliptic curve over K with O = [0, 1, 0].

6



1.1. DEFINITION OF AN ELLIPTIC CURVE 7

Proof. See [16, p.59].

Due to this significant result, we can always think of an elliptic curve as a smooth
cubic curve given by a Weierstrass equation with a base point O = [0, 1, 0].

Let E/K be an elliptic curve given by a Weierstrass equation. Thus we have that
E/K describes the points in K̄2 satisfies the Weierstrass equation together with the
point O = [0, 1, 0] at infinity. We now impose a group structure on E/K giving a
group operation as follows:

Let P,Q ∈ E/K and l be the line passing through P and Q (in the case of P = Q,
let l be the tangent to E/K at P ), let R be the intersection of l and E/K (such a
point always exist and unique due to the Bézout’s theorem, see [4, p.54]), and let l′ be
the line through R and O. Then again, l′ intersects E/K at R, O and a third point.
Let us define P ⊕Q (or just P +Q) to be the third point.

Proposition 1.1.4. Let E/K be an elliptic curve given by a Weierstrass equation.
The binary operation defined above imposes an abelian group structure on E(K̄) with
identity element O = [0, 1, 0]. Moreover,

E(K) = {(x, y) ∈ K2 : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6} ∪ {O}

is a subgroup of E(K̄).

Proof. See [16, p.52].

Let m ∈ Z and P,Q ∈ E/K. We write if P +Q = O, then Q := −P and also

[m]P = P + P + ...+ P︸ ︷︷ ︸
m times if m ≥ 1

, [m]P = −P − P − ...− P︸ ︷︷ ︸
|m| times if m ≤ −1

, [0]P = O.

The second fundamental result of the Section 1.1 is the following which states that
the addition law on an elliptic curve defined above is a morphism.

Theorem 1.1.5. Let E/K be an elliptic curve. Then the binary operations

± : E × E −→ E

(P1, P2) 7−→ P1 ± P2

defined above define morphisms.

Proof. [16, p.64].
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1.2 Isogenies
In this section, we review the basic properties of maps between elliptic curves.

Definition 1.2.1. Let E1/K,E2/K be two elliptic curves. An isogeny from E1/K to
E2/K is a morphism

ϕ : E1 −→ E2

such that ϕ(O) = O. Two elliptic curves E1/K,E2/K are called isogenous if there is
an isogeny from E1 to E2 and ϕ(E1) ̸= {O}.

From the following theorem, we can deduce that an isogeny satisfies either

ϕ(E1) = {O} or ϕ(E1) = E2.

Theorem 1.2.2. Let ϕ : C1 → C2 be a morphism between curves (projective varieties
of dimension one). Then ϕ is either constant or surjective.

Proof. See, for example [4, II.6.8] or [14, 1.5, Theorem 4].

Let E1/K,E2/K be two elliptic curves. We denote the set of isogenies from E1 to
E2 by

HomK(E1, E2) := {isogenies E1 → E2}.

If we impose an addition law to it as

(ϕ+ ψ)(P ) = ϕ(P ) + ψ(P ),

then Hom(E1, E2) becomes an abelian group with respect to this addition law, because
by Theorem 1.1.5 ψ + ϕ is a morphism and (ϕ + ψ)(O) = ϕ(O) + ψ(O) = O, thus it
is an isogeny.

In the case of E1 = E2 = E, we can compose isogenies that make EndK(E) =
HomK(E,E) a ring (called the endomorphism ring of E) whose addition law is +
defined above and multiplication is just composition.

Example 1.2.3. For any m ∈ Z we define the multiplication-by-m isogeny

[m] : E −→ E

in the following way; if m ≥ 1, then

[m](P ) := [m]P = P + P + ...+ P︸ ︷︷ ︸
m times

For m ≤ −1, we put [m](P ) := [−m](−P ), and finally for the case m = 0 we put
[0](P ) = O.

Using the induction and Theorem 1.1.5 we can easily show that [m] is a morphsim
and since [m](O) = O for any integer m, we can deduce that [m] is an isogeny.
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Definition 1.2.4. Let E/K be an elliptic curve and let m ∈ N. Then m-torsion
subgroup of E/K, written E(K̄)[m] or E[m], is the set points of E/K of order m,

E[m] = {P ∈ E : [m]P = O}.

And torsion subgroup of E/K, written E(K̄)tors or Etors , is the set of points of finite
order,

Etors =
∞⋃
m=1

E[m].

Here we give another example of an isogeny using so-called translation map.

Example 1.2.5. Let E/K be an elliptic curve and Q ∈ E. We define a map called
translation-by-Q map

τQ : E −→ E, P 7−→ P +Q

Here the map τQ is an isomorphism with inverse map τ−Q. Note this τQ is not an
isogeny except the case Q = O. Now for any morphism

F : E1 −→ E

of elliptic curves, the composition

ϕ := τ−F (O) ◦ F

is an isogeny, because we have that ϕ(O) = τ−F (O)(F (O)) = F (O)− F (O) = O.

We know that an elliptic curve is an abelian group and an isogeny is a map between
elliptic curves sanding O to O. The following theorem states that, in fact, any isogeny
is a group homomorphsim.

Theorem 1.2.6. Let ϕ : E1 −→ E2 be an isogeny. Then ϕ is a group homomorphism,
namely

ϕ(P +Q) = ϕ(P ) + ϕ(Q) for all P,Q ∈ E.

Proof. See [16, p.71].

Corollary 1.2.7. Let ϕ : E1 −→ E2 be a nonzero isogeny. Then

ker(ϕ) = ϕ−1(O)

is a finite subgroup.

Proof. That is clearly a subgroup of E1/K since ϕ is a group homomorphism by
Theorem 1.2.6. From [16, Proposition 2.6] ker(ϕ) is finite.

Let E1/K,E2/K be two elliptic curves and let ϕ : E1 −→ E2 be a nonconstant
isogeny. Then we induce an injective map of function fields as follows:

ϕ∗ : K(E2) −→ K(E1), ϕ∗f = f ◦ ϕ.
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Using that we define the degree of an isogeny and then define specific isogenies so-
called the dual isogenies to show our fundamental result of Section 1.2.

Because of [16, Theorem 2.4] we have that K(E1) is a finite extension of ϕ∗(K(E2))
which validates our following definition.

Definition 1.2.8. Let ϕ : E1/K −→ E2/K be an isogeny. Then if ϕ is constant, we
define the degree of ϕ to be 0, otherwise its degree to be

deg(ϕ) = [K(E1) : ϕ
∗(K(E2))]

Theorem 1.2.9. Let ϕ : E1/K −→ E2/K be an isogeny of degree m. Then there
exists a unique isogeny (called dual isogeny to ϕ)

ϕ̂ : E2 −→ E1 such that ϕ̂ ◦ ϕ = [m].

Proof. For the uniqueness, suppose that ϕ̂, ϕ̂′ be two isogenies such that
ϕ̂, ϕ̂′ : E2 −→ E1 and ϕ̂ ◦ ϕ = ϕ̂′ ◦ ϕ = [m]. Then

(ϕ̂− ϕ̂′) ◦ ϕ = [m]− [m] = [0].

From Theorem 1.2.2 and since ϕ is nonconstant we have that ϕ̂− ϕ̂′ is a constant (note
that ϕ̂′(ϕ(O)) = ϕ̂(ϕ(O)) = [m](O) = O, implies that ϕ̂ − ϕ̂′ = O), thus ϕ̂ = ϕ̂′. For
the proof of existence, see [16, p.81].

We now give the properties of the dual isogeny which leads us to another very
useful description of E[m].

Theorem 1.2.10. Let ϕ : E1/K −→ E2/K be an isogeny and m ∈ Z.
(a) Let deg(ϕ) = m. Then we have

ϕ ◦ ϕ̂ = [m] on E2.

(b) Let λ : E2/K −→ E3/K be another isogeny. Then we have

λ̂ ◦ ϕ = ϕ̂ ◦ λ̂.

(c) Let ψ : E1/K −→ E2/K be another isogeny. Then we have

ϕ̂+ ψ = ϕ̂+ ψ̂.

(d) Far all m ∈ Z,

[̂m] = [m] and deg[m] = m2.

(e) deg(ϕ̂) = deg(ϕ).
(f) ˆ̂

ϕ = ϕ.

Proof. The case when ϕ is constant is trivial, therefore here we prove the theorem
(except (c), for the (c) see [16, p.83]) for the nonconstant case.
(a) Consider

((ϕ ◦ ϕ̂− [m]) ◦ ϕ = ϕ ◦ [m]− [m] ◦ ϕ = O



1.2. ISOGENIES 11

That is because for all P ∈ E1/K we have that ϕ([m]P ) − [m](ϕ(P )) = [m]ϕ(P ) −
[m]ϕ(P ) = O (remember that ϕ was a group homomorphism). So since ϕ is not
constant, Theorem 1.2.2 implies that ϕ ◦ ϕ̂ = [m].
(b) Let n = deg(λ), then we have that

(ϕ̂ ◦ λ̂) ◦ (λ ◦ ϕ) = ϕ̂ ◦ [n] ◦ ϕ = [n] ◦ ϕ̂ ◦ ϕ = [mn].

Then by the uniqueness statement of Theorem 1.2.9 we get

ϕ̂ ◦ λ̂ = λ̂ ◦ ϕ.

(d) For m = 0 it is true by definition and the case m = 1 is trivial. Using (c) by
putting ϕ = [m] and ψ = [1] yields

̂[m+ 1] = [̂m] + [̂1],

By induction on m we get that [̂m] = [m] for all m ∈ Z. Now let d = deg([m]). Then
by the definition of dual isogeny, we get

[d] = [̂m] ◦ [m] = [m2]

[16, Proposition 4.2] tells us that Hom(E1, E2) is a torsion-free Z-module, using this
we get that d = m2.
(e) Let m = deg[m]. Then using (a) and (d), we get

m2 = deg[m] = deg(ϕ ◦ ϕ̂) = deg(ϕ)deg(ϕ̂) = mdeg(ϕ̂) =⇒ m = deg(ϕ̂).

(f) Using (a),(b) and (d) we get

ϕ ◦ ϕ̂ = [m] = [̂m] = ϕ̂ ◦ ϕ̂ =
ˆ̂
ϕ ◦ ϕ̂

Then again by the Theorem 1.2.2 we get ϕ =
ˆ̂
ϕ.

Finally, here we give a good description of E[m] as a result which we will use later.

Corollary 1.2.11. Let E/K be an elliptic curve and let m ∈ Z/{0}
(a) If m ̸= 0 in K, which is either char(K) = 0 or char(K) = p and p ∤ m, then

E[m] =
Z
mZ

× Z
mZ

.

(b) If char(K) = p ̸= 0, then one of the following holds.

1. E[pn] = {O} for all n ∈ N.

2. E[pn] = Z
pnZ for all n ∈ N.

Proof. See [16, Corollary 6.4].
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1.3 Reduction of an elliptic curve
In this section, we work on elliptic curves over a complete field K with respect to a
discrete valuation v, with the finite residue field k. Let Ov = {x ∈ K : v(x) ≥ 0}
be the ring of integers of K with respect to v. For more details of completions and
valuations, see Appendix B. Let E/K be an elliptic curve with a Weierstrass equation

E/K : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6, (1.1)

After the substitution (x, y) → (u−2x, u−3y) we get

E/K : y2 + ua1xy + u3a3y = x3 + u2a2x
2 + u4a4x+ u6a6,

By choosing u properly we obtain a Weierstrass equation with all coefficients in Ov.
Consequently, the discriminant ∆ of the Weierstrass equation satisfies v(∆) ≥ 0 (For
more information about the discriminant, see [16, p.42]). Now we are ready to define
the minimal Weierstrass equation.

Definition 1.3.1. Let E/K be an elliptic curve. A Weierstrass equation for E/K with
coefficients in OK is called the minimal Weierstrass equation at v if v(∆) is minimal.

Proposition 1.3.2. Every elliptic curve E/K has a minimal Weierstrass equation.

Proof. Existness just follows from the fact that v is the discrete valued map, more
precisely v maps surjectively from K to Z ∪ {∞}.

Let π be uniformizer of Ov i.e. v(π) = 1 and let k = Ov/πOv be the residue field.

Definition 1.3.3. Let E/K be an elliptic curve given by a minimal Weierstrass equa-
tion (1.1). Then the curve given by the equation

Ẽ/k : y2 + ã1xy + ã3y = x3 + ã2x
2 + ã4x+ ã6. (1.2)

with ãi the image of ai in k is called the reduction of E/K modulo π.

Here the curve Ẽ/k might be singular or nonsingular which leads us to the following
definition.

Definition 1.3.4. Let E/K be an elliptic curve, and let Ẽ/k be the reduction modulo
π of a minimal Weierstrass equation for E/K.
(a) E/K has good reduction if Ẽ/k is smooth.
(b) E/K has multiplicative reduction if Ẽ/k has a node.
(c) E/K has additive reduction if Ẽ/k has a cusp.
In both cases (b) and (c) we say E/K has bad reduction.

In fact, these are the only possibilities for the Weierstrass equations, (see [16,
Section 3.1] for details).
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Example 1.3.5. Let p ≥ 5 be a prime number. Then the elliptic curve

E1/Qp : y
2 = x3 + p2x2 + 1

has good reduction, however,

E2/Qp : y
2 = x3 + x2 + p2

has multiplicative reduction and

E3/Qp : y
2 = x3 + p

has additive reduction over Qp.

Our main interest is in the case of an elliptic curve over Q (we can think of Q
as a subfield of its completion with respect to a discrete valuation). In this case, we
conclude the following result which we will use in later chapters.

Since the characteristic of Q is 0, an elliptic curve over Q has a Weierstrass equation
of the form

y2 = x3 + ax+ b

with coefficients in Z and the discriminant ∆ = −16(4a3 + 27b2) . Let p be a prime
number. The reduction modulo p induces the curve over Fp given by

y2 = x3 + ãx+ b̃

The curve given by a Weierstrass equation is singular if and only if its discriminant is
equal to 0 (see, [16, Propostion 1.4]). From that, we can deduce that if E/Q has bad
reduction at p, then p |∆, because if E/Q has bad reduction then by definition its
reduction curve is singular, which is equivalent to say 4ã3 + 27b̃2=0 in Fp implies that
p divides the discriminant of y2 = x3 + ax+ b.

1.4 The Weil pairing
In this section, we first give the theory of divisors and then define the Weil pairing
which we will use in later chapters. Let us begin by defining the divisors of an elliptic
curve over a perfect field K.

Definition 1.4.1. Let E/K be an elliptic curve. The divisor group of E/K is the free
abelian group generated by the points of E/K and written Div(E). Then a divisor D
is a formal sum

D =
∑
P∈E

nP (P )

where nP ∈ Z and nP ̸= 0 for finitely many P ∈ E. The degree of D is defined by

deg(D) =
∑
P∈E

nP .
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The divisors of degree 0, denoted by Div0(E), form a subgroup of Div(E).
Let P ∈ E/K be a point and K̄[E]P be the local ring of E/K at P and MP be its

maximal ideal. Then we have that K̄[E]P is a discrete valuation ring which allows us
to give the following definition (for the proof, see [16, Proposition 1.1]).

Definition 1.4.2. Let E/K be an elliptic curve with a point P ∈ E/K. Then the
valuation on K̄[E]P is given by

ordP : K̄[E]P −→ {0, 1, 2, ...} ∪ {∞} ordP (f) = sup{n ∈ Z : f ∈Mn
P}.

We can extend ordP to K̄(E) by using ordP (f/g) := ordP (f)− ordP (g).
Let f ∈ K̄(E)∗. Then for f we define the divisor, written div(f), as follows

div(f) =
∑
P∈E

ordP (f)(P ).

This is a divisor by [16, Proposition 1.2]. We now define an equivalent relation on
Div(E) as follows: Two divisors D1, D2 are linearly equivalent, written D1 ∼ D2, if
there exists f ∈ K̄(E)∗ such that D1 − D2 = div(f). The set of principal divisors
form a subgroup of Div(E) and we write the quotient of Div(E) by that subgroup as
Pic(E). Finally, we write the quotient of Div0(E) by the subgroup of principal divisors
as Pic0(E).

Here we give some basic properties of divisors.

Proposition 1.4.3. Let E/K be an elliptic curve and let f ∈ K̄(E)∗.
(a) deg(div(f)) = 0, namely div(f) ∈ Div0(E).
(b) For every D ∈ Div0(E) of degree 0 there exists a unique point P ∈ E such that

D ∼ (P )− (O).

Define
σ : Div0(E) −→ E

to be the map that send D to its associated point P .
(c) The map σ is surjective.
(d) Let D1, D2 ∈ Div0(E). Then

σ(D1) = σ(D2) ⇐⇒ D1 ∼ D2.

Consequently, σ induces a bijection map of sets which we denote by the same σ.

σ : Pic0(E) −→ E.

(e) The geometric group law on E/K constructed in (1.1) and the algebraic group law
induced from Pic0(E) using σ are the same.

Proof. For (a), see [4, II.6.10] and for the rest of the theorem, see [16, Proposition
3.4].

Corollary 1.4.4. Let E/K be an elliptic curve and let D =
∑

P∈E nP (P ) be a divisor
of degree 0. Then D is a principal if and only if
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∑
P∈E[nP ]P = O.

holds in E.

Proof. From the Proposition 1.4.3 we conclude that

D ∼ 0 ⇐⇒ σ(D) = 0 ⇐⇒
∑
P∈E

[nP ]σ((P )− (O)) =
∑
P∈E

[nP ]P = O.

Now we are ready to define the Weil pairing. Let m ≥ 2 be an integer and p =
char(K). If p ̸= 0 then we assume that (p,m) = 1. Let T ∈ E[m]. Then from the
Corollary 1.4.4 there is a function f ∈ K̄(E) with the equality

div(f) = m(T )−m(O).

and there is another function g ∈ K̄(E) with the equality (see, [16, p.93])

f ◦ [m] = gm.

Let S ∈ E[m], then for any point X ∈ E, we have that

g(X + S)m = f([m]X + [m]S) = f([m]X) = g(X)m.

From the above equality we get that for all X, g(X + S)/g(X) is a mth root of unity.
Specifically, we get the morphism

E −→ P1 X 7−→ [g(X + S)/g(X), 1].

which is not surjective, Theorem 1.2.2 implies that it is constant.

Definition 1.4.5. Let µm be the group of mth roots of unity. The Weil em-pairing is
a pairing

em : E[m]× E[m] −→ µm by putting em(S, T ) = g(X + S)/g(X).

Note that in the definition, point X is chosen such that both functions g(X + S)
and g(X) are defined and nonzero and we may see that em(S, T ) does not depend on
the choice of g.

Here we give some basic properties of the Weil em-pairing.

Proposition 1.4.6. The em-Weil pairing has the following properties:
(a) It is bilinear:

em(S1 + S2, T ) = em(S1, T )em(S2, T ), em(S, T1 + T2) = em(S, T1)em(S, T2).

(b) It is alternating:
em(T, T ) = 1.

(c) It is nondegenerate:

If em(S, T ) = 1 for all S ∈ E[m], then T = O.
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(d) It is Galois invariant:

em(S, T )
σ = em(S

σ, T σ) for all σ ∈ GK̄/K .

(Note that here GK̄/K is the Galois group of K̄/K.)
(e) It is compatible:

emn(S, T ) = em([n]S, T ) for all S ∈ E[mn] and T ∈ E[m].

Proof. See, [16, Proposition 8.1].

From the properties of the Weil pairing, we can conclude the following result which
we give as a corollary.

Corollary 1.4.7. The em-Weil pairing is surjective, in other words, there exist points
S, T ∈ E[m] such that em(S, T ) is a primitive mth root of unity. Moreover, if E[m] ⊂
E(K), then µm ⊂ K∗.

Proof. The image of em(S, T ) is a subgroup of µm, assuming its order is n (m ≥ n) .
Then for all S, T ∈ E[m], we have that

em([n]S, T ) = em(S, T )
n = 1

by the nondegeneracy of the em we get that [n]S = O, for all S ∈ E[m]. Thus we
have that E[m] ⊂ E[n], from Corollary 1.2.11 we get that m2 ≤ n2 which implies
that m = n. If E[m] ⊂ E(K), then by the Galois invariance of em-pairing we get that
em(S, T )

σ = em(S
σ, T σ) = em(S, T ), which means that em(S, T ) ∈ K. Since the image

of em-pairing is µm, we get the desired result µm ⊂ K∗.





Chapter 2

The Selmer Groups and Selmer
Structures

2.1 Twisting-Elliptic curves
Let K be a number field and E be an elliptic curve over K. In this section, we study
the elliptic curves over K which are isomorphic to E over K̄.

Definition 2.1.1. Let E/K be an elliptic curve. A twist of E/K is an elliptic curve
E ′/K that is isomorphic to E over K̄.

Remark 2.1.2. When we talk about the isomorphisms of elliptic curves here, we mean
isomorphisms of smooth projective curves, namely, it is not necessary to send O to O.

We define an equivalent relation on the set of twists of E/K as follows: two twists
are equivalent if they are isomorphic over K and denote the resulting class set as
Twist(E/K).

The isomorphism group of E/K is the group of K̄-isomorphisms from E to itself
and we denote it by Isom(E).

Let E ′/K be a twist of E/K with K̄-isomorphism ϕ = [f0, f1, f2] : E −→ E ′. Then
Galois group GK̄/K acts on ϕ in the natural way,

ϕσ(P ) = [fσ0 (P ), f
σ
1 (P ), f

σ
2 (P )]

Now consider the map

ξ : GK̄/K −→ Isom(E), ξσ = ϕσϕ−1.

(Note that ϕ is defined over K if and only if ξσ = IdE for all σ.) We claim that this
map is 1-cocycle (see Appendix A for details of group cohomology), because

ξστ = ϕστϕ−1 = (ϕσ)τϕ−1 = (ϕσϕ−1ϕ)τϕ−1 = (ξσϕ)
τϕ−1 = ξτσξτ .

Denote the associated cohomology class of ξ in H1(GK̄/K , Isom(E)) by {ξ}. We now
construct a bijection between Twist(E/K) and a certain cohomology set.

18



2.1. TWISTING-ELLIPTIC CURVES 19

Theorem 2.1.3. Let E/K be an elliptic curve and E ′/K be a twist of E/K with a
K̄-isomorphism ϕ : E −→ E ′. Then the cohomology class {ξ} is uniquely determined
by the K-isomorphism class of E ′ and is independent of the choice of ϕ. Consequently,
we obtain a natural map

Twist(E/K) −→ H1(GK̄/K , Isom(E))

Moreover, the map is a bijection.

Proof. See, [16, Theorem 2.2].

Here we give an important example of a twist of an elliptic curve on which the
thesis is based.

Example 2.1.4. Let E/K be an elliptic curve and K(
√
d)/K be a quadratic exten-

sion. Using the following quadratic character

χ : GK̄/K −→ {±1} χ(σ) =
√
d
σ
/
√
d

we define a 1-cocycle as follows:

ξ : GK̄/K −→ Isom(E) ξσ = [χ(σ)].

Let E ′/K be the corresponding twist of E/K. Since the characteristic of K is 0, E/K
has a Weierstrass equation of the form y2 = x3 + ax+ b with a, b ∈ K. After the easy
calculation using the formulas

[χ(σ)](x, y) = (x, χ(σ)y),
√
d
σ
= χ(σ)

√
d, xσ = x, yσ = χ(σ)(y).

we find that
dy′2 = x′3 + ax′ + b

is the equation of twist E ′/K. This curve E ′/K is called the quadratic twist of E/K
and we denote it by Ed/K.

We now define certain twists of elliptic curves called principal homogeneous spaces.

Definition 2.1.5. Let E/K be an elliptic curve. A principal homogeneous space for
E/K is a smooth curve C/K together with an algebraic group action

µ : C × E −→ C

such that the following three properties hold:

1) µ(p,O) = p for all p ∈ C.

2) µ(µ(p, P ), Q) = µ(p, P +Q) for all p ∈ C and P,Q ∈ E.

3) For all p, q ∈ C there is a unique P ∈ E such that µ(p, P ) = q.

From the definition, it is not obvious that a principal homogeneous space C/K for
E/K is a twist of E/K, here we prove it.
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Proposition 2.1.6. Let E/K be an elliptic curve and C/K be a homogeneous space
for E/K. Define the map

θ : E −→ C, θ(P ) = µ(p0, P )

for a fixed point p0 ∈ C. Then the map θ is an isomorphism defined over K(p0),
particularly, C/K is a twist of E/K.

Proof. Since the action of E on C defined over K, we have that for all σ ∈ GK̄/K ,
pσ0 = p0. Using this we get

θ(P )σ = µ(p0, P )
σ = µ(pσ0 , P

σ) = µ(p0, P
σ) = θ(P σ).

which tells us that θ is defined over K(p0). Moreover, we know that for all p, q ∈ C
there is a unique P ∈ E such that µ(p, P ) = q implies θ has degree one and then from
[16, II.2.4] we conclude that θ is an isomorphism.

Now we define an equivalent relation on the set of principal homogeneous spaces
as follows: two homogeneous spaces C/K, C ′/K for a given elliptic curve E/K are
equivalent if there is an isomorphism θ : C −→ C ′ defined over K such that

θ(µ(p, P )) = µ(θ(p), P )

for all p ∈ C,P ∈ E. The equivalence class containing E/K is called trivial class. The
set of equivalence classes of homogeneous spaces for E/K is called the Weil-Châtelet
group for E/K and written WC(E/K). (We will explain later why this is a group
through Theorem 2.1.8).

The following proposition clarifies which principal homogeneous spaces are trivial.

Proposition 2.1.7. Let C/K be a homogeneous space for E/K. Then C/K is an
element of the trivial class if and only if C(K) ̸= ∅.

Proof. Assume that C/K is in the trivial class. Then by the definition, there exists a
K-isomorphism θ : E −→ C which is compatible with the action of E on E,C. Thus,
θ(O) ∈ C(K) implies that C(K) ̸= ∅ .

Conversely, assume that p0 ∈ C(K). Then from Proposition 2.1.6 we have that the
map

θ : E −→ C, θ(P ) = µ(p0, P )

is an isomorphism defined over K(p0) = K and compatibility on θ is

µ(p0, P +Q) = µ(µ(p0, P ), Q)

which follows from the definition of principal homogeneous spaces.

Theorem 2.1.8. Let E/K be an elliptic curve. Then there is a natural bijection

WC(E/K) −→ H1(GK̄/K , E)

defined as follows: Let C/K be a homogeneous space for E/K and p0 ∈ C be any
point. Then

{C/K} 7−→ {σ 7→ pσ0 − p0}.
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Proof. See [16, Theorem 3.6].

Remark 2.1.9. Since H1(GK̄/K , E) is a group, we can define a group structure on
WC(E/K) through the bijection between them as defined above. Without using the
cohomology, we can also construct a group structure on WC(E/K). See [16, Exercise
10.2] and [19].

2.2 Selmer and Shafaravich-Tate groups
In this section, we review the Selmer and Shafaravich-Tate groups and their properties.
The Selmer and Shafaravich-Tate groups are essential in understanding the arithmetic
properties of elliptic curves, particularly they provide valuable information about the
structure of the Mordell-Weil groups. First, let us discuss briefly the Mordell-Weil
groups.

Let E/K be an elliptic curve over a number field K. We have seen in Proposition
1.1.4 that E(K) is a subgroup of E(K̄) and we call it Mordell-Weil group. Here we
state its main property.

Theorem 2.2.1 (Mordell-Weil). The group E(K) is finitely generated.

Proof. The proof is based on two different theorems, the first is called weak Mordell-
Weil theorem states that for any integer m ≥ 2, the quotient group E(K)/mE(K) is a
finite group, and the second is called the infinite descent theorem uses height functions.
For the proof of the former, see [16, VIII.1.1] and for the latter, see [16, VIII.3.1]

After the Mordell-Weil theorem, the natural question arises, can we find the gen-
erators for E(K)?

[16, VIII.3.2] says that once we have generators for E(K)/mE(K) for some integer
m ≥ 2, a finite amount of computation yields generators for E(K). However, there
is no certain method so far to find generators for E(K)/mE(K). So computing the
E(K)/mE(K) leads us to the following theory.

Let E/K,E ′/K be two elliptic curves and ϕ : E −→ E ′ be a nonzero isogeny
defined over K. We can take, for example, E = E ′ and ϕ = [m]. Then we have an
exact sequence of GK̄/K-modules

0 −→ E[ϕ] −→ E
ϕ−→ E ′ −→ 0

where E[ϕ] is the kernel of ϕ. Then by taking Galois cohomology, we get a long exact
sequence

0 E(K)[ϕ] E(K) E ′(K)

H1(GK̄/K , E[ϕ]) H1(GK̄/K , E) H1(GK̄/K , E
′)

ϕ

δ
(2.1)

from this, we form the following short exact sequence

0 −→ E ′(K)/ϕ(E(K))
δ−→ H1(GK̄/K , E[ϕ]) −→ H1(GK̄/K , E)[ϕ] −→ 0. (2.2)
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Note that from the bijection in the Theorem 2.1.8 we can replace the last term in
(2.2) by the ϕ-torsion in WC(E/K). Now for any v ∈MK we fix an extension of v to
K̄ which fixes an embedding K̄ ⊂ K̄v and a decomposition group Gv ⊂ GK̄/K . Thus
Gv acts on E(K̄v), E

′(K̄v) and repeating the above procedure we get the following
exact sequences

0 −→ E ′(Kv)/ϕ(E(Kv))
δ−→ H1(Gv, E[ϕ]) −→ H1(Gv, E)[ϕ] −→ 0. (2.3)

Our main interest is in the case of E = E ′ and ϕ = [2]. In this case the resulting
short exact sequence

0 −→ E(Kv)/2E(Kv)
δ−→ H1(Gv, E[2]) −→ H1(Gv, E)[2] −→ 0. (2.4)

is called the Kummer sequence for E/K and we denote the image of δ by K(E/Kv)
and we call it Kummer image for E/K.

Now from the inclusions Gv ⊂ GK̄/K and E(K̄) ⊂ E(K̄v) we get the restriction
maps on cohomology and thus we get the following commutative diagram:

0 E ′(K)/ϕ(E(K)) H1(GK̄/K , E[ϕ]) WC(E/K) 0

0
∏

v E
′(Kv)/ϕ(E(Kv))

∏
vH

1(Gv, E[ϕ])
∏

v WC(E/Kv)[ϕ] 0

δ

δ

(2.5)
Our goal is to compute the image of δ, or equivalently, to compute the kernel of the
map

H1(GK̄/K , E[ϕ]) −→ WC(E/K).

Definition 2.2.2. Let ϕ : E/K −→ E ′/K be an isogeny. Then the ϕ-Selmer group of
E/K is the subgroup of H1(GK̄/K , E[ϕ]) defined by

S(ϕ)(E/K) = ker(H1(GK̄/K , E[ϕ]) −→
∏
v∈MK

WC(E/Kv)).

The Shafarevich-Tate group for E/K is the subgroup of WC(E/K) defined by

Ш(E/K) = ker(WC(E/K) −→
∏
v∈MK

WC(E/Kv)).

Theorem 2.2.3. Let E/K −→ E ′/K be an isogeny defined over K. Then we have
the following
(a) There is an exact sequence

0 −→ E ′(K)/ϕ(E(K)) −→ S(ϕ)(E/K) −→ Ш(E/K)][ϕ] −→ 0.

(b) The Selmer group S(ϕ)(E/K) is finite.

Proof. See, [16, Theorem 4.2].
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The weak Mordell-Weil theorem is the special case of this theorem. If we put
E = E ′ and ϕ = [m], then we get the finiteness of E(K)/mE(K).

Here we develop the method to compute the E(K)/2E(K) for special types of
elliptic curves.

Lemma 2.2.4. Let M be a finite GK̄/K-module and S ⊂ MK be a finite set of places
and define

H1(GK̄/K ,M, S) := {ξ ∈ H1(GK̄/K ,M) : ξ is unramified outside S}.

Then H1(GK̄/K ,M, S) is finite.

Proof. See, [16, Lemma 4.3]

Using the fact that if two elliptic curves E1/K,E2/K are isogenous over K, then
E1 has bad reduction over K if and only if E2 has bad reduction over K (see, [16,
VII.7.2]), we deduce the following corollary:

Corollary 2.2.5. Let E/K −→ E ′/K be an isogeny defined over K, and S ⊂MK be
a finite set of places containing

M∞
K ∪ {v ∈M0

K : E has bad reduction at v} ∪ {v ∈M0
K : v(deg ϕ) > 0}.

Then we have S(ϕ)(E/K) ⊂ H1(GK̄/K ,M, S).

Since H1(GK̄/K ,M, S) is finite and computable, theoretically we can compute the
Selmer group. To determine whether a given element ξ ∈ H1(GK̄/K ,M, S) is in
S(ϕ)(E/K), we take the corresponding homogeneous spaces {C/K} ∈ WC(E/K) and
check that for any places v ∈ S whether C(Kv) ̸= ∅.

Let E/K be an elliptic curve and m ≥ 2 be an integer, and we assume that
E[m] ⊂ E(K). Let S be as defined in Corollary 2.2.5. From Corollary 1.4.7 our
assumption E[m] ⊂ E(K) implies that µm ⊂ K∗ and by Hilbert’s theorem 90 (see,
[11, p.71]) we get that every homomorphism GK̄/K −→ µm has the form

σ 7−→ βσ

β
for some β ∈ K̄∗ satisfying βm ∈ K∗.

Namely, there is an isomorphism

δK : K∗/(K∗)m −→ Hom(GK̄/K , µm) such that δK(b)(σ) =
βσ

β

where β ∈ K̄∗ is chosen such that βm = b.
Now let K(S,m) be a subgroup of K∗/(K∗)m such that

K(S,m) := {b ∈ K∗/(K∗)m : ordv(b) ≡ 0(mod m) for all v /∈ S}.

We can identify E[m] with µm×µm asGK̄/K-modules and using the fact thatK∗/(K∗)m ∼=
H1(GK̄/K , µm) (see, [16, B.2.5]) we get the following isomorphism

H1(GK̄/K , E[m], S) ∼= K(S,m)×K(S,m).
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So far we have been working with arbitrary isogenies ϕ : E −→ E ′, so to compute
E ′(K), we have to find generators for E ′(K)/mE ′(K) for some integer m ≥ 2 as we
discussed before. However, simply computing E ′(K)/ϕ(E(K)) is not enough. There-
fore, here we also work with the dual isogeny ϕ̂ in order to solve this problem. After
working with ϕ̂ we find the generators for E(K)/ϕ̂(E ′(K)) and using the following
elementary exact sequence

0 −→ E ′(K)[ϕ̂]

ϕ(E(K)[m])
−→ E ′(K)

ϕ(E(K))

ϕ̂−→ E(K)

mE(K)
−→ E(K)

ϕ̂(E ′(K))
−→ 0. (2.6)

we can compute the generators for E(K)/mE(K).
Here we give an example for two-isogenies.

Proposition 2.2.6. Let E/K and E ′/K be elliptic curves given by the Weierstrass
equations

E : y2 = x3 + ax2 + bx and E ′ : Y 2 = X3 − 2aX2 + (a2 − 4b)X

and let

ϕ : E −→ E ′, ϕ(x, y) = ( y
2

x2
, y(b−x

2)
x2

)

be the isogeny of degree 2 with kernel E[ϕ] = {O, (0, 0)}. Let

S =M∞
K ∪ {v ∈M0

K : v(2) ̸= 0 or v(b) ̸= 0 or v(a2 − 4b) ̸= 0}.

For any d ∈ K∗, let Cd/K be the principal homogeneous space for E/K given by the
Weierstrass equation

Cd : dw
2 = d2 − 2adz2 + (a2 − 4b)z4.

Then there is an exact sequence

0 −→ E ′(K)/ϕ(E(K)
δ−→ K(S, 2) −→ WC(E/K)

d 7−→ {Cd/K}

where δ is such that δ(X, Y ) = X, δ(O) = 1 and δ(0, 0) = a2 − 4b. The ϕ-Selmer
groups is

S(ϕ)(E/K) ∼= {d ∈ K(S, 2) : Cd(Kv) ̸= ∅ for all v ∈ S}.

Finally, the map

ψ : Cd −→ E ′ ψ(z, w) = (
d

z2
,−dw

z3
)

has the property that if P ∈ Cd(K), then

δ(ψ(P )) ≡ d(mod (K∗)2.

Proof. See, [16, p.337].
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Since the elliptic curve E ′ in Proposition 2.2.6 has the same form as E, we can
apply everything in Proposition 2.2.6 to the dual isogeny ϕ̂ : E ′ −→ E and using the
exact sequence (2.6) we can compute E(K)/2E(K). Here we give an example from
[16, Chapter 10].

Example 2.2.7. We compute E(Q)/2E(Q) for the elliptic curve

E/Q : y2 = x3 − 6x2 + 17x.

using the Proposition 2.2.6. Since the discriminant of the equation is −29172, we have
that S = {∞, 2, 17} and consequently, we can take Q(S, 2) as {±1,±2,±17,±34}.
From the proposition we easily find that the curve E ′ which is 2-isogenous to E has
the following equation

E ′/Q : Y 2 = X3 + 12X2 − 32X,

We have that (0, 0) ∈ E ′(Q) and using the Proposition 2.2.6 we get

δ(0, 0) = −32 ≡ −2(mod (Q∗)2)

It means that −2 ∈ S(ϕ)(E/Q). Now, we check the other values of d ∈ Q(S, 2).
Case: d=2. In this case, the principal homogeneous space C2/Q given by the equation

C2 : 2w
2 = 4 + 24z2 − 32z4.

We may easily notice that (z, w) = (1
2
, 2) ∈ C2(Q) is a rational solution of the

equation. Then by Proposition 2.2.6 we have that ψ(1
2
, 2) = (8,−32) ∈ E ′(Q) and

δ(8,−32) = 8 ≡ 2(mod (Q∗)2).
Case: d=17. In this case, the principal homogeneous space C17/Q given by the equa-
tion

C17 : 17w
2 = 172 + 12 · 17z2 − 32z4.

Assume that C17(Q17) ̸= ∅ and then there is a solution to the equation in z, w ∈ Z17.
From the equation, we have that z ≡ 0(mod 17) and therefore, after the putting
z = 17Z we get

w2 = 17 + 12 · 172Z2 − 32 · 173Z4,

From this, we get w2 ≡ 17(mod 172) which contradicts to our assumption and hence
17 /∈ S(ϕ)(E/Q).
So far, we know that 1, 2,−2 ∈ S(ϕ)(E/Q) and 17 /∈ S(ϕ)(E/Q). Since S(ϕ)(E/Q) is a
subgroup of Q(S, 2), we have S(ϕ)(E/Q) = {±1,±2}.
Similarly, repeating the above calculation with changing the roles of E and E ′ we get
that S(ϕ̂)(E ′/Q) = {1, 17}. Thus, we have that

E ′(Q)/ϕ(E(Q)) ∼= (Z/2Z)2 and E(Q)/ϕ̂(E ′(Q)) ∼= Z/2Z

The exact sequence (2.6) yields that

E(Q)/2E(Q) ∼= (Z/2Z)2 and E ′(Q)/2E ′(Q) ∼= (Z/2Z)2

and finally
E(Q) ∼= E ′(Q) ∼= Z× Z/2Z.
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2.3 Selmer structures
This section discusses the properties of Selmer structures and their associated Selmer
groups. For more details, see, for example, [8, 9, 10].

Let F be a number field, M be a finite GF̄ /F -module annihilated by 2, so M is a
finite-dimensional F2-vector space and let M∗ := Hom(M,µ) be the dual of M . Then
M∗ is a GF̄ /F -module by the action: (σ, ϕ)(m) = σϕ(σ−1m) for σ ∈ GF̄ /F and ϕ ∈M∗.

For each place v of F , we define the local Tate pairng

(·, ·)v : H1(GF̄v/Fv
,M)×H1(GF̄v/Fv

,M∗) −→ H2(GF̄v/Fv
, µ2) −→ Q/Z

which is the composition of cup-product and the local invariant map. (For details, see
[5].)

Theorem 2.3.1 (Tate duality). (·, ·)v is non-degenerate for all places v of F . More-
over, H1

nr(GF̄v/Fv
,M) and H1

nr(GF̄v/Fv
,M∗) are orthogonal complements under this

pairing for each non-archimedean place v ∤ 2 such that inertia group IFv acts triv-
ially on M .

Proof. See [5, Corollary 7.2.6] for the non-archimedean case, [5, Corollary 7.2.17] for
the Archimedian case and [5, Theorem 7.2.15] for the claim concerning the unramified
subspaces.

Definition 2.3.2. A Selmer structure L = {Lv}v for M is a collection of subspaces

Lv ⊆ H1(GF̄v/Fv
,M)

for each place v of F satisfying Lv = H1
nr(GF̄v/Fv

,M) for all but finitely many places.
The Selmer group SelL(F,M) associated to this structure L is defined by

SelL(F,M) = ker(H1(GF̄ /F ,M) −→
∏
v∈MF

H1(GF̄v/Fv
,M)/Lv.)

We denote L∗
v by the orthogonal complement of Lv under the local Tate pairing,

so we have that L∗
v ⊆ H1(GF̄v/Fv

,M∗). Now we define the dual Selmer structure
L∗ for M∗ by announcing that L∗ = {L∗

v}v and we call the associated Selmer group
SelL∗(F,M) as dual Selmer group.

Note that both the Selmer group and its dual are finite-dimensional F2-vector
spaces. The following theorem describes the difference in their dimensions (dimensions
are taken over F2).

Theorem 2.3.3. Let L = {Lv}v be a Selmer structure for M . Then

dim SelL(F,M)− dim SelL∗(F,M∗) =

= dim H0(GF̄ /F ,M)− dim H0(GF̄ /F ,M
∗) +

∑
v∈MF

(dim Lv − dim H0(GF̄v/Fv
,M))

Proof. See [20, Proposition 1.6] and [17, Theorem 2].
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Example 2.3.4. Let E/F be an elliptic curve. For any place v of F we have the
Kummer image

K(E,Fv) ⊆ H1(GF̄v/Fv
, E[2])

defined in Section 2.2. Then the collection K = {K(E/Fv)}v defines a Selmer structure
because of the fact that for a non-archimedean place v ∤ 2 of F at which E has good
reduction, we have that

K(E/Fv) = H1
nr(GF̄v/Fv

, E[2]).

Using the fact that the Selmer structure for E[2] is self-dual (see, for example, [13,
Proposition 4.10]) and using the Theorem 2.3.3 we get that∑

v∈MF

(dim E(Fv)/2E(Fv)− dim E(Fv)[2]) = 0. (2.7)

This is because we have the following equalities for all places v

dim (Lv) = dim K(E/Fv) = dim E(Fv)/2E(Fv)

and
H0(GF̄v/Fv

, E[2]) = E(Fv)[2].

2.4 2-Selmer groups over quadratic extensions

We fix a quadratic extension K/Q and an elliptic curve E/Q. We write K = Q(
√
θ)

for a squarefree integer θ, and G = Gal(K/Q). In this section, we discuss the Selmer
structures associated to E/K and their properties. Moreover, using their properties
we study the 2-Selmer group of E/K. (For more information about the structure of
the 2-Selmer group S(2)(E/K), see [6].)

First, we define two Selmer structures for E[2] over Q.

Definition 2.4.1. Define the Selmer structure F for GQ̄/Q-module E[2] by putting,
for any place v of Q

Fv = F(E/Qv) := res−1
Kw/Qv

(K(E/Kw)) ≤ H1(GQ̄v/Qv
, E[2])

where w is a place of K extending v and res−1
Kw/Qv

is the inverse of the restriction
map resKw/Qv : H1(GQ̄v/Qv

, E[2]) −→ H1(GK̄w/Kw
, E[2]) (the definition of Fv does not

depend on the choice of w). Denote by SelF(Q, E[2]) ≤ H1(GQ̄/Q, E[2]) the resulting
Selmer group. Finally, define the Selmer structure C for E[2] as the dual of F and
denote the resulting Selmer group by SelC(Q, E[2]).

Lemma 2.4.2. We have the equality

SelF(Q, E[2]) = res−1
K/Q(S

(2)(E/K)).

Proof. This follows from the compatibility of local and global restriction maps.
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Lemma 2.4.3. The Selmer structure C has the following properties.
(a) For each place v of Q, we have that

C(E/Qv) = corKw/Qv(K(E/Kw)) ≤ H1(GQ̄v/Qv
, E[2])

where w is any place of K extending v and corKw/Qv(K(E/Kw)) is the image of core-
striction map (see Appendix A).

(b) For each place v of Q, we also have that

C(E/Qv) = δv(NKw/QvE(Kw)) = K(E/Qv) ∩ K(Eθ/Qv)

where δv : E(Qv)/2E(Qv) ↪→ H1(GQ̄v/Qv
, E[2]) is the local Kummer map defined

in the Section 2.2 and NKw/Qv : E(Kw) −→ E(Qv) is local norm map defined by
NKw/Qv(P ) =

∑
σ∈Gal(Kw/Qv)

σ(P ).

(c) Globally, we have

SelC(Q, E[2]) = S(2)(E/Q) ∩ S(2)(Eθ/Q).

Moreover, we have that

corK/Q(S(2)(E/K)) ⊆ SelC(Q, E[2]).

Proof. (a) [6, Equation (10)] states that corKw/Qv(K(E/Kw)) and res−1
Kw/Qv

(K(E/Kw))

are orthogonal complements under the local Tate pairing and moreover, [1, Proposition
9], [5, Corollary 7.1.4] imply that corKw/Qv and resKw/Qv are adjoints with respect to
the local Tate pairing. Thus we have that

corKw/Qv(K(E/Kw)) ⊆ F∗
v

and
resKw/Qv(corKw/Qv(K(E/Kw))) ⊆ K(E/Kw)

∗.

The result follows from the fact that K(E/Kw) is its own orthogonal complement.
(b) The first equality comes from the fact that the local Kummer maps arising from
Kummer sequences over Kw and Qv commute with corestriction. For the second
equality, see [6, Proposition 7].
(c) The equality

SelC(Q, E[2]) = S(2)(E/Q) ∩ S(2)(Eθ/Q)

is natural consequence of (b) and the inclusion

corK/Q(S(2)(E/K)) ⊆ SelC(Q, E[2])

comes from (a) and compatibility of the local and global corestriction maps.

Remark 2.4.4. Let v be a place of Q. Since K(E/Qv) is its own orthogonal comple-
ment and the Selmer structure F is dual to C, it follows from Lemma 2.4.3 that

F(E/Qv) = K(E/Qv) +K(Eθ/Qv)

where the sum is taken inside H1(GQ̄v/Qv
, E[2]).
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In the following Lemma, we determine the difference between the dimensions of
the Selmer groups SelF(Q, E[2]) and SelC(Q, E[2]) using Theorem 2.3.3.

Lemma 2.4.5. We have the following equality

dim SelF(Q, E[2])− dim SelC(Q, E[2]) =
∑
v∈MQ

dimE(Qv)/NKw/QvE(Kw).

Proof. For each place v of Q we have that the groups C(E/Qv) and F(E/Qv) are
orthogonal complements under the local Tate pairing. Hence, we have that

dim F(E/Qv) = dim H1(GQ̄v/Qv
, E[2])− dim C(E/Qv).

Similarly, since K(E/Qv) is its own orthogonal complement (see, [13, Proposition 4,10])
we have that

dim H1(GQ̄v/Qv
, E[2]) = 2dim E(Qv)/2E(Qv).

Using part (b) of Lemma 2.4.3 we get

dim Fv = 2dim E(Qv)/2E(Qv)− dim NKw/QvE(Kw)/2E(Qv) =

= dim E(Qv)/2E(Qv) + dim E(Qv)/NKw/QvE(Kw).

Now from the Theorem 2.3.3 and the equation (2.7) we get that

dim SelF(Q, E[2])− dim SelC(Q, E[2]) =
∑
v∈MQ

dimE(Qv)/NKw/QvE(Kw)

+
∑
v∈MQ

(dim E(Qv)/2E(Qv)− dim E(Qv)[2]) =

∑
v∈MQ

dimE(Qv)/NKw/QvE(Kw).

We now review the properties of the 2-Selmer Group of E/K.

Lemma 2.4.6. We have

0 −→ H1(GK/Q, E(K)[2])
inf−→ SelF(Q, E[2])

resK/Q−→ S(2)(E/K)
corK/Q−→ SelC(Q, E[2]).

(2.8)

Proof. Consider the short exact sequence of GQ̄/Q-modules

0 −→ F2 −→ F2[G]
ϵ−→ F2 −→ 0,

where ϵ is the map such that ϵ(
∑

g∈G λgg) =
∑

g∈G λg and GQ̄/Q acts on G via the
quotient map GQ̄/Q ↠ G. By taking the tensor product over F2 with E[2], and then
taking Galois cohomology over Q, we get an exact sequence of GQ̄/Q-modules

H1(GQ̄/Q, E[2]) −→ H1(GQ̄/Q, E[2]⊗F2 F2[G]) −→ H1(GQ̄/Q, E[2])
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Using Shapiro’s Lemma (see, [18, p.172]) we replace H1(GQ̄/Q, E[2] ⊗F2 F2[G]) by
H1(GK̄/K , E[2]) and get the following exact sequence

H1(GQ̄/Q, E[2])
res−→ H1(GK̄/K , E[2])

cor−→ H1(GQ̄/Q, E[2])

The result now comes from combining the inflation-restriction exact sequence with
Lemmas 2.4.2 and 2.4.3(c).

Corollary 2.4.7. If SelC(Q, E[2]) = 0, then we have the following properties.
(a) There is a short exact sequence

0 −→ H1(GK/Q, E(K)[2])
inf−→ SelF(Q, E[2])

resK/Q−→ S(2)(E/K) −→ 0

(b) We have that

dim S(2)(E/K) = −dim (
E(Q)[2]

NK/Q(E(K)[2])
) +

∑
v∈MQ

dim E(Qv)/NKw/QvE(Kw).

(c) The G-action on S(2)(E/K) is trivial.

Proof. (a) It follows easily from Lemma 2.4.6.
(b) It follows from Lemma 2.4.5 and (a), moreover, since G is cyclic, we have that

H1(GK/Q, E(K)[2]) ∼=
E(Q)[2]

NK/Q(E(K)[2])
.

(See [1, Section 8] for details of the isomorphism above).
(c) It follows from (a) and the fact that the image of the map

H1(GQ̄/Q, E[2])
res−→ H1(GK̄/K , E[2])

is contained H1(GK̄/K , E[2])
G.

We nevertheless obtain a lower bound for the dim S(2)(E/K) even in the case where
SelC(Q, E[2]) is not always trivial.

Lemma 2.4.8. We have the following equality

dim S(2)(E/K) ≥ −2 +
∑
v∈MQ

dim E(Qv)/NKw/QvE(Kw).

Proof. From Lemma 2.4.6 we get that

dim S(2)(Ed/K) ≥ dim SelFd
(Q, Ed[2])−dim SelCd(Q, Ed[2])−dim H1(GK/Q, E(K)[2]).

Now using the Lemma 2.4.5 and the equality

dim H1(GK/Q, E(K)[2]) ≤ 2

which is a consequence of the description of the cohomology of cyclic groups, we get
the desired result.
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2.5 A distributional result
In this section, we study the results after replacing E/Q with its quadratic twist Ed/Q,
particularly, the analytic properties of the function g(d) of Notation 2.5.1. We denote
by Fd and Cd the Selmer structures associated to Ed/K as in the Definition 2.4.1. Let
us start with some notations:

Notation 2.5.1. Denote by Σ a finite set of places of Q which contains the real place,
2, all places ramifying in K/Q and all primes at which E has bad reduction. Next, for
a squarefree integer d we write

g(d) :=
∑
v∈MQ

dim Ed(Qv)/NKw/QvEd(Kw)

and write

wE,K(d) := #{ p | d : p /∈ Σ, p inert in K/Q, dim E(Qp)[2] = 2}

Now we are ready to state the following results.

Lemma 2.5.2. Let p be a prime divisor of d such that p /∈ Σ. Then Ed(Qnr
p ) has no

points of exact order 4, particularly, it is also true for Ed(Qd).

Proof. We claim that E[4] is unramified at p, because E has good reduction at p by
assumption and so, the inertia group Ip at p acts trivially on E[4]. Hence, any σ ∈ Ip
acts on Ed[4] as multiplication by quadratic character χd(σ). The restriction of χd to
Ip is nontrivial since χd is ramified at p and so we get that

Ed[4]
Ip = {P ∈ Ed[4] : P = −P} = Ed[2]

Lemma 2.5.3. Let p /∈ Σ, d be squarefree integer and let p be a prime of K lying over
p. Then we have that

dim Ed(Qp)/NKp/QpEd(Kp) =

{
2 if p | d, p inert in K/Q, dim Ed(Qp)[2] = 2

0 otherwise

Proof. See [12, p.1129].

Proposition 2.5.4. As d varies in squarefree integers, we have that

g(d) = 2wE,K(d) +O(1)

Proof. We may ignore the places in Σ since the Σ is finite. Now the result follows from
Lemma 2.5.3.

We now study the distribution of g(d) through the following notation.
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Notation 2.5.5. Let δE,K be the natural density of primes p with wE,K = 1.

Using the Chebotarev density theorem to the extensionK(E[2])/Q we can compute
the possible values of δE,K . So we have the following table:

Gal(Q(E[2])/Q) {1} Z/2Z
K ̸=Q(E[2])

Z/2Z
K=Q(E[2])

Z/3Z S3

K⊈Q(E[2])
S3

K⊆Q(E[2])

δE,K 1/2 1/4 0 1/6 1/12 0

The next Proposition gives us a distributional result for the function g(d).

Proposition 2.5.6. Suppose that Q(E[2])∩K = Q. Then for all z ∈ R we have that

limX→∞

#{|d| ≤ X squarefree :
g(d)−2δE,K log log|d|√

4δE,K log log|d|
≤ z}

#{|d| ≤ X squarefree }
=

1√
2π

∫ z

−∞
e−t

2/2dt.

Proof. See [12, p.1131].

In the case of Q(E[2]) ∩ K = Q, we have the following basic result which states
that for 100% of d, dim S(2)(Ed/K) is larger than any fixed positive integer.

Corollary 2.5.7. Suppose that Q(E[2]) ∩K = Q. Then for all z ∈ R we have that

limX→∞
#{|d| ≤ X squarefree : dim(S(2)(Ed/K)) ≤ z}

#{|d| ≤ X squarefree}
= 0.

Proof. The result follows from Proposition 2.5.6 together with Lemma 2.4.8 which says
that dim S(2)(Ed/K) ≥ g(d)− 2.





Chapter 3

Main Results

3.1 Statements of the main results
This section states our main technical theorem with three immediate consequences.
Recall that K = Q(

√
θ) is a quadratic number field, G = Gal(K/Q) and E/Q is an

elliptic curve with quadratic twist Ed/Q for a squarefree integer d. From now on, we
assume that E[2] ⊆ E(Q) and under this assumption we will prove that the Selmer
group SelCd(Q, Ed[2]) is trivial for 100% of d.

Theorem 3.1.1. We have that

limX→∞
#{d squarefree : |d| < X, SelCd(Q, Ed[2]) = 0}

#{d squarefree : |d| < X}
= 1.

Remark 3.1.2. We will show stronger result in the Section 3.3, namely

#{d squarefree : |d| < X, SelCd(Q, E[2]) ̸= 0} ≪ Xlog(X)−0.0394.

We now use the results from the previous sections to state some consequences of
the theorem.

Corollary 3.1.3. The G-action on S(2)(Ed/K) is trivial for 100% of squarefree integer
d ordered by absolute value, and we have that

dim S(2)(Ed/K) = −2 +
∑
v∈MQ

dim E(Qv)/NKw/QvE(Kw). (3.1)

Proof. This immediately follows from the Theorem 3.1.1 and Corollary 2.4.7.

Corollary 3.1.4. The distribution of the quantity

dim S(2)(Ed/K)− log log|d|√
2 log log|d|

is a standard normal, i.e. for every z ∈ R we have

limX→∞

#{|d| ≤ X squarefree : dim S(2)(Ed/K)−log log|d|√
2 log log|d|

≤ z}

#{|d| ≤ X squarefree }
=

1√
2π

∫ z

−∞
e−t

2/2dt.

34
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Proof. By the Corollary 3.1.3 we have that for 100% of d

dim S(2)(E/K) = −2 +
∑
v∈MQ

dim E(Qv)/NKw/QvE(Kw) = g(d)− 2.

By assumption, we have E[2] ⊆ E(Q) which implies that δE,K = 1/2 from the table.
Now the result comes from the Proposition 2.5.6.

As a third consequence of the main theorem, we give some results for the Mordell-
Weil groups of the Ed/K.

Notation 3.1.5. We write

Λ(Ed/K) := Ed(K)/Ed(K)tors

We call this the Mordell-Weil lattice. Note that the action of G on Ed(K) makes
Λ(Ed/K) into a G-module.

Let M be a G-module. Then we denote by M(−1) the G-module which is isomor-
phic to M as an abelian group with the new G-action of the generator σ of G is given
by

m 7→ −σ(m).

Lemma 3.1.6. If SelCd(Q, Ed[2]) = 0 then we have the following isomorphism of Z[G]-
modules

Λ(Ed/K) ∼= Λ(Ed/Q)⊕ Λ(Eθd/Q)(−1).

Proof. On the one hand, we have that by [2, Theorem 34.31], there exist unique
a, b, c ∈ N ∪ {0} such that

Λ(Ed/K) ∼= Za ⊕ Z(−1)b ⊕ Z[G]c,

On the other hand, we have an inclusion of G-modules

Λ(Ed/K)/2Λ(Ed/K) ⊆ S(2)(Ed/K)/δ(Ed[2]).

S(2)(Ed/K)/δ(Ed[2]) has trivial G-action which comes from Corollary 2.4.7, conse-
quently Λ(Ed/K)/2Λ(Ed/K) has trivial G-action too. Hence, we get that c = 0.
Via the natural K-isomorphism Ed ∼= Eθd, we can identify the points of Ed(K) on
which the generator of G acts as multiplication by −1 with Eθd(Q). Thus, the result
follows.

Proposition 3.1.7. If we have Ed(K)tors = Ed[2] and SelCd(Q, Ed[2]) = 0, then we
have the following isomorphism of Z[G]-modules

Ed(K) ∼= F2
2 ⊕ Λ(Ed/Q)⊕ Λ(Eθd/Q)(−1).

Proof. In fact, in this case we have that

Ed(K) ∼= Ed[2]⊕ Λ(Ed/K) ∼= F2
2 ⊕ Λ(Ed/K)

(See [12, p.1137] for more details). So by Lemma 3.1 we get the desired result.
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Corollary 3.1.8. For 100% of d, there is an isomorphism of Z[G]-modules

Ed[K] ∼= F2
2 ⊕ Λ(Ed/Q)⊕ Λ(Eθd/Q)(−1) (3.2)

In other words, we have that

lim X→∞
#{d squarefree : |d| < X, (3.2) holds }

#{d squarefree : |d| < X}
= 1.

Proof. For any prime integer p ≥ 3, at most two quadratic twists of E have rational p-
torsion, because, otherwise E would have at least 3-dimensional p-torsion over a multi-
quadratic extension, which is impossible. Particularly, for any prime integer p ≥ 3,
only finitely many twists of E can have p-torsion over K. As a result, by Mazur’s
theorem [7, Theorem 8], outside of a finite set of d we have that Ed(K)tors ⊆ E[2∞].
On top of that, only finitely many quadratic twists have a point of order 4 by the
Lemma 2.5.2. So the result now follows from Theorem 3.1.1 together with Proposition
3.1.7.

3.2 Explicit local conditions for full 2-torsion
In this section, we give some algebraic preliminaries for the proof of the main theorem.
We fix an elliptic curve E/Q with E[2] ⊆ E[Q] and a Weiestrass equation

E/Q : y2 = (x− a1)(x− a2)(x− a3) (3.3)

for E/Q, without loss of generality say a1, a2, a3 ∈ Z. We set α = a1−a2, β = a1−a3,
and γ = a2 − a3.

We now fix Σ a finite set of places of Q as Notation 2.5.1. Since Σ contains primes
at which E has bad reduction, we conclude from Section 1.3 that Σ contains all primes
dividing 2αβγ.

For the elliptic curve with equation (3.3) we have that E[2] = {O,P1, P2, P3}, where
Pi = (ai, 0). Its quadratic twist Ed/Q for a given squarefree integer d has a Weierstrass
equation of the form

Ed/Q : y2 = (x− da1)(x− da2)(x− da3)

with Ed[2] = {O,P1,d, P2,d, P3,d}, where P1,d = (dai, 0).
The following lemma describes the local conditions C(Ed/Qv) of Definition 2.4.1 at

primes p /∈ Σ.

Lemma 3.2.1. Let p be a prime such that p /∈ Σ. Then
(a) if p ∤ d, we have that

C(Ed/Qp) = K(Ed/Qp) = H1
nr(GQ̄p/Qp

, Ed[2])

(b) if p | d is split in K/Q, we have that

C(Ed/Qp) = K(Ed/Qp) = δd,p(Ed[2])

where δd,p : Ed(Qv)/2Ed(Qv) ↪→ H1(GQ̄v/Qv
, Ed[2]) is the local Kummer map.

(c) if p | d is inert in K/Q we have that

C(Ed/Qp) = 0.
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Proof. (a) By Lemma 2.5.3, we have that dim Ed(Qp)/NKp/QpEd(Kp) = 0 which tells
us Ed(Qp) = NKp/QpEd(Kp). By Lemma 2.4.3, we have that

C(Ed/Qp) = δp(NKp/QpEd(Kp)) = δp(Ed(Qp)) = K(Ed/Qp).

The equality
K(Ed/Qp) = H1

nr(GQ̄p/Qp
, Ed[2])

follows from the fact that for a non-archimedean place v ∤ 2 of a field F at which E
has good reduction, we have that

K(E/Fv) = H1
nr(GF̄v/Fv

, E[2]).

In our case, indeed, p is odd and Ed has good reduction since p /∈ Σ. For (b) and (c)
see [12, Lemma 7.2].

We now define a new Selmer structure, whose associated Selmer group contains
SelCd(Q, Ed[2]) as a subgroup that admits an explicit description.

Definition 3.2.2. Define the Selmer structure C̃d for Ed[2] via the local condition

C̃(Ed/Qv) =

{
C(Ed/Qv) if v /∈ Σ

H1(GQ̄v/Qv
, E[2]) if v ∈ Σ.

Write by SelC̃d(Q, Ed[2]) the associated Selmer group.

Note that if SelC̃d(Q, Ed[2]) is trivial, then SelCd(Q, Ed[2]) is also trivial, since by
construction, SelCd(Q, Ed[2]) is a subgroup of SelC̃d(Q, Ed[2]).

Notation 3.2.3. Write N for the product of all primes in Σ and write d = ad′d′′,
where d′ is the product of all primes p | d such that p /∈ Σ and p splits in K/Q, and d′′
is product of all primes p | d such that p /∈ Σ and p inert in K/Q.

We identify H1(GQ̄/Q, Ed[2]) as a subgroup of (Q∗/Q∗2)2 as in Section 2.2 and
identify (Q∗/Q∗2)2 as the set of pairs of squarefree integers (note that there is a natural
bijection between Q∗/Q∗2 and the set of squarefree integers.).

In the following Proposition, we describe SelC̃d(Q, Ed[2]) as a set of pairs of square-
free integers.

Proposition 3.2.4. The Selmer group SelC̃d(Q, Ed[2]) consist of pairs (x1, x2) of square-
free integers satisfying the following conditions:
(a) xi | Nd′ for i = 1, 2.
(b) (xi

p
) = 1 for all p | d′′ and i = 1, 2 (where (n

p
) is the Legendre symbol.)

(c) for all p | d′ implies that (x1, dα)p(x2, αβ)p = (x1,−αγ)p(x2,−dα)p = 1.

Proof. See [12, p.1141].
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3.3 Proof of the main theorem
The aim of this section is to prove our main technical theorem using two external
results. As stated early in Remark 3.1.2, we prove the following strictly stronger
result.

Theorem 3.3.1. We have that

#{d squarefree : |d| < X, SelCd(Q, E[2]) ̸= 0} ≪ Xlog(X)−0.0394 (3.4)

In particular, we get

limX→∞
#{d squarefree : |d| < X, SelCd(Q, Ed[2]) = 0}

#{d squarefree : |d| < X}
= 1. (3.5)

Remark 3.3.2. If we have (3.4), then using the fact

#{d squarefree : |d| < X} ≈ 12X

π2

we get that

#{d squarefree : |d| < X, SelCd(Q, Ed[2]) ̸= 0}
#{d squarefree : |d| < X}

≪ Xlog(X)−0.0394

12X
π2

=
π2

12 log(X)0.0394

which goes to 0 as X → ∞. As a result, we get (3.5).

To prove Theorem 3.3.1, it suffices to prove the same result just for SelC̃d(Q, Ed[2]),
since SelCd(Q, Ed[2]) is a subgroup of SelC̃d(Q, Ed[2]) by construction.

Notation 3.3.3. We define the following sets of prime integers:

P0 := {p /∈ Σ, p split in K/Q, and p non-split in Q(
√
αβ)/Q},

P1 := {p /∈ Σ, p split in K/Q, and p split in Q(
√
αβ)/Q},

P2 := {p /∈ Σ, p inert K/Q}.

Now for i = 0, 1, 2, we define Fi as the set of positive squarefree integers n such
that all of the prime factors of n lie in Pi.

Note that the sets P0, P1, P2 and Σ are pairwise disjoint and their union gives the
set of all primes. Consequently, the sets Fi are also pairwise disjoint.

Definition 3.3.4. Let d be a squarefree integer. Write d = ad0d1d2 where a | N, di ∈ Fi
for i = 0, 1, 2. Then define

Sd := {x squarefree : x | Nd0d1, (
x

p
) = 1 for all p | d2, (x, dα)p = 1 for all p | d1}

Lemma 3.3.5. If a pair of squarefree integers (x1, x2) is in SelC̃d(Q, Ed[2]), then x1 ∈
Sd.
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Proof. This immediately follows from Proposition 3.2.4 and the definition of Sd.

Assuming the following Theorem we prove the Theorem 3.3.1.

Theorem 3.3.6. We have that

#{d squarefree : |d| < X,Sd ̸= 0} ≪ Xlog (X)−0.0394.

Proof of Theorem 3.3.1 assuming Theorem 3.3.6: By Lemma 3.3.5 and Theorem 3.3.6
we have that x1-coordinate of any element of SelC̃d(Q, Ed[2]) is trivial for 100% of
squarefree integer d. Then the same is true for the x2-coordinate by symmetry (to
change the roles of x1 and x2 we can relabel a1 and a2 in Equation (3.2) for our elliptic
curve). This demonstrates the limit statement of the Theorem 3.3.1, and executing
the same argument while monitoring the error terms shows the overall result.

We now state some important results to prove Theorem 3.3.6.
Let n be a positive integer, we denote by w(n) the number of distinct prime factors

of n, and for i = 1, 2, 3 we denote by wi(n) the number of distinct prime factors of n
lie in Pi.

Theorem 3.3.7 (Brun-Titchmarsh Theorem for Multiplicative Functions). Let 0 <
λ1 <

1
2

and 0 < λ2 <
1
2
, and let Y be such that q < Y 1−λ1 and Xλ2 < Y ≤ X.

Moreover, let (b, q) = 1, and let f(n) be a non-negative multiplicative function. Then∑
X−Y <n≤X
n≡b (mod q)

f(n) ≪ Y

q logX
exp (

∑
p≤X

f(p)

p
).

Proof. See the result of P. Shiu [15].

Using this result we prove the following Lemma which we will use later to prove
the Theorem 3.3.6.

Lemma 3.3.8. Let a0, a1 and a2 be non-negative real numbers. Then we have that

∑
X−Y <n≤X
n squarefree

a
w0(n)
0 a

w1(n)
1 a

w2(n)
2 ≪

{
Y log(X)

a0
4
+

a1
4
+

a2
2
−1 if Q(

√
αβ) ⊈ K,

Y log(X)
a1
2
+

a2
2
−1 if Q(

√
αβ) ⊆ K.

uniformly for 2 ≤ Xexp(−
√

log(X)) ≤ Y ≤ X.

Proof. Define the multiplicative function f : Z −→ R≥0 such that for all k ≥ 1,
f(pk) = ai for p ∈ Pi (i = 1, 2, 3), and f(p) = 1 for all p ∈ Σ. Note that if Q(

√
αβ) ⊈

K, then P0 and P1 have Dirichlet density 1
4
, and P2 has density 1

2
and if Q(

√
αβ) ⊆ K

then P0 = ∅ and P1, P2 both have density 1
2
. Using this we get that

∑
p≤X

f(p)

p
∼

{
(a0
4
+ a1

4
+ a2

2
)log log(X) if Q(

√
αβ) ⊈ K,

(a1
2
+ a2

2
)log log(X) if Q(

√
αβ) ⊆ K.
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Note that by the definition of f(n), we have∑
X−Y <n≤X

f(n) ≥
∑

X−Y <n≤X
n squarefree

f(n) =
∑

X−Y <n≤X
n squarefree

a
w0(n)
0 a

w1(n)
1 a

w2(n)
2

The result now follows from the Theorem 3.3.7 for q = 1, and λ1, λ2 are formed from
the 2 ≤ Xexp(−

√
log(X)) ≤ Y ≤ X.

We now state the next important result to prove Theorem 3.3.6.

Proposition 3.3.9. For any 1 < λ < 7
8
+

√
17
8

= 1.3903..., we have that∑
|d|<X

d squarefree

λw2(d)−w0(d)(#Sd − 1) = o(X)

Moreover, for λ = 1
4
+

√
17
4

we have that∑
|d|<X

d squarefree

λw2(d)−w0(d)(#Sd − 1) ≪ Xlog(X)−0.0394.

Proof. First step is to express the sum∑
|d|<X

d squarefree

λw2(d)−w0(d)(#Sd − 1)

as a sum of Jacobi symbols using the idea of [3, Lemma 8]. We then determine the
bound to this sum using the techniques by Fouvry-Klüners in their work [3]. Further
see, [12, pp.1145-1156].

Proof of Theorem 3.3.6. We first claim that

#{d squarefree : |d| < X, w0(d) ≥ w2(d)} ≪ Xlog(X)−0.042

Fix a real number λ > 1, then using the weak inequality we get that

#{d squarefree : |d| < X, w0(d) ≥ w2(d)} ≤
∑

|d|<X squarefree
λw0(d)−w2(d) ≤

≤ 2
∑

0<d≤X
λw0(d)−w2(d).

Using the Lemma 3.3.8 for X = Y , and a0 = λ, a1 = 1, a2 =
1
λ

we get that∑
0<d≤X

λw0(d)−w2(d) ≪ Xlog(X)
λ
4
+ 1

2λ
− 3

4

The exponent λ
4
+ 1

2λ
− 3

4
reaches its maximal when λ =

√
2, so the exponent always

less than
√
2
2
− 3

4
< −0.042 which gives the claim.

Now fix 1 < λ < 7
8
+

√
17
8

. Then we have that
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#{|d| < X : Sd ̸= 0} =

= #{|d| < X : Sd ̸= 0, w0(d) ≥ w2(d)}+#{|d| < X : Sd ̸= 0, w2(d) > w0(d)}

≤ #{|d| < X : w0(d) ≥ w2(d)}+#{|d| < X : Sd ̸= 0, w2(d) > w0(d)}

≪ Xlog(X)−0.042 +
∑

|d|<X
λw2(d)−w0(d)(#Sd − 1),

where d varies through squarefree integers. The result now follows from Proposition
3.3.9.

3.4 An example
In this section, we present an example of a subfamily of quadratic twists for which the
2-Selmer groups’ statistical behavior differs from the family of all twists’. Particularly,
SelCd(Q, Ed[2]) is non-trivial for a positive proportion of d in our subfamily.

Take K = Q(
√
θ) to be an imaginary quadratic number field in which 2 is inert

and has class number 1. Thus, θ ∈ {−3,−11,−19,−43,−67,−163}.
Further, take

E : y2 = x3 − x

to be the congruent number curve.
Due to [12, Proposition 9.3], we have the following description of S2(Ep/K): For

every prime number p there exist non-negative integers e1(Ep/K) and e2(Ep/K) such
that we have a G = Gal(K/Q)-module isomorphism

S2(Ep/K) ∼= Fe1(Ep/K)
2 ⊕ F2[G]

e2(Ep/K).

Example 3.4.1. The density of primes p for which e1(Ep/K) = e1 and e2(Ep/K) = e2
is as follows:

lim
X→∞

#{p ≤ X prime : e1(Ep/K) = e1 and e2(Ep/K) = e2}
#{p ≤ X prime }

=


9
16

(e1, e2) = (4, 0)
1
16

(e1, e2) = (2, 2)
1
4

(e1, e2) = (2, 1)
1
8

(e1, e2) = (2, 0).

In particular, the proportion of prime twists for which the G-action on S2(Ep/K) is
non-trivial is equal to 5

16
. To see why it is correct refer to [12, Section 9].





Appendix A

Group Gohomology

In this appendix, we discuss the main properties of group cohomology (H0 and H1)
that are used in Chapters 2 and 3.

A.1 Cohomology of finite groups
Let G be a finite group, and let M be an abelian group. An action of G on M is a
map G×M −→M, (σ,m) 7→ mσ such that

m1 = m, (m+m′)σ = mσ +m′σ, (mσ)τ = mστ .

for all σ, τ ∈ G and all m,m′ ∈M . A G-module is an abelian group together with an
action of G.
Let M and N be G-modules. A G-module homomorphism is a homomorphism

ϕ :M −→ N

such that
ϕ(mσ) = ϕ(m)σ

for all m ∈M,σ ∈ G.

Definition A.1.1. The 0th cohomology group of the G-module M , denoted by H0(G,M),
is the set

H0(G,M) = {m ∈M : mσ = m for all σ ∈ G}.

H0(G,M) is the submodule of M consisting of all elements that are fixed by G.
Let

0 −→ P
ϕ−→M

ψ−→ N −→ 0 (A.1)

be an exact sequence of G-modules, namely, the maps ϕ and ψ are G-module homo-
morphisms such that ϕ is injective, ψ is surjective, and Im(ϕ) = Ker(ψ). We claim
that the following is also an exact sequence

0 −→ H0(G,P )
ϕ−→ H0(G,M)

ψ−→ H0(G,N) (A.2)

We first show that ϕ(H0(G,P )) ⊆ H0(G,M). We take any element p ∈ H0(P,G),
then ϕ(p)σ = ϕ(pσ) = ϕ(p) for all σ ∈ G, which implies that ϕ(p) ∈ H0(M,G),

43



A.1. COHOMOLOGY OF FINITE GROUPS 44

since p is arbitrary we get that ϕ(H0(G,P )) ⊆ H0(G,M). Similarly, we have that
ψ(H0(G,M)) ⊆ H0(G,N). Injectivity of ϕ in (A.2) follows from the injectivity of
ϕ in (A.1). Now we have to check the equality Im(ϕ) = Ker(ψ) in (A.2). We have
that ψ(ϕ(p)) = 0 for all p ∈ P , particularly, Im(ϕ) ⊆ Ker(ψ) in (A.2). Now take any
element m ∈ Ker(ϕ), then by the exactness of (A.1), there exists an element p ∈ P
such that ϕ(p) = m, so ϕ(pσ) = ϕ(p)σ = mσ = m = ϕ(p), now by the injectivity of ϕ,
we get that p ∈ H0(G,P ). Finally, we get Im(ϕ) = Ker(ψ) in (A.2).

We now define the 1st cohomology group of the G-module M .

Definition A.1.2. Let M be a G-module. The group of 1-cochains from G to M is
defined by

C1(G,M) = {maps ξ : G −→M}

The group of 1-cocycles from G to M is defined by

Z1(G,M) = {ξ ∈ C1(G,M) : ξ(στ) = ξ(σ)τ + ξ(τ) for all σ, τ ∈ G}.

The group of 1-coboundaries from G to M is defined by

B1(G,M) = {ξ ∈ C1(G,M) : there exists m ∈M such that ξ(σ) = mσ−m for all σ ∈ G}

Now we claim that B1(G,M) ⊂ Z1(G,M). Take 1-coboundary ξ ∈ B1(G,M), then
for some m ∈M we have that ξ(στ) = mστ−m = (mσ)τ−m = (mσ)τ−mτ+mτ−m =
ξ(σ)τ + ξ(τ) for all σ, τ ∈ G. Hence we get that B1(G,M) ⊂ Z1(G,M).

Definition A.1.3. The 1st cohomology group of the G-module M is the quotient group

H1(G,M) =
Z1(G,M)

B1(G,M)
.

Example A.1.4. When G acts trivially on M , i.e., mσ = m for all σ ∈ G and
m ∈ M , a 1-cocycle is simply a homomorphism of groups and every 1-coboundary is
zero. Hence H1(G,M) = Hom(G,M).

Proposition A.1.5. Let

0 −→ P
ϕ−→M

ψ−→ N −→ 0

be an exact sequence of G-modules. Then there is a long exact sequence

0 H0(G,P ) H0(G,M) H0(G,N)

H1(G,P ) H1(G,M) H1(G,N)

ϕ

δ

where δ is defined as follows:
Let n ∈ H0(G,N). Then there exists an m ∈M such that ψ(m) = n, and mσ−m ∈ P
for all σ ∈ G, the map σ 7→ mσ −m : G −→ P is a 1-cocycle, whose class we define
to be δ(n).
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Proof. We already proved the exactness of the sequence

0 −→ H0(G,P )
ϕ−→ H0(G,M)

ψ−→ H0(G,N)

The map δ is defined such that the sequence is exact at H1(G,P ). The remaining part
is also straightforward (see [16, p.417], for details).

Let H be a subgroup of G. Then any G-module becomes H-module. Moreover,
if ξ : G −→ M is a 1-cochain, then we obtain the restricted 1-cochain from H to M .
This process takes cocycles to cocycles, coboundaries to coboundaries, in this way, we
obtain a restriction homomorphism

Res : H1(G,M) −→ H1(H,M).

Remark A.1.6. Let H be a normal subgroup of a group G, and let M be a G-
module. Then the submodule H0(H,M) has a natural structure as G/H-module.
Let ξ : G/H −→ H0(H,M) be a 1-cochain, then composing with the projection
G −→ G/H and with the inclusion H0(H,M) ⊂M gives a cochain from G to M

G −→ G/H
ξ−→ H0(H,M)

i
↪→M.

In this way, we obtain an inflation homomorphism

Inf : H1(G/H,H0(H,M)) −→ H1(G,M)

Proposition A.1.7. Let M be a G-module and let H be a normal subgroup of G.
Then the following sequence is exact:

0 −→ H1(G/H,H0(H,M))
Inf−→ H1(G,M)

Res−→ H1(H,M).

Proof. Let ξ : G/H −→MH be a 1-cocycle, then ξ induces

ξ̄ : G→ G/H → H0(G,M) →M

which is 1-cocycle, and class ξ̄ is the inflation of class of ξ. Then if ξ̄ is a coboundary,
there exists m ∈ M such that ξ̄(σ) = mσ −m for all σ ∈ G. But ξ̄ is constant on the
cosets of H, hence

mσ −m = mστ −m for all σ ∈ H

i.e. mσ = m for all σ ∈ H. So m ∈ H0(M,G) and therefore ξ is a boundary.
From the definition it is clear that

Res ◦ Inf = 0.

Lastly, we prove the exactness at H1(G,M). Let ξ : G −→ M be a 1-cocycle whose
restriction to H is a coboundary; then there exists m ∈ M such that ξ(τ) = mτ −m
for all τ ∈ H. Subtracting from ξ to the coboundary σ 7→ mσ −m, we are reduced to
the case where ξ|H = 0. The formula

ξ(στ) = ξ(σ)τ + ξ(τ)

then shows that ξ is constant on the cosets of H, and then that the image of ξ is
contained in H0(M,H). Thus ξ is the inflation of a 1-cocycle G/H −→ H0(M,G),
and the proof is complete.
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A.2 Galois Cohomology
Let K be a perfect field, and let K̄ be an algebraic closure of K. The group GK̄/K of
automorphisms of K̄ fixing the elements of K has a natural topology, called the Krull
topology, for which a subgroup is open if and only if it is the subgroup fixing a finite
extension of K. When GK̄/K endowed with its Krull topology, then GK̄/K is called the
Galois group of K̄ over K.

Definition A.2.1. A GK̄/K-module M is said to be discrete if the map GK̄/K×M −→
M is continuous relative to the discrete topology on M and the Krull topology on G.
This is equivalent to requiring that for all m ∈M , the stabilizer of m,

{σ ∈ GK̄/K : mσ = m},

is a subgroup of finite index in GK̄/K.

Example A.2.2. M = K̄ and M = K̄∗ are GK̄/K-modules under the natural action
of Galois group GK̄/K . It is because for any x ∈ K̄, the extension K(x)/K is finite, so
the stabilizer of x has a finite index in GK̄/K .

We now define 0th and 1st cohomology groups of a GK̄/K-module in the same way
as in the case of finite groups.

Definition A.2.3. The 0th cohomology group of the GK̄/K-module M is the set

H0(GK̄/K ,M) = {m ∈M : mσ = m for all σ ∈ GK̄/K}.

Let M be a GK̄/K-module, then we say that a map ξ : GK̄/K −→M is continuous
if is is again continuous for the Krull topology on GK̄/K and the discrete topology on
M . The group of continuous 1-cocycles from GK̄/K to M is the group of continuous
maps ξ : GK̄/K −→M such that

ξ(στ) = ξ(σ)τ + ξ(τ).

and we denote it by Z1
cont(GK̄/K ,M). As an example, we can give the following

(coboundary) maps
σ 7→ mσ −m

which are continuous since M has the discrete topology.

Definition A.2.4. The 1st cohomology group of the GK̄/K-module M is the quotient
group

H1(GK̄/K ,M) =
Z1

cont(GK̄/K ,M)

B1(GK̄/K ,M)
.

where B1(GK̄/K ,M) is the group of 1-coboundaries.

Example A.2.5. When GK̄/K acts trivially on M , i.e., mσ = m for all σ ∈ GK̄/K

and m ∈M , we have that H0(GK̄/K ,M) =M and H1(GK̄/K ,M) is just the group of
continuous homomorphisms from GK̄/K to M .
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The fundamental exact sequences in the Propositions A.1.5 and A.1.7 carry over
word by word from finite groups to groups GK̄/K with Krull topology.

Proposition A.2.6. Let

0 −→ P
ϕ−→M

ψ−→ N −→ 0

be an exact sequence of GK̄/K-modules. Then there is a long exact sequence

0 H0(GK̄/K , P ) H0(GK̄/K ,M) H0(GK̄/K , N)

H1(GK̄/K , P ) H1(GK̄/K ,M) H1(GK̄/K , N)

ϕ

δ

where δ is defined as in the Proposition A.1.5.

As usual, we define the restriction and inflation maps for M a discrete GK̄/K-
module. Let L/K be a finite Galois extension. Then GK̄/L is a subgroup of finite
index in GK̄/K , so that M is naturally a discrete GK̄/L-module, and this allows us to
define the restriction map from H1(GK̄/K ,M) to H1(GK̄/L,M),

Res : H1(GK̄/K ,M) −→ H1(GK̄/L,M).

GK̄/L is a normal subgroup of GK̄/K , and the quotient GK̄/K/GK̄/L is finite group
GL/K . Then the submodule H0(GK̄/L,M) has a natural stucture as a GL/K-module.
Let ξ : GL/K −→ H0(GK̄/L,M) be a 1-cocycle, then composing with the projection
GK̄/K −→ GL/K and with the inclusion H0(GK̄/L,M) ⊂ M gives a 1-cocycle from
GK̄/K to M

GK̄/K −→ GL/K
ξ−→ H0(GK̄/L,M)

i
↪→M.

This gives an inflation map

Inf : H1(GL/K , H
0(GK̄/L,M)) −→ H1(GK̄/K ,M).

Proposition A.2.7. Let M be a GK̄/K-module. Then the following sequence is exact:

0 −→ H1(GL/K , H
0(GK̄/L,M))

Inf−→ H1(GK̄/K ,M)
Res−→ H1(GK̄/L,M).

Proof. The proof is identically the same with the proof of Proposition A.1.7.

We finish the section with the following useful facts about the cohomology of the
additive and multiplicative groups of a field K.

Proposition A.2.8. Let K be a field and m be an integer. Then we have
(a) H1(GK̄/K , K̄) = 0.
(b) H1(GK̄/K , K̄

∗) = 0.
(c) Assume that either char(K) = 0 or char(K) does not divide m. Then

H1(GK̄/K , µm) ∼= K∗/(K∗)m
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Proof. For the (a) and (b), see [16, p.420].
(c) Consider the following exact sequence of GK̄/K-modules

1 −→ µm −→ K̄∗ z→zm−→ K̄∗ −→ 1.

Then from Proposition A.2.6 we have the long exact sequence

−→ K∗ z→zm−→ K∗ δ−→ H1(GK̄/K , µm) −→ H1(GK̄/K , K̄
∗) −→

From (b) we have that H1(GK̄/K , K̄
∗) = 0, thus we get the desired result.





Appendix B

Valuations and Completions

In this appendix, we discuss the theory of valuations and completions, and the places
of a number field mainly following the [5, Chapter 2].

B.1 Valuations and completions
Definition B.1.1. Let K be a field. A valuation or an absolute value on K is a
function

| | : K −→ R
satisfying the properties:
(i) |x| ≥ 0, and |x| = 0 if and only if x = 0,
(ii) |xy| = |x||y| for all x, y ∈ K,
(iii) |x+ y| ≤ |x|+ |y| for all x, y ∈ K.

Two absolute values | |1 and | |2 are called equivalent if there is a positive real
number c such that | |1 = | |c2.

Definition B.1.2. The absolute value | | is called non-archimedean if |n| ≤ 1 for all
n ∈ Z. Otherwise, it is called Archimedean.

The following Proposition gives us another equivalent definition of non-archimedean
absolute values.

Proposition B.1.3. The absolute value | | is non-archimedean if and only if it satisfies
the strong triangle inequality

|x+ y| ≤ max{|x|, |y|}.

Proof. Assume that the strong triangle inequality holds, then we have that

|n| = |1 + 1 + ...+ 1| ≤ |1| = 1

for all natural number n. Using the equality |n| = | − n| for all n ∈ Z, we get |n| ≤ 1
for all n ∈ Z. Conversely, let |n| ≤ 1 for all n ∈ Z. Let x, y ∈ K and n ∈ Z, then

|x+ y|n = |
n∑
k=0

Ck
nx

n−kyk| ≤
n∑
k=0

|x|n−k|y|k ≤ (n+ 1) max{|x|n, |y|n}.
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So, for any n ∈ N we get

|x+ y| ≤ n
√
n+ 1 max{|x|, |y|}

and hence |x+ y| ≤ max{|x|, |y|} by letting n→ ∞.

Example B.1.4. In Q we have the following absolute values:
1) The standard Archimedean absolute value | | (also denoted by | |∞), which is
defined by

|x| =

{
x if x ≥ 0

−x if x < 0.

2) p-adic absolute value | |p, for each prime number p, defined by

|x|p = p−ord(x)

ord(x) is an integer r such that x = pra/b, where a and b are integers relatively prime
to p. p-adic absolute value satisfies (i) and (ii) of the Definition B.1.2, and the strong
triangle inequality, implies that | |p is a non-archimedean absolute value.

We now discuss the completion of a field with respect to an absolute value.

Definition B.1.5. Let K be a field and | | be an absolute value on K. Then K is
called complete with respect to the absolute value | | if every Cauchy sequence {an}n∈N
in K converges to an element a ∈ K, namely

lim
n→∞

|an − a| = 0.

Recall that a sequence {an}n∈N is a Cauchy sequence if for every ϵ > 0 there exists
N ∈ N such that

|an − am| < ϵ for all n,m ≥ N.

From any valued field (K, | |) we can get a complete valued field (K̂, | |) by the
process of completion, in the same way as R is constructed from Q with respect to the
usual absolute value.

Let R be the ring of all Cauchy sequences of (K, | |), consider the maximal ideal
m of all nullsequences with respect | |, and define

K̂ := R/m.

We can embed the field K into K̂ by sending every a ∈ K to the class of the constant
Cauchy sequence (a, a, a, ...). The absolute value | | is extended from K to K̂ by giving
the element a ∈ K̂ which is represented by Cauchy sequence {an}n∈N the value

|a| := lim
n→∞

|an|.

Note that the limit exists since ||an| − |am|| ≤ |an − am| which implies that |an| is
a Cauchy sequence in R. One easily proves that K̂ is complete with respect to the
extended | |.

We denote by Qp the completion of Q with respect to p-adic absolute value. Due
to A. Ostrowski, we have the following important theorem about the classification of
absolute values on Q.
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Theorem B.1.6 (A. Ostrowski). Any absolute value on Q is equivalent to one of the
following: a p-adic absolute value for some prime number p, standard Archimedean
absolute value | |∞, or the trivial absolute value | |0 which is defined by |x|0 = 1 for
all x ̸= 0.

Proof. See [5, Chapter 2].

B.2 Places of a number field
Fix a number field K. In this section, we extend the absolute values on Q to absolute
values on the number field K and classify these extended absolute values.

Definition B.2.1. A place of a number field K is an equivalent class of absolute values
on K. We denote by MK the set of all places, by M∞

K the set of Archimedean places,
and by M0

K the set of non-archimedean places.

The absolute values on K are divided into Archimedeans and non-archimedeans.
The Archimedean absolute values arise in the following way: Let n = [K : Q], then
K admits exactly n distinct embeddings σ : K ↪→ C. Each such embedding is used to
define an absolute value on K according to the setting

|x|σ = |σ(x)|∞

where | |∞ is the usual absolute value on C. Note that two conjugate embeddings
define the same absolute value.

The non-archimedean absolute values on K arise in much the same way as they do
on Q. However, one may not be able to uniquely factor elements of K into primes.
The idea is to work with the prime ideals of the ring of integer OK instead since we
know that every ideal in OK admits a unique (up to reordering) prime factorization.
Let p be a prime ideal of OK , then there exists a unique prime number p such that
the prime ideal p lies above p. Now for every element x ∈ OK , we define

|x|p = p−ordpx/ordpp.

where ordpx is the order of p in the prime factorization of the ideal (x). One can check
that it is indeed an absolute value on K and we call it as p-adic absolute value.

Interestingly, thanks to the extended A. Ostrowki’s theorem, these are the only
absolute values on a number field up to equivalence.

Theorem B.2.2 (A. Ostrowski). Let K be a number field. Then any nontrivial abso-
lute value on K is equivalent to one of the following: the Archimedean absolute values
which come from the embeddings σ : K ↪→ C defined above or the non-archimedean
absolute value | |p for a prime ideal of OK defined above.

Proof. See, [5, Chapter 2].

We refer to the real embedding σ : K −→ R, the complex conjugate pairs {σ, σ̄}
of the complex embeddings σ : K −→ C, and the nonzero prime ideals in the ring OK

as real places, complex places and non-archimedean places, respectively (we skip the
trivial absolute value since it is mostly irrelevant).
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Remark B.2.3. Let p and q be two prime ideals in OK . Then p-adic absolute value
and q-adic absolute value are inequivalent because, by the Chinese remainder theorem,
there exists an element x ∈ OK such that x ≡ 0(mod p) and x ≡ 1(mod q), so the
p-adic absolute value of x is less than 1 and the q-adic absolute value of x equals 1,
and so these two absolute values are inequivalent by the definition.

Example B.2.4. ForK = Q, by the Theorem B.1.6, the following non-trivial absolute
values occur: the usual absolute value, denoted by | |∞, the p-adic absolute value for
any prime number p. If we consider the fact that any two p-adic and q-adic absolute
values are inequivalent by the Remark B.2.3, then we could conclude that

MQ = {p : p prime number} ∪ {∞}.
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