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Abstract

Gaussian Processes are a powerful tool that is finding successful applications in
the Control Systems field due to their high flexibility and ability to identify dy-
namical systems. In a general context, gaussian process regression is a bayesian
non-parametric method which makes predictions based on the posteriori prob-
ability density given training data. The behavior of the predictions (regressed
function) is completely characterized by the covariance function, whose proper-
ties are directly inhereted by the regressed function. In many problems, such
function is chosen ad hoc and depends on prior knowledge of the underlying phe-
nomena, i.e. depends on human intervention.

Learning-Based Non-Linear Model Predictive Control (LB-NMPC) scheme is a
data-driven implementation of the MPC used to control non-linear dynamical
systems while satisfying plant constraints, it is aimed at improving the nominal
model available to the controller by approximating underlying missing dynam-
ics with a gaussian process using past plant observations as training data. We
implement the so-called Generalized Kernels to the Gaussian process within the
LB-NMPC, exploiting the spectral representation of a positive-definite function
that is modelled as mixture of a basis function. Such basis function can have de-
sired properties such as smoothness or degree of differentiabilty, generating richer
model classes that can be used to identify more complex dynamical systems. This
procedure automatizes the selection of the kernel function, while still maintaining
an analytic expression of the regressed function, allowing its implementation on
the MPC scheme and, in particular, it has a strong link with RKHS framework
that is useful to analyze the model class rigorously.
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Chapter 1

Introduction

The past few decades have been marked by the growing computational power
available to us, giving possibility to the development fast algorithms to solve
complex optimization problems. Model Predictive Control is an approach which
solves iteratively an optimization problem to finish a control task even when the
system’s behavior presents non-linear dynamics, guaranteeing high-performance
with respect to other control techniques. However, the quality of this control
technique depends on the accuracy of the mathematical description of the physical
system, making the identification procedure for the physical system a key aspect.
In the case of linear systems, System Identification is a well established field
explaining detailed techniques based on the reconstruction of the system’s impulse
response given observations, obtaining excellent results. However, the case of non-
linear system identification is a still under deveploment by the most part, mainly
because of the huge diversity of non-linearities that can be present in a given
system, making most of the standard identification methods not well-suited for
the task. Although difficult, in most of the cases there’s the core idea of using a
basis function k£ that can approximate arbitrarily well any function if enough basis
functions are added together [12],[24]. This is the case for neural networks, these
simple structures can approximate any function and they have been successfully
implemented in some real-time applications to infer patterns from data or to
learn dynamical systems, achieving incredible results that make them the most
used model structures [10]. Although their great capabilities to learn from data,
their complex structures could make their application within a MPC scheme
rather difficult. Another similar technique, which has been neglected in the past
given the heavy computational burden of its training, are Gaussian Processes.
This approach, which falls into the non-parametric Bayesian framework[14], also
models the identification of the physical system as a sum of basis functions k but
their locations on the operational space depends on the observed data. Moreover,
the kernel function is actually meaningfull for regression, i.e. its properties are
inhereted by the regressed function, and its analytical expression can be quite
simple, making it an attractive method for MPC schemes. Gaussian processes
have been readily proposed for joint learning and control tasks [11], moreover
there’s a vast literature available that describes their flexibility for learning and
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prediction capabilities [25] in different machine learning tasks. In this thesis, we
are interested in a class of kernels which have been rarely implemented to learn
non-linear dynamical systems. This class of kernels are flexible by design, and
should be able to infer much more complex behavior, outperforming the standard
kernel choices. Our goal is to apply gaussian processes to the Model Predictive
Control scheme, in order to achieve high performance during a complex control
task. This joint effort between learning and control is relatively new within
NMPC applications[6], mainly because now we are able to efficiently introduce
data-driven techniques for tasks that require a high-computational speed. Some
of these learning techniques are based on the introduction of a Gaussian process
aimed at improving different aspects of the overall controller setup, either tunning
directly the objective function [15] or improving the mathematical models[17] for
solving the optimization problem. Not only that, gaussian processes were also
implemented withing a NMPC scheme to improve the performance, pushing the
controller to take less conservative actions while keeping the controlled system
within a safety region to avoid possible damages [7].

1.1 Improving physical models from data

Through out the thesis we will focus on the improvement of the mathematical
description of the system by means of Gaussian processes, aimed to improve the
solution of the following optimal control problem:

argmin / " (t), u(®))dt + L(x(t))

X,u t()

st a(t) = f(z(t),u(t),t;p)

where f; are the system’s dynamics. This problem has a huge history behind,
many techniques have been developed ranging from Calculus of Variations to
Dynamic Programming. Here we focus on a more pragmatic way, based on the
discretization of the problem which allows the use of the heavy computational
machinery we have at hand. Moreover, we will focus on the behavior of the system
which can be influenced by the presence of external disturbances or uncertainty
present in some parameters p € R™ of its mathematical description, directly af-
fecting the resulting optimal control trajectory u(¢)*. Leaving aside disturbances,
our goal is to improve this mathematical description, at least locally, based on the
available data of the system’s behavior. That is, given a nominal description f,
we would like to improve this description based on the prediction errors observed
in previous control tasks. More explicitly, the true dynamics f;(x, u) of the model
can be decomposed:

fi(z,u) = fo(z,u) + U(x,u)

where v is called the mismatch model. Depending on the knowledge available to
us, we can set two kind of models:
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e Grey-Box: We have a mathematical description from physical principles,
the mismatch model will be formulated based prediction errors of the nom-
inal model and the measured variables (i.e. velocity prediction).

e Black-Box: We don’t have a mathematical description, the mismatch
model will be formulated from differences between observations (i.e. ve-
locity differences).

These representations are general, many system identification techniques have
these qualities (i.e. ARMAX models in the linear case [13]), but we make a clear
distinction: we won’t use a parametric representation of the models. That is, the
regressed functions will live in an infinite-dimensional space. This is the case of
Gaussian Process, where the estimated functions are just an infinite collection
of random gaussian variables. By modelling ¢ as a Gaussian process, the pre-
diction values at the particular test point (z,u) have a conditional probability
with respect to the observed data {(z;,u;)}Y ;. At first sight this seems a rather
complicated way of making estimation, but the predicted values will have a neat
expression of a weigthed sum

N

'l/)(fl?, u) - Z k($7 u; Ty, uz)az

i=1

allowing its implementation within the NMPC scheme while mainting its powerful
prediction performance. As can be noticed, this prediction depends on the chosen
basis function called kernel. The flexibility of Gaussian process comes from this
function, selecting the right kernel can result in a drastic change of behavior as
we will discuss later. Our focus will be on an analytical approximation of this
kernel function which should lead to a kernel that best represents data, hence
improving performance in the NMPC. Most of the earlier work about approzi-
mating a gaussian process was directed at reducing the computational training or
prediction time given the necessity to invert an N x N covariance matrix which
has O(N?3) computational complexity: adding more data-points to the prediction
model meant recomputing the covariance matrix. This made applying gaussian
processes unappealing for high-amounts of data, techniques about approximating
or reducing the complete inversion of the covariance matrices were developped
[19] by taking artificious inputs, inducing inputs, that reduce the overall com-
putational burden while keeping the prediction accuracy of the gaussian process.
This lead to approximating the kernel function itself, which completely character-
izes the covariance matrix, based on properties about its frequency components
[21] particularly to fasten the predictions. This approach was later generalized to
obtain a highly flexible class of kernels capable of approximating any kernel called
Generalized Spectral Kernels. Within this thesis we analyze the behavior of these
kernel approximations in the NMPC, trying to establish if their flexibility leads
to an overall improvement of the closed-loop performance and if they are suitable
for non-linear identification. Our model benchmark will be the Cart-Pendulum
system, we will compare the generelized kernel with the Squared Exponential
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kernel, widely used in the machine learning field, moreover we will establish their
generalization capabilities by employing them in different control tasks.

1.1.1 Organization of the thesis

The main programming tools we used in this work are based on Algorithmic
Differentiation, which is a recent programming paradigm. The core idea is that
complex functions in a computer program are compositions of elementary arith-
metic sequences, using a symbolic framework combined with a graph structure
makes it possible to track these sequences and compute their derivative either
in a forward or backward fashion, this makes their numerical evaluation much
faster and suitable for complex optimization problems . In this work, we use the
open-source software Lb-MATMPC which has two components:

e MATMPC: A MATLAB-based fast NMPC solver which uses on CasADi|[3],
a general-tool for gradient-based numerical optimization based on AD in
symbolic framework, heavily focused in optimal control.

e gpr-torch: An open-source Python library for Gaussian Processes which
uses Pytorch, an optimized tensor library based on AD for creating and
training of deep neural networks.

The thesis will be structured as follows:

e Chapter 2: Here we will give the main components of Non-Linear Model
Predictive Control and the techniques used to solve them.

e Chapter 3: We will introduce Gaussian Processes and their main prop-
erties, linking its learning properties to standard system identification and
their implementation on the NMPC scheme.

e Chapter 4: The focus will be on the study and generalization of the spec-
tral kernel, where the ideas come from and why it can have great capabilities
for non-linear identification.

e Chapter 5: Simulation results of the generalized kernel, focusing on the
training procedures and later confronting it with the Squared Exponential
kernel. We will test the gaussian models with two different nominal models,
in two different control tasks, discussing the results of the generalization
properties of the kernels to determine the overall performance.

e Conclussions We conclude by describing the results obtained with this
work, highlighting the main aspects and giving a general direction for fur-
ther investigations.



Chapter 2

Non-Linear Model Predictive
Control

In this chaper we introduce the Model Predictive Control formulation, focusing
on its application to Non-Linear dynamical systems. We give a brief introduction
to the main ingredients for the linear case, highlighting the crucial aspects that
make this approach exceptional for control of complex systems while achieving
high-performance and later focusing on the applied tecniques for non-linear sys-
tems throughout the thesis. This interest arises from the growing computational
capabilities of modern computers, which allows to solve in real-time control tasks
at high-frequency sampling using fast algorithms based on approximations of the
original problem. Moreover, we will also focus on cases that can give rise to
unsatisfactory performance, mainly parametric errors present during the mod-
elling of the physical system. We will set the optimal control problem for the
cart-pendulum system, which is our benchmark model to test the integration of
Gaussian processes for the learning of the mismatch model. Given the high accu-
racy of modern computers, it is correct to assume that simulations of the inverted
pendulum are accurate enough to validate our proposed learning techniques.

2.1 Model Predictive Control

The roots of Model Predictive Control [16] are based on optimization, mainly the
study of the Linear Quadratic Regulator problem:

N-1

1
min Z §($ZQ$;€ + ui Ruy) + rNQnTN (2.1)
k=0
=A B
s.t. {x’““ ~ Ak T B (2.2)
Tog = To

where x; € R", u; € R™ are state and control variable, z, is the initial
observed state, the matrices @), R,Qn > 0 are assumed positive definite and
u = [uy,...,uy_1] are the decision variables to optimize. Under general assump-
tions about the system, this problem admits a (unique) optimal solution, i.e. a

13
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sequence u* that minimizes the objective function and drives the state variable
to 0, moreover the control sequence has a feedback form w; = K(i)x(i) where
K (i) comes from solving a Discrete Riccati Equation in a backward fashion. In
a perfect setting, this optimal control trajectory could be applied in an open-
loop fashion and complete the control task, nevertheless the limitations of this
approach is that the true system’s behavior may have some discrepancies with
respect to the predicted solution x* from the initial state Z(, either from para-
metric errors within the nominal model system or measurements errors of the
state, blindly applying the optimal solution could result unsatisfactory perfor-
mance. Another key point is the physical limitations of the control trajectory,
i.e. actuators limits, or confinement of state vector to be within some regions for
safety reasons. That is:

Tmin S X S Tmax

Umin S u S Umax

The MPC formulation is capable of handling these difficulties by solving the
optimal control problem at each iteration of the control task. At stage k, given
the available state measurement xy = T, it solves (2.2) for the prediction horizon
[k,...,k+ N —1] and applies the first element of the control sequence uy(0) = uf
to the real system, shifting the prediction horizon [k + 1,...,k — N| and re-
iterating the procedure once the measurement of x;, is available, as illustrated
in figure (2.1).

PAST FUTURE
>

A

—e— Reference Trajectory
—e— Predicted Output

Ve g Measured Output
|/ Predicted Control Input
—— Past Control Input

Prediction Horizon ~
L

| | | | | | | |
1 T 1 T T T T T T >
«—>
Sample Time

k  k+l k+2 k+p

Figure 2.1: Model Predictive Control scheme.

Constraints can be introduced within the optimization problem, given a con-
vex cost, these can be solved efficiently using Quadratic Programming (QP)
solvers. In the end, we have the main ingredients for the MPC formulation:

e Cost function: Usually convex function for efficient solving, it has to
reflect the goals of the control task.

e System dynamics: It’s the mathematical description of the physical sys-
tem. The accuracy of the modelling heavily influences the computed opti-
mal control trajectory.

e Constraints: These are conditions that must be satisfied throughout the
control task, imposed either on the state or the control variables. They can
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be hard, i.e. imposed by the physical system, or soft, conditions we’d like
to be satisfied but are not necessarily achievable.

2.2 Non-Linear Model Predictive Control

We focus now on the extension of the MPC paradigm to the non-linear dynamics
case, in particular on the Direct Optimal Control approach, which is based on a
particular discretization of the state and control variables, allowing the approxi-
mation of the original problem into a Non-Linear Programming (NLP) problem.
This NLP formulation can be solved with the implementation of fast algorithms
to compute the optimal decision variables making the integration of moving pre-
diction horizon an appealing technique, even in cases where the dynamics of the
physical system are highly complex, maintaining high performance throughout
all the stages of the control task. This comes with a caveat, we must have a high
sampling frequency and the mathematical description of the system has to be
accurate enough to make the predictions representative of what is happening in
real-time. From first principles, we can obtain a mathematical description of the
system at hand as

#(t) = fz(t), ult), t; p) (2.3)

where z(t) € R™, u(t) € R™ are the state and control variables, p € R™
are parameters which characterize the system. Knowledge of the values of p
is important to guarantee high-accuracy prediction, which is sometimes not the
case, we will focus later on that problem.

2.2.1 Setting up the Non-Linear Programming problem

Assume now that the system dynamics are smooth enough, i.e. Lipschitz, we can
pose now pose the continuous control problem as

min / 1 (t), u()dt + 1 (2(t) (2.4)

2Oy Sy
to) = &0

0(t) = f(x(t), ult), t;p)
(t))

2.5
< 0,71 € fin 1] (2
0

where [ and [y are the objective function, r(-) and 7¢(-) are the path and ter-
minal inequality constraints. The optimization problem depends on the value
of Zy which is the initial condition of the system. Many solving techniques are
available, we put our focus on the Direct Multiple Shooting approach [20], where
we divide the prediction horizon [to,tf] into N shooting intervals 7y, T41] with
k =0,...,N — 1, obtaining N + 1 grid points ty = 790 < 71--- < v = 15.
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The control trajectory is parametrized such that it remains constant during an
interval:

u(t) = ug, VYt € [T, Tht1)

This control trajectory parametrization, together with the multiple shooting grid,
results in the representation of state trajectory as /N coupled initial value problems

l‘(t) = f(x(t)vulvtap)vv{; € [7—2'77—1'4-1)
iIZ'(Tl) = XT;
In multiple shooting, N + 1 shooting points (xo,...,zy) are defined exactly on

each grid point such that these variables satisfy z; = x(7;). To take into consid-
eration the system’s dynamics, the continuity constraints are imposed

i1 = Z(1, xu;), 1=0,...,N—1

where Z(+) is an integration operator which solves the IVP in the interval [7;, 7;41)
and returns the solution at the grid point 7;,1. Throughout this thesis we use a
uniform grid, and apply the same integration operator. We obtain the following
discrete-time autonomous system dynamics:

mi“:gb(wi,ui), 1207,]\7—1

where ¢(-) is the resulting function from calling the integration operator. Regard-
ing the path constraints, they are imposed directly on the shooting grid points:

r(z;,u) <0, i=0,...,N—1
Tf(IN)SO

Given these parametrizations, we can reformulate the original objective function
as:
N-1

Z/Tih Hwi, ui)dt + 1y ()

i=0 v Ti

which can be approximated as a discrete sum:

=

Ui, ug) + p(zN)

I
o

i

where we omit the grid points, we can formulate the NLP problem as

N-1
min Z Uz, wisp) + L (x(ty)) (2.6)
M iso
Ty = CCAO

xiH:(b(xi,ui), ’L:].,,N—l
r(zi,u;) <0, 1=0,...,N—1
Tf(l‘N) <0

s.t



2.2. NON-LINEAR MODEL PREDICTIVE CONTROL 17

where x = [zg,...,2y] and u = [ug,...,uy_1] are the discretized state and
control variables. In the case of Non-Linear MPC, at every instant k of the
control task, a similar NLP problem is formulated over the prediction horizon
and the initial optimal input wj of the control sequence is applied. However,
finding the optimal solution of the NLP is not an easy task, mainly when we
want real-time solutions in highly non-convex problems. We have to resort to
another approximation within the NLP formulation to convexify the problem at
hand. This results in a multi-hierarchy scheme[4], where fast algorithms have to
be parallelized or find clever ways to avoid repeating computations, one of those
is Sequential Quadratic Programming.

2.2.2 Sequential Quadratic Programming

To solve the original NLP problem, we use a local quadratic approximation of the
original objective function and linearized constraints at each stage. In general, a
NLP problem has the following form:

rnzin a(z) (2.8)
st b(z)=0 (2.9)
c(z) <0 (2.10)

where z € R™* are the decision variables, a(z) : R™* — R is the objective function,
b(z) : R" — R™ and ¢(z) : R — R" are the equality and inequality constraints
respectively. Given the non-convexity of the problem, it is hard to find global
solutions and we rely only on local optimality. Still, many arguments can be
made such that we can analyze those local optimal points in a similar fashion for
global solutions. Those solutions are based on the minimization of the Lagrangian
Functional:

L(z,\, 1) = a(z) + \'b(z) + pu'c(z)

Admissible solutions have to satisfy the celebrated Karush-Kuhn-Tucker condi-
tions, assume that z* is a local minimizer for NLP problem then there exist
Lagrange multipliers \* and p* such that:

V.L: V.a(z*) + V.b(z*)"\* + V.c(z*) ' u* =0 (2.11)
VL : b(z*) =0 (2.12)
V,.L: c(z") <0 (2.13)

pici(z)=0 i=1,...,n. (2.14)

A primal-dual solution (z*, \*, 1*) is called a KKT point, more details on the
conditions for a local minimizer can be found [20]. Assume to have an initial
guess (z;, A\, uf) at iteration i, it’s possible to linearize the NLP problem to find a
primal increment Az = z—z} from solving the following Quadratic Programming
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(QP) subproblem:

niin %AZTHAZ + V,a(z*) Az (2.15)
st. b(2*) + Vub(z) Az =0 (2.16)
c(2%) + V,e(2) ' Az < 0 (2.17)

where H = V2L(z}, A}, uf) denotes the Hessian of the Lagrangian. The solution
of the subproblem gives the optimal increment Az* and new multipliers A\; 1, i1,
resulting in the update:

z; = z; +alz"
A = (L= o)Ay + iy
i = (1= )i + apiip

where « is the step-size, this procedure is iterated until the KK'T conditions are
satisfied up to a given accuracy. There are many other schemes to obtain solutions
of the NLP, based on different strategies of posing the problem or parametrization,
which are out of the scope of the thesis.

2.2.3 Solving the Optimal Control Problem

Given this brief introduction to NLP, we can apply it directly into an optimal
control problem. The classical discretized objective function for control tasks has
the form

=

1
(s w) iy + 5l (@)l (2.18)
0

1
2

i

where h is usually a non-linear function, it can embed tracking or regulation tasks.
Recall the discretize OCP (2.7), given an initial state and control trajectory guess,
defining z = [29,...,2n_1,2n]7 € R™ where z; = [z],u]]T € R and the
discretized constraints:

o — To 7“(9507 Uo)
T — ¢($0, Uo)

b(z) = f c(z) =
TN — (b(fol; UNA) TN(SUN)

where the inequaly constraints have the form
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we can setup the usual NLP. At the [ iterate of the SQP, given the state and
control trajectory z' guess, we have the following QP subproblem

. /1 Ax; THZ Ax; A 519

i=0
1
+ §Ax;{,H]lVAxN + gﬁAwN

st Azg =z — o
Axiy = AAz; + BlAu; +dl, i=0,...,N—1
d<d+C"Az;+ DV Ay, <@, i=0,...,N—1
cy <+ CﬁAxN <y
l l

where Ax = x — x!, Au = u — u!, defining with x! = [z,... 2] and u' =
[ub, ..., uly_;]. The respective Hessian matrices H;,Hy are approximated via
Gauss-Newton method and g¢;,gy are first-order terms of the Lagrangian. The

linearization matrices are

_ 3(15 Bl_ 8¢ l

A= Bi=g @=olw,u) -, (2.20)
67” afr aTN
b= D= L
¢ Ox;’ b ouy Cn Oxy

d=rt—r(w,u), =7 —r(z,u)
[

Ay =1y —rn(ay), @y =Ty —ra(zn)

From the solution of the QP, we can update the state and control trajectory:
x = x' + aAX! (2.21)
ut =1 + aAY

and iterate until the KKT conditions are satisfied, we apply the first control input
of the converged solution and shift the trajectory for the next sampling instant.

2.2.4 Parametric uncertainties on the NMPC

Given the previous formulation, we focus on our benchmark problem. Consider
the inverted pendulum which has the following nonlinear dynamics

—ml sin(0)0% 4+ mg cos(0) sin(9) + F
B M 4+ m — mcos?(0)
i F cos() — ml cos(0) sin(0)0% + (m + M)gsin(6)
(M +m — mcos?(6))

where p is the cart’s position, # is the pendulum’s angular position and F is
the control force, depicted in Figure 2.2. From now on, each simulation will have
as correct parameters the ones in Table 2.2.4.
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’ Parameter \ Value ‘
M 0.1 kg
m 1 kg
l 0.5 m
g 9.81 m/s?

Figure 2.2: Cart-pendulum sys-

tem where M is the cart mass,

m and [ are the pendulum mass

and angular position.

The state variables will be z = [p, 0, v,w]’, the control input will be u = F,
we have the discretize OCP

Table 2.1: Correct parameters of
the cart-pendulum system.

N-1 A )
min ; | m - Bﬂ HQ + 25 Qurn (2.22)
st xo = Zo (2.23)
Tiy1 = ¢(z,u;) Vi=0,...,N—1 (2.24)
—2<p <42 Vi=0,...,.N—1 (2.25)
—50 <w; <450 Vi=0,...,N—1 (2.26)

where @ = diag[10,10,0.1,0.1,0.01] and Qn = diag[10,10,0.1,0.1] are the weight
matrices, Zo = [0,7,0,0]7 is the initial state of the system, we solve this problem
using SQP. While solving the QP problem, the main cause of the prediction error
comes from the parametric error, this a static error present in the non-linear
nominal model. Our goal is to compensate this error from the measurements of
the variables p and 6 in the discretized model that comes from the integration
operator ¢(xy, ux). We will have two models to evaluate, based on the knowledge
of the mathematical description we will compensate the predictions using:

e Grey-Box: Mathematical description is available, we will define the mis-
match model on velocity prediction errors: (g, ug) = Gre1 — §k+1, where
dr+1 are the measured velocities of the sytem (i.e. cart velocity or pendulum
angular velocity) while i1 1s our velocity prediction based on the nominal
model.

e Black-Box: No mathematical description is available, we will define the
missmatch model on velocity increments: (g, ug) = gr+1— Gx. In this case
Gr+1 and g are velocity measured values.

In particular, these models will be implemented by the means of a guassian pro-
cess -pun intented- trained to learn the mismatch model, with the hope of com-
pensating these parametric uncertainties.



Chapter 3

Gaussian Processes for System
Identification

The goal of this chapter is to introduce the general framework of system identi-
fication of non-liner dynamical systems using Gaussian processes. There’s a vast
literature and many approaches have been proposed in the past decades, from neu-
ral networks to fuzzy logic models, where one the main ideas is the application of
a set of basis functions[23], which are either local or global, that approximate the
underlying system. Recall that any model about the physical system is wrong
and we are not trying to infer the true model, instead we want to find useful
models that are able to complete the task in different working conditions of the
physical system. This paradigm was introduced by Ljung [13], which put on the
shelf different kinds of black-box models for linear systems and evaluated their
performance by minimizing some penalty function (i.e. the quadratic prediction
error). Such unifiying framework for linear system identification remains valid
for non-linear systems. Nonetheless, it is useful to give preliminaries concepts
on linear system and later apply the key ideas to non-linear models. We will
focus on the Bayesian framework, introducing Gaussian processes and their main
properties. Moreover, we will give their connection with the Reproducing Ker-
nel Hilbert Spaces, making the application of Gaussian processes for dynamical
systems theoretically sounding. Later, we will introduce the implementation of
the gaussian process into the NMPC scheme, showing the reformulation of the
discretized optimal control problem.

3.1 Bayesian framework for System Identifica-
tion

The main goal of system identification is to learn models from observed data,
which allows for prediction of properties or behaviors of the phenomena at hand.
Most models result in a mathematical expression, which describe relationships
between variables present in the system. There could a huge amount of variables
which play a role in the observed output and different models of the same model

21
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class could describe arbitrary well the data, raising the necessity to select the best
model by using some criterion. There should be also a measure of the complexity
of the model classes, their size or flexibility. Here we introduce the basic example
for linear systems using the Bayesian approach to inference, remarking the key
concepts that will be also applied for non-linear cases.

3.1.1 The Linear Case: Some key concepts

Assume to have N datapoints D = {(x;,y;)} Y, where z € R? is the measured
input (or feature) and y; € R is the measured output. A bayesian measure model
is defined as:

Yi = Xi W+ € (3.1)

where w € R? is the regressor, modelled as random variables with probability
density p(w). Output measurements are always affected by imprecisions which
are unpredictable, modelled usually as € ~ N (0, 07) and assumed independently
and identically distributed (i.i.d) for all the measurements. Our goal is to infer
values of the regressor that best describe the dataset D under some criterium. In
the Bayesian framework we don’t have a punctual estimation but rather a prob-
ability density from which we infer some quantities. In the spirit of introducing
the metholody followed in the thesis, for now we pursue the Maximum Likelihood
approach to obtain a punctual estimate of the regressor. Assume that the model
parameters are normally distributed w ~ A(0,Y). By stacking measurements,
we obtain the more general regression model:

y=%w+e€ (3.2)
where ® = [x1,...,x5]T € RV* ¢ ~ N(0,02Ix) and we have that
y ~ N(0, 2507 + 021y)
Consider now the likelihood function:
L:R" — R,
w — L(w;y) = p(w,y)

where y is assumed fixed and the variable w can change, we find the Maximum
Likelihood estimate as:
w = argmax L(w,y) (3.3)

weRd

Equivalently, we can define the negative log-likelihood:
l(w;y) = —log(p(w;y)) (3.4)
and set the optimization problem as:

w = argmin /(w, y) (3.5)

weRd
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The joint distribution can be computed as: p(w,y) = p(y|w; o5 )p(w), where the
conditional is the model error distribution. We obtain:

(w,y) = —log(p(y|w; 05)) — log(p(w))
where:

p(ylw; o5) ~ N(dw, 031y)
p(w) ~N(0,%)

obtaining the final optimization problem:

1 1

w = argmin — [y — dw|* + -w' S 'w 4+ C (3.6)
weRd 20-0 2

where C' is a constant. This is a simple quadratic optimization problem, and

admits solution:

WiL(y) = (@7® + ogx ) 0Ty (3.7)

Notice how the objective function can be decomposed in two terms: the first term
is the data-fit and the second term is the complexity penalty. This decomposition
generates a natural trade-off between interpretability of the data and flexibility
of the model, something that will be recurrent throughout the thesis. If we’d like
to make predictions using a new test point x*, we can simply use our punctual
estimate:

§(x,) = xIWyp = xL BT + o2n ) 1aly

We can find an alternative expression for our estimate by appying the inversion
lemma to the inverse matrix:

Wi = 20T (LT + 02In) "ty (3.8)

One key aspect of the Bayesian framework is that it gives us confidence on our
estimates. In general, given the probabilistic nature of our model, we can apply
the Bayes’ formula to find the parameters w posterior distribution:

_ plylw. Xp(w)
POy 0 = Ty

(3.9)

where
p(y|X) = / p(y|w, X)p(w)dw

is a normalization constant. It is known that p(w]|y, X) is still a gaussian density,
with mean and variance:

Elwly] = 3®(®%d" + o2Iy) "ty (3.10)
var(wly) = &YX 07 — LO(OXNdT + o7 ly) 1 OTY) (3.11)



24CHAPTER 3. GAUSSIAN PROCESSES FOR SYSTEM IDENTIFICATION

where the mean of the posterior has the same expression of the ML estimate.
This is a known result, in case of Gaussian densities the maximum likelihood
estimate coincides with the mean of the posterior density of the regressor, i.e.
the maximum a posteriori estimate (MAP):

E[W|Y] = Wrr,

and the variance is the remaining uncertainty on the parameters given that we’ve
observed the dataset D.

3.1.2 Non-Parametric Bayesian Regression

Following the linear regression case, we can generalize our measurement model
to non-linear model as:

y(x) = g(z;0) + € (3.12)

where g(z;60) is a non-linear mapping, v € R% and 6 are some parameters that
characterize such function. Non-linear identification is based on trying to infere
g(x;0) from data, which can be extremely challenging. It is possible to apply
some approximations and redefine the problem as a linear regression. We can get
to this general result by first defining a non-linear mapping, called basis function:

¢y : R — R”
r — ¢, ()

where v are parameters we can modify. Then, we can set the measurement model
as:

y(r) = ¢ (z) W + € (3.13)
where w € R is a random vector and ¢ is white noise. We can set again ®(X) =
[#(x1),...,d(xn)]T, and obtain the linear regression model:

Y:(I)(X)W+67 €f\J'/\/’(Ovo-(Q)[N)

This is the one of the most general black-box models[12], think of neural net-
works. Choosing the basis function represents the most challenging part, it has
to be set a priori based on the knowlegde of the underlying system together with
the parameters v that best describe the data. Assuming again w as normally dis-
tributed N (0,X), we can apply the ML estimator to obtain punctual estimates:

W = 2@(X)T(<I>(X)2<I>T(X) + op n) _ly (3.14)

In particular, we can make a prediction based on a new test input x,:

y(.) = ¢(z.)"W (3.15)
= ¢(x.) 2T (X) (cb(X)Zch(X) + a§In> Ty (3.16)
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Recall that we have a probabilistic model, encoding our priors assumption about
the system. Indeed given the input x, the measurement model has a gaussian
density:

p(y(@)) ~ N(0,6,(2)" S, (x) + o) (3.17)

If we consider another input 2/, noting that the error between output measure-
ments are independent, we obtain their covariance (correlation) as:

Ely(2)y(z')"] = ¢,(x)" S¢, (2') (3.18)

That is, the map ¢.(z) induces a covariance function in the measurement model,
which directly influences our estimate and prediction (look closely at (3.14) and
(3.16)). Analyzing the properties of that function, choosing the basis function
¢~ that best suits our needs and devicing a way to compute the (sub)-optimal
parameters v will be discussed next, where we introduce the Gaussian processes
framework.

3.2 Gaussian Processes for Regression

In this section, we introduce the tool that will be our cornerstone through the
thesis. It is flexibile as a function approximator, analogous to that of Neural
Networks with an intimate link between both of them, and its intuitive way to
construct classes of functions that represent our a priori knowledge of the model
gives us a powerful tool for system identification. Most of its properties are well
known in the machine learning field [25], our interest here is their capabilities
as non-linear approximator. One of the main approaches for non-linear system
identification is based on using a set of basis functions, which tries to infer the
manifold generated by the observed inputs and variables, think of reconstructing a
static image from some of its pixels. This can be generalized for Gaussian Process
using the Reproducing Kernel Hilbert Spaces formalism, where these manifolds
are not other that sums of linear combinations of the basis function.

3.2.1 Gaussian Processes

Before introducing gaussian processes, we need to introduce the notion of a
stochastic process. This is an important mathematical tool applied in many
science fields when trying to describe uncertain phenomena. Many complex phys-
ical behaviors can be described with simple models based on stochastic processes,
describing its formalism and main properties is crucial to the understanding of
gaussian processes.

Definition 3.2.1 (Stochastic process). Consider a probability space (Q,F,P),
where ) is a non-empty set, F is a o-algebra of Q) and P is a measure function.
A stochastic process is a collection of random variables { X,}, indezxed by a set T,
defined on €):

X(t,w): TxQ—=R (3.19)
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The stochastic process is characterized by its cummulative distribution func-

tion F'(x) for a finite-dimensional collection of random variables {X;,, ..., X, },
which is defined as:
Ft1 ..... tk('rh l’k) P(th S Jfl,...7XtN S .I'N) (320)

It has to satisfy the standard conditions such as right-continuity and monoticity.
Moreover, if it’s absolutely continuous it admits a density function p(x) defined

as:

..... Tiy.e.o, Tk
Py, ts (331, o ,:Uk;) = 8xt1k< laxk ) (3.21)

In most cases is rather difficut to explain the behavior of the stochastic process
for each realization of w (sample path), in general we can describe its behavior
with the moment functions.

Expectation and Covariance

We are interested on the mean behavior and correlation between different random
variables of the process, usually referred as the first and second moments. We
define the mean function m(¢

/ X, (w)dP(w / v dF(z) (3.22)

and the covariance function C(t, s) as:
Ct9) = [ [ (i) = m(®) (X, ) = m(s))aBe) (3.23)
= //1@2 zy d*Fy o(z,y) — m(t)m(s) (3.24)

(3.25)
We have that the variance of the random variable X, is:
o?(t) = C(t,t) (3.26)
and the correlation function with another r.v. X, is defined as:
C(t
oty 5) = —29) (3.27)

o(t)o(s)
We will see that mainly the study of the covariance (correlation) function is the

study of the behavior of the stochastic process itself. A key property is its positive
definiteness, a covariance function C(t, s) is

e (Semi-)Positive definite: Consider the random variable X = a;X;, +
-+ g, Xy, , we have:

Var(X) =Y Y " a,a;C(ti,1;) > 0,a; € R, t; € T,k > 0 (3.28)

i=1 j=1

which is the definition of a semi-positive definite function.
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This is a fundamental property for stochastic processes. In Abrahamsen [1], they
noted that the class of covariance functions coincide with the class of positive
definite functions and that the class of correlation functions coincide with the
class of positive definite functions where C(t,¢) = 1. This can be seen also as a
restriction, the modelling of some phenomena with a stochastic processes must
be done with a valid covariance (correlation) function. In such review, they
mainly focused on the analitycal properties that a positive function must have
to obtain specific behaviors of the stochastic processes. To simplify the analysis,
some invariance properties must be embedded on C' or p, a general assumption
is stationarity.

Stationarity

The behavior of a stochastic process strongly depends on the cummulative dis-
tribution F(x), which depends on the index set 7. Making assumptions on the
covariance functions means making assumptions on the index set, which are gen-
erally properties that such set must contain. A classic assumption is that the
index set T is a linear space (i.e. t,s € T =t +s €T, e.g R?).

Definition 3.2.2. A stochastic process is called strongly stationary if the
finite-dimensional distributions are invariant to translations on the index set T:

Fyoo (T1,...,28) = Fiitstors(T1, .. ,xy), Vs €T (3.29)

This property is in general hardly verify. We can define a lesser condition,
which acts not on the cummulative distribution but rather on the moments of
the process.

Definition 3.2.3. A stochastic process is called weakly stationary process if:

m(t) =m
{C(t, s) =C(t—s) (3:30)

That s, the mean s constant and the covariance between random variables de-
pends only on the difference of the indexes. For the correlation function:

p(T) = —5 (3.31)

with o2 = C(0) and 7 =t — s.

We will treat interchangeably the covariance and correlation function, differing
only by the scale constant ¢2. In most of the non-linear identification approaches,
stationarity is implicitely assumed as the basis function depends only on the
distance between the input variables. We follow this direction, mainly because
most of the data is collected in a small region and it simplifies the training and
implementation of the gaussian processes.
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Differentiability

Another interesting property to us is the derivative of a stochastic process. We
can define the derivative of a scalar process X (t), with t € R" as:
0X(t) X(t+ Aej,w) — X(t,w)

Xilt,w) = =5, = = limy A

(3.32)

where w is a fixed and e; is a unit vector in the i-th. Under some conditions on
02C(t,s)
0tié?sj
it’s finite for all i = 1,...,n at (t, t),.the derivatives of process are mean-square
continuous. That is, realizations of X;(t) are generally continuous, its moments

defined as:

the covariance function of the process [1], if the derivative exists and

B 0] = 25— i)
C’ij(t,s) = C’ov(Xi(t),Xj(s)) = %@tj)

Given that we will use derivatives of gaussian processes, this property is useful
because we’ll have well defined linearizations within the NMPC and it will make
the proposed metric (5.4) a valid one.

Gaussian processes

We are now ready to introduce the definition of Gaussian processes and its main
characteristics.

Definition 3.2.4 (Gaussian process). It’s a stochastic process which has a mul-
tivariate normal distribution as finite-dimensional distribution. We focus on the
scalar case, for any collection of r.v. {Xy,..., Xy, }, where X; € R, it admits
density function:

1 1 _
p(x) = meap{ =5 (= )57 (x = o)} (3.33)
( 27rdet(2)>
where x = [z, ..., x,)T, u=[m(t1),...,m(t,)] € R” and ¥ € R™" are the mean

and the covariance matriz with ¥;; = C(t;,t;), defined by its two moments m(t)

and C(t, s).

Without loss of generality, we can consider zero-mean gaussian processes. In
regression problems, the gaussian process is denoted with f and the index set is
the Euclidean space R?. We will denote a scalar gaussian process as:

f(x) ~ GP(m(z), k(z, ;0)),

where we use 6 to indicate that the covariance function k(x,z’) depends on some
parameters. The function k is also called the kernel function of the gaussian pro-
cess, we will use interchangebly the term kernel and covariance. For a collection
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of indexed random variables {f(z1),..., f(z,)}, according to the definition of
Gaussian process, we have that their joint distribution is:
h k(1) ... k(@ @)
L ~N (07 : : ) (3.34)
fn k(xn, 1) ... k(zp, x,)

Some classical examples are:

e Exponential Kernel:
beap(2,2) = o%exp( = |z — 2'])

e Squared Exponential Kernel:
/112
TR G P
sep(z, ') =0 exp( TP

o Matérn Kernel:

o2 (e -2\ Vol — 2
i35 () ()

where I'(v) is the gamma function and K, (+) is the modified bessel function
of the second kind [2].

e Polynomial Kernel:
kpor (2, 2") = (1 +yz"a’)?
e Trigonometric Kernel:

kirig(z,2") = 0*cos(w(x — ')

In Algorithm 1 we report the simple procedure to generate sample-paths of a
Gaussian process with covariance k(z,2’). Note that these are a priori realiza-
tions, no inference has been done. As stated, there are many parameters that
control the behavior of the stochastic process, in Figure 3.1 we can see properties
from periodicity to smoothness, etc. Notice how also setting different parameters
change the resulting function within a model class (in particular for the Matérn
kernel). Therefore, we could naivily (not so much) say that setting these co-
variance functions means choosing a space of functions with properties inhereted
from the covariance function, i.e. we are choosing an hypothesis, and within
that same class there are more intrinsicate behaviors determined by the so called
hyperparameters. We will later formalize this initial intuition.
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Figure 3.1: Realizations on uniform grids with SE, Matérn, Polynomial and
Trigonometric kernels.

3.2.2 Regression with Gaussian processes

Now, consider that we have N datapoints {(x;,y;)}, we are interested in finding
the relationship between input z € RY and the measured output y € R. We
model their relation with a Gaussian process f indexed by the input variables x.
The setup for measurement model is:

f(x) ~GP(0, k(x, 2'; 0)

yi(z;) = f(z;) + e, where {

where e is white gaussian noise representing the uncertainty in our measurements.
Collecting all the measurements, we have that:

Y1 f(x1) €1
y=1|:]=| ¢ [+]: (3.36)
YN flxn) eN

From now on, we indicate the input collection as X and e the collection of mea-
surement errors:

y=f(X)+e (3.37)

Algorithm 1 Generate sample paths on a n-points uniform-grid

procedure SAMPLEPATH(k, {21, ...,2,})
(K (X, X)]ij < k(xi,2;)
L < CholeskyDecomposition(K (X, X))
e + n samples from N (0, 1)
f+« L%

end procedure
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We have that y is a normally distributed vector with probability density:
y ~N(0,K(X,X)+021y) (3.38)

where [K (X, X)];; = k(z;,z;). Given that we have a probabilistic model, when
we have to make predictions in another index point x*, we need to compute the
conditional probability of f(z*) with respect to the available data y, where the
joint probability for [f(z*),y”]" is available:

Ol bE]) e

It’s a known result that conditioning jointly gaussian variables results in a gaus-
sian variable:

f(a®y, X) ~ N(u(x*ly, X), var(z*]y, X)) (3.40)
with

plaly, X) = Kt X) (K X) +02) 'y

. (3.41)
var(x*ly, X) = k(z*, 2%) — k(m*,X)(K(X,X) + aﬁ) K(X,z*%)

where K(z*,X) = [k(x*,wl),...,k(x*,wn)} and K(X,z*) = K(z*, X)T. To
make a punctual estimate of f(z*), we could apply the ML estimator, which in
the Gaussian case coincides with the mean of the conditional density:

f(@") = n(="ly, X) (3.42)

As can be noticed, the prediction strongly depends on the choosen covariance
function. Another great property of the Bayesian framework is that it allows to

define the uncertainty in our predictions, but we won’t use these information in
the MPC scheme.

3.2.3 Learning the Hyperparameters

The quality of the regression depends on the parameters we assign to the ker-
nel function. There are many methodoligies to carry out the selection of the
hyperparameters such as cross-validation or grid-like evaluations. One of the
most applied is the marginal likelihood maximization when we are dealing with
continuous hyperparameters § € R". In general, the observed variables y are
distributed according to:

p(y|X) = / Py |)p(£1X)df (3.43)
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where we integrate out the random functions f distributed according to the gaus-
sian process, while p(y|f, X) is the measurement error distribution. In the Gaus-
sian case, we have a closed-form expression for the marginal likelihood:

y|X ~N(0,K(X,X) +021,) (3.44)

We can apply the log transform to p(y|X) and try to maximize it with respect
to the hyperparameters:

log(p(y|X:0)) = =5y (Ko(X, X) +021,) "y — Slog(2ndet(Ky(X, X) + 021,)
(3.45)

Notice how can we divide the objective function as a data-fit term (first-term)
and a complexity-term (second-term), which makes this function suitable for
regularization within the selection procedure. Define K = Ky(X, X) + 021,, we
can set the Marginal Log-Likehilihood optimization problem:

0" = argmaxlog(p(y|X;0))
0cR"

This is in general a non-convex optimization problem with respect to the hyper-
parameters, in some cases there are also constraints that must be satisfied (e.g.
for SE kernel [ € R, ). The objective function, under some conditions such as the
differentiability of the kernel fucntion k with respect to the hyper-parameters,
admits a gradient:

dlog(y|X;6) 1 10Kg .4 1 10K

= yIK, 'K,y — —tr(K, '~ 4
= 2tr<(aa - K,) o, ) (3.47)

where o = K, 'y. This procedure is also known as Empirical Bayes or Type-2
ML, we can apply gradient descent algortihms to this optimization problem to
find the hyper-parameters. Given the non-covexity of the objective function, the
solutions may be locally stationary and different initializations for the hyper-
parameters may lead to drastical different solutions. With a relative low number
of parameters this phenomena can be disregarded, but once we start constructing
more complex kernels and the dimensionality of the hyper-parameters grows, some
solutions can lead to overfitting.

3.2.4 Reproducing Kernel Hilbert Spaces

We denoted earlier a Gaussian Process as a function f(-) taking as input = €
R?. Indeed, any gaussian process can be seen as assigning a probability to a
function where its measure is given by the infinite-dimensional distribution. In
the Figure 3.1, we used the different covariance functions to see how the behavior
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of the associated Gaussian process changed. Assume that we have a set of basis
functions {¢q4(z)};_, and we construct a function as:

f@) = wada()

where the random variables wy ~ N(0, 0?) are independent between each other.
If we compute the covariance between different inputs:

Bl (@)f () = B[(3 waga(®) (3 wasa(e))]

=0’ Z $a(z)da(2’)
d=1

This is a covariance function constructed from the set of basis functions. Any
realization of (wy,...,w,) will assign a linear combination of the set of basis
functions, hence we can assign a probability to any linear combination of such
functions based on the joint distribution of (wy, ..., w,). Of course, in rare cases
we precisely know such functions for the regression problem and we rely on the
kernel function where there’s no trace of a set of basis functions. Moreover, we
could pose the question of what happens if we impose an infinite number of basis
functions weighted by the random variables, does it admit a kernel representation?
Or viceversa, if any fixed kernel admits a set of basis functions weighted by some
random variables. The answer is positive and comes from Mercer’s Theorem, but
to understand it we have to introduce the notion of Reproducing Kernel Hilbert
Spaces (RKHS) which gives us a powerful tool for regression problems [§].

Definition 3.2.5 (RKHS). Let X' be a non-empty set and k(-,-) a positive definite
kernel function defined on X. A Hilbert space Hy of functions defined on X with
inner product (-,-)y, is called a reproducing kernel Hilbert space (RKHS) with
kernel k if it satisfies the properties:

1. For all x € X, the kernel section k(-,z) € Hy.

2. For all x € Hy, and for all f € Hy:

f(x) = (f,k(-,2))3, ( Reproducing Property or Evaluation operator )

From this general definition, we’d like to characterize the relationship between
a kernel k(z, ') and a Hilbert space Hy. Indeed, there is a one-to-one relationship
between them, as stated by Moore-Aronszajn theorem:

Theorem 3.2.1. Moore-Aronszajn: For a positive definite kernel k there exists
a unique Hilbert space Hy such that k is the reproducing kernel, and viceversa.
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Now, for purpose of understanding better what is the role of k, we introduce
the formal construction of a reproducing kernel Hilbert space. Consider a kernel
k: X x X — R positive-definite. We can define the space of linear combinations:

Hozspan{k:(-,x):xeé\f'} = {f:Zaik(-,xi):neN,ai eR ;e X,i=1,---
i=1

Moreover, we can define as inner-product between f = > " | a;k(-, ;) and g =
Z;nzl bjk('? yj):

n m

(F9)mo =Y Y aibjk(zi, y)

i=1 j=1

which satisfies all properties of an inner-product by the positive-definiteness of
k. The induced norm is ||f||5,, = (f, f)n, and we can obtain the Reproducing
Kernel Hilbert Space of £ by taking the closure of H:

Hy = SpanHy = {f = Zaik(-,xi) (ay,...) CR,(xq,...) C X, such that
i=1

n 2 o0
||f||${k = nlglgo H Zaik‘(-,mi) o Zaiajk:(xi,xj) < oo}
i=1 1,J

From this construction, it can be noticed that properties of any function f € Hy
are inhereted from the properties of k. That is, when we set a covariance function
on the gaussian process f, we are implicitly making assumptions on the space on
which realizations may belong.

Now, let u be a finite Borel measure defined on X with X’ being its support (e.g.
Lebesgue measure). Let Ly(u) be the Hilbert space of square-integrable functions
with respect to u. We can define the integral operator with k defined as before,
we have:

Tof = / k(. 2)f(2)dux), f € Lo(p)

This is a self-adjoint, positive and compact linear operator with a countable
system of non-negative eigenvalues {\;}72; such that > 7° A\? < +oo. This
implies that there exists an eigen-decomposition {¢;}; > of T} such that:

+o0
Tyf = Z i Dis [) Lo(u) Di
i—1

The eigenfunctions {¢; };- form an orthonormal system in La(p), i.e. (@, $5) 1o() =

d;j. Mercer’s Theorem says that the kernel function can be described by this set
of eigen-pairs.



3.2. GAUSSIAN PROCESSES FOR REGRESSION 35

Theorem 3.2.2 (Mercer’s Theorem). Let X C R%, pu a positive Borel measure on
X, k(-,) a symmetric continous function defined on X x X and positive definite.
Moreover, k such that:

[ | K rdutaidntn < +oc

Then
—+00
k(z,z') = Z Aii(x)di(2)
i=1

where the series converge absolutely and uniform over x,z’ € X.

This means that for each absolutely integrable kernel we choose, there’s a
basis function from which we could carry a Bayesian linear regression where the
weights are associated to a measure p. This representation, although abstract,
gives us the intuition that we could construct any kernel if we were to assign the
correct measure, in particular for stationary kernels as we will see in the next
chapter. In a similar fashion to the gaussian regression, we could ask if given N
datapoints {(fi, z;)}Y,, there exists a function in H;, that minimizes:

N

f = axgmin > (i = f@)* + 115, (3.48)
e =1

where H;. has kernel k. The answer is positive, and intimately linked to gaussian
regression.

Theorem 3.2.3 (The Representer Theorem). If Hy is a RKHS, the minimizer
of 3.48 has the form:

fi) = Z@z‘k('a )

where o = [av, ..., an]T are given by

o = (K(X,X) +~1,)'f (3.49)
where £ = [f1,..., fa]" and K(X, X) is the Gram matriz given by k(z;, ;).

Notice the familiarity of the solution, indeed it coincides with the mean of
the posterior of a GP. Now we know that choosing the kernel means choosing a
set of basis functions, and the prediction depends again on such basis functions.
Therefore, it is reasonable to try to approximate in some way the basis functions
to improve the overall performance of the GP in the regression task.
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3.3 Gaussian Processes in the NMPC

In this section we describe the implementation of gaussian processes in the NMPC
scheme. We’ll give a brief introduction on the training procedure, from collecting
the data and setting up the optimal control problem. The intent of implementing
the gaussian process is to achieve better predictions, in particular during the
generation of the QP subproblem which relies on the accuracy of the nominal
model, leading to a better closed-loop behavior.

3.3.1 Training the Gaussian process

The training of a gaussian process is a straightforward procedure. Collect data
from the system, model the input variables that will be form the feature space and
the relative variable to predict. For dynamical systems, the feature space usually
relates to past-present inputs and state variables, and the quantity to model with
the gaussian process is generally some partially observed state variable. In our
case, the input for the GP are physical variables that come from the same instant
k and its output is the relative prediction error at the next instant £ + 1. This
is a general approach, recall again the discretized model that comes from the
integration operator:

X1 = O(Xk, )
where we can divide the state variable as x; = [qg, 4|7 where q € R™ and
qr € R™ are the positions and velocities of the physical system. We assume that
we can observe the state variable, so we don’t deal with state estimation.
Collecting the data

Given N time instants, we can group the observed states and inputs:

X = {x0,...,xn-1} U={ug,...,xn-1}
Q:{qlaqu} Q:{dha(AIN}
where (i are the predicted velocities by the nominal model and q are the ac-

tual measured velocities. The mismatch model will be defined on the velocities,
depending on the kind of model setup, we define it as

Grey-Box :  Ady = Qes1 — Qest (Velocity prediction errors)
Black-Box :  Aqr = Qr+1 — G (Velocity increments)

Each mismatch velocity component will be modelled independently as a gaus-
sian process. Defining the index points as x = [x?,u’]?, we define the relative
gaussian process for the i-th mismatch velocity

Ag = Pi(x) ~ GP(0, k' (%, X))
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where k(- ) is its kernel function. We obtain the measurement model
Aq'i €1
Pl =Ad +e

ACE\/ EN

)

y:

where e ~ N(0,021y) is the measurement noise with variance o2. The dataset
doesn’t need to be ordered in a sequential manner, it’s enough to have the pairs
(Xk,y%), rather it is heavily recommended to have a shuffled dataset. This is
because, from the manifold view-point, we are completing the velocity models of
the system and the prediction model isn’t based on causality.

Learning procedure

For each GP, we will have the dataset D = {(%X;,y?)}}_,. Each kernel will have its
own hyper-parameters 6 € R™, these define the overall behavior of the process.
To optimize them, we minimize the Negative Log-Likehood by gradient-descent
— this is the key part of the learning procedure for GP-based models. There is
another important aspect of the learning that has to be treated, focused on the
generalization properties of the gaussian process. Given that we are trying to
infere the model mismatch, within a control task where the nominal NMPC con-
troller is active, our generalization capabilities could be limited within the state
trajectory obtained by the sub-optimal control trajectory, i.e. the generalization
properties are task-focused, or limited within a region of the operational space. A
way to avoid this bias within the learning is to apply an external control excita-
tion, this is a general procedure to explore different operational regions. Defining
u,.,; the external input, this leads to the dataset

AQ = Q1 — 04(Xk, Uprpe + Ueqy)

where uy/pc is the control input from the MPC controller, needed to establish
safety and achievement of the control task. To estimulate the system, we will use
sum of decaying sinusoids in different regions of the control task. We will talk
more in-depth about the hyperparameters and excitation of the system in the
simulation results.

Making predictions

We can use the trained process to make prediction on a new test point x*, the
conditional probability density of the process @E;(i*) given the N datapoints is
still gaussian and its Maximum Likelihood estimate coincides with its mean. We
obtain the closed-form expression for the prediction as:

E[5(%7)|D] = ¢} (X") = K'(X")a’
= Zki(sc*,fcj)a;l
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where o' = (KY(X,X) + o2Iy) "'y’ and kK'(x*) = [k'(X*,%X1),..., k'(X*, xn)].
Finally, we have the complete mismatch model prediction at the test point x*
i (X7)
P(X7) = : (3.50)
0p )
Given the model setup, we will have different models implementation in the

NMPC scheme. Under constant control input during the sampling interval T,
we have

e Grey-Box:

X1 = O(Xp, wy) + P (X, ug)

[Q(Xkauk)] _ [%(Xkauk)} . {%(Xmuk) ' TE}

G(xk,uk)| g%k, ug) V4(Xx, ug)

where ¢ is the nominal model description.
e Black-Box:

Xpr1 = O(Xk) + h(xp, up)
{Q(Xk, uk)] _ {Qk + k- TS} N [%(Xk, uy) - T?}
q(xg, ug) dk Vg (Xp, uy,)
that is, our nominal velocity prediction model is the identity operator
bq(xp, ug) = L, .

3.3.2 Learning-based NMPC

We are ready to implement the improved models within the NMPC scheme to
solve the OCP. Recalling the discretized OCP, the QP subproblem to solve iter-
atively will be:

N-1 1 A;L‘ T Ax ]
AxAu Z (5 {Aul H {AUZ] t 9 Axl) + 2A$NHNA$N + gy Ay

=0

(3.51)
st Axg=1x9— Zo
Azig = (AL + Al gp)Azi + (B! + Bl gp)Au; + algp, i=0,...,N—1
(3.52)
d<d4+C Az, + D" Au; <7, i=0,... N—1
vy <y + Y Azy <7y

where we have new linearization matrices

o oY
Algp= pr Blop= R a gp = o(ai, wi) + (g, ug) — at

(2
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and the other matrices are defined as in (2.20), notice that the continuity con-
straints now include the prediction of the GP in the term a; cp. Another key
point to take into consideration is that the linearization matrices don’t come from
the actual linearization of the system but rather from the integration operator,
i.e. first-discretize-then-differentiate. This is possible because we’'ve implemented
the optimization problem with the CasADi library and we’re able to compute
the derivatives with AD after the integration operator to improve computational
performance, we don’t digress further into that matter. These matrices can be
evaluated directly within Lb-MATMPC toolbox throughout the simulation, they
are of interest because their quality of linearization depends on the accuracy of
the original model. If the GP model has indeed learned the mismatch model,
we should get that A, + A, 4, is close to the linearized matrices of the original
system. This is possible because the kernel function encodes a priori informa-

tion about differentiability, in paricular a—w is a well defined quantity if we use
Ty
kernels that satisfy the continuity property for the derivative process (3.32) - at

least twice-differentiable at 0 ([25] Chapter 9).
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Chapter 4

Generalization of Stationary
Kernel Functions

In this section we introduce the family of spectral representations of kernel func-
tions, a class of kernels flexible enough to describe our data. As we’ve seen before,
the quality of the regression using Gaussian processes strictly depends on the se-
lected kernel. If the phenomena that we are trying to describe is not compatible
with the kernel, i.e. the analytical properties of the kernel don’t resemble that of
the phisycal system we are trying to infer, the generalization will be unsatisfying.
An interesting idea is that of approximating the kernel function itself by adding
up different kernels to give the gaussian process more flexibility which should
model different behaviors of the phenomena we are trying to regress, obtaining
an overall improved prediction performance — this is not a new idea by itself and
it’s actually a standard approach for gaussian regression. The main difficulty
with such method is that the kernels must encode a priori information, there-
fore it’s up to the operator to select which kernels to use leading to tuning the
hyperparameters by trial-and-error, making the overall training procedure longer
and difficult. Moreover, if we were to implement different kernels within the
NMPC, the overall computational speed could increase depending on the amount
of kernels added, it would go against our goals of achieving fast predictions in
real-time, something the standard Squared Kernel has proved to excel. The SE
kernel has this nice flexibility property while maintaining a simple form, a key
aspect we would like to preserve in the implementation of gaussian process for
NMPC. Here, rather than imposing different classes of functions, we introduce
a general classes of kernels which from a simple basis kernel can approximate
any stationary kernel function[22]. That is, this class of kernels allows us to im-
prove the learning performance while implementing only one class of kernel and
adding little computational burden to the NMPC scheme. The main theoretical
underpinning is based on a Fourier decomposition for positive-definite functions,
Bochner’s Theorem, which has been at the center of many procedures with the
goal of approximating kernel functions [21},[9],[26],[5]. Before introducing the im-
plemented kernel, we describe the main ideas that lead up to it, with the hope of
making clear why we selected it.

41
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4.1 Spectral Representation of Kernel Functions

The main property of a kernel function is that it is positive-definite, Bochner’s
theorem uses this property to state an alternative representation of the kernel
function:

Theorem 4.1.1 (Bochner’s Theorem). A real-valued function on R® is the covari-
ance function of a weakly stationary mean square continuous real valued process
defined on R® if and only if it can be represented as

k(x —2') = / e @) |y (dw)
Rd

where s a positive finite measure and x € R,

This is main theoretical underpinning for many approaches that try to gener-
alize the kernel function. For now, focus in absolutely continuous measures with
respect to the Lebesgue’s measure, admitting density function S(w)dw = p(dw)
such that:

k(z —a') = / ¢ =) S (W) duw.
R4

Setting 7 = x —1’, we have that S(w) and k(7) form a Fourier pair, by the duality
of the Fourier transform, we can compute the spectral density as:

S(w) = /R d k(r)e 7" Tdr

Recall that we can normalize the kernel function k(z, ') = k(i—f/) where k(0) = o7,

such that l%(()) = 1. This is the correlation function of the stochastic process, it
can be interpreted as the expectation of the random variable e/ (@=2) applying
Bochner’s Theorem:

k(z, ') :/ej“T(x_I/)de and  k(0) = / S(w)dw =1

o2 o2

7 jwlz jwT x’\ %
= k(o) = Egq, | (@) (")

where S (w) = S(E‘;)) is a valid probability density function. Both of these repre-
sentations are usually referred as the Power Spectral Density of the stochastic
process, and have the following properties:

e Symmetry: S(w) = S(—w)
e Positivity: S(w) > 0,Vw € R?
e Normalization: If k is the correlation function, then £(0) = [ S(w)dw =1

which follow from the properties of the kernel function. Approaches based on this
decomposition to approximate the kernel function can be divided in probabilistic
or deterministic, depending on how they interpret the power spectral density. In
the following we describe their main characteristics and differences.
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4.1.1 Probabilistic and Deterministic Fourier Features

The probabilistic view states that the kernel is the mean of a function of the
random variable w ~ S(w):

k(z,2") = Eousw) KerJTx) <€ij$/>*]

where * denotes the conjugate. Given that we are considering only real functions,
the imaginary part of the inner product can be discarded (more generally we have
that, by the symmetry of S(w), the integration of the immaginary part is equal
to 0), allowing us to rewrite:

k(z,2") = Eymsu) [cos(w” (z — 2'))
One of the first approaches using Fourier features[21] used this expression to

approximate the resulting kernel by Monte-Carlo integration. That is, they ex-
tracted M i.i.d. samples from S(w) (it had to be known apriori) and computed:

M
- 1
k(x,2') ~ k(z,2') = i ;cos(w?(m — '), w; ~ S(w)
Moreover, they introduced a probabilistic bound to the error of the approxima-
tion:

Theorem 4.1.2 (Uniform convergence of Fourier Features). Let M be a compact
subset of R? with diameter diam(M). Then, for the mapping k , we have that:

[ opdiam(M) : Dé?
_C< : ) 6xp<_4(d+2)>

where aﬁ = Es) [wTw] is the second moment of the Fourier transform of k, D is
the number of samples and C' is a constant.

Pr| sup |k(z,z') — k(z,2')| > €
z,yeM

We can see this bound in figure 4.4, where we extract M i.i.d samples from
S(w) and generate k(x,2’). In this example we consider spectral densities from the
SE Kernel and Genereralized Kernel with K = 3 clusters, which will be introduced
later. Notice how the generated kernel function closely resembles the original
kernel near the origin, with a relative low number of samples, intuitively this is
caused by how many frequencies we extract near the peaks of the distribution, as
can be seen by the histograms. This is desirable because it leads local correlation
values, although the negative effect is at the tails of this approximation where we
can see oscillations that can cause erroneous correlation values between distant
datapoints. This approximation was mainly used to decrease the training time
while preserving some accuracy within SVM regression by computing the kernel
mapping from samples of w ~ S(w), the spectral density remained the same so it
wasn’t actually infering the kernel structure. Let’s now elaborate the same result



44CHAPTER 4. GENERALIZATION OF STATIONARY KERNEL FUNCTIONS

(7) vs k(7)

0.2

0.15

0.1

(b) Random SE Kernel.

Figure 4.1: Random Fourier Feature kernels using N = 128 samples, Samples
Histogram and Error Approximation.

but in a deterministic manner, in particular we focus on the function-view of the
gaussian processes. Defining with z;(x) = [cos(w;z), sin(w;z)]T, we can see that:

k(z,2) = % Z cos(wi(z —2')) = % Z 2l (1) ()

More in general, this approximation can be seen as a trigonometric bayesian
regression problem where we model the gaussian process f(z),r € R? as:

M
f(z) = Z a;cos(w! x) + bysin(w! T)

=1

where the frequencies w; are deterministic values and the coefficients {a;, b;} are
i.i.d random variables:

(0 5), (0.5

with their variance scaled down by the number of basis functions. Defining ¢(x) =

cos(wlz), sin(wlz),...,cos(wl x), sin(wlz)]” € R*M, we obtain f(x) as a
1 i M M
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zero-mean Gaussian process with covariance function:

2

ka,2') = 756" (2)é(a)

which differs to the Random Features kernel by a scale factor of. This basis

was introduced by Lazaro et al.[9] mainly to reduce the computation complexity
of the inverse of the covariance matrix. Consider N datapoints, define the ma-
trix ®(X) = [¢(z1),...,¢(xy)] and assume additive noise e ~ N(0,02) to the
measurements, we obtain the covariance matrix:

2
K(X,X) = %CD(X)@(X)T + o021y

Applying the inversion lemma, we can obtain the equivalent inverse matrix as:

1 2
L (v - 00T 0@). A= 9(X)R(X) + M1y
o o

n

K(X,X)™' =

where A is a 2M x 2M matrix. If the 2M < N we can reduce the computa-
tional complexity of the inverse matrix while preserving accuracy of the approx-
imated kernel (recall the uniform bound). The training is done by optimizing
the marginal log-likehood with the fixed frequencies treated as hyperparameters,
with the hope that it can find resonable approximations of spectral density, in
this case we are indeed trying to infere some structure of the kernel. In Lazaro,
they state that a stationary gaussian process can be seen as a neural network
with one infinite-width hidden layer with weights distributed according to S(w)
and trigometric activation functions. This is somewhat interesting but also use-
less, we can’t work with infinite samples or hidden-units. Moreover, both of
these approaches use only trigonometric approximations, which can be seen as a
symmetric Dirac’s delta approximation of the spectral density:

M
1 LT
S(w) :/M E cos(w! T)e ¥ Tdr
i=1

B iié(w—wi)—l—é(w%—wi)
M & 2

where the ¢’s are weighted uniformly. Now, if it was the case that the kernel
function that best suits our data admits discrete spectral density, even in the
most trivial cases, the discrete representation should look like:

“+oo
Qg
(@) = 3 G (0 —a) + 3 )
where a;, > 0 and Z:;Of ap < 4o00. This is the main cause of overfitting for both
approaches: the frequency components are truncated and not scaled down. Even

if we optimize them, their weights are associated to a uniform spectral density.
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A possible solution could be to associate different variances to the r.v {a;,b;}
adding 2M hyperparameters to the optimization problem, which in itself is not
infeasible, but considering the non-convex nature of the marginal log-likelihood
function, we would incur in many stationary-local points losing interpretability
of the solutions. These were the main results that lead to the approximation of
kernels for gaussian process, their flexibility and ease to train was of particular
interest at the time. This was known as sparsification of the spectrum and it
allowed to fasten the computation of either prediction or training of the gaus-
sian processes for high amounts of data. Although simple, they were powerful
techniques for the regression task, but their generalization properties were un-
satisfactory when applied to more complex problems — mainly because of their
persistent oscillatory behavior.

4.1.2 Continuous Spectral Densities

So far we’'ve seen the approximation of the spectral density as a sum of Dirac’s
deltas. In general, we’'d like to use continuous kernel functions with different
properties to explain data and sparsification of the spectrum would demise gen-
eralization properties of the original kernel. Consider the scalar SE Kernel and
compute its Fourier transform:

127_2 wQ

oo

b(w) 2 Flhisphw) = / R ST

—00

where in this case I = 1/l is the so called length-scale parameter. The clas-
sic interpretation for [, is that it regulates the strenght of the correlation be-
tween datapoints, while using the spectral representation we can deduce that
the lengthscale actually controls the frequency components of the kernel inputs
and therefore of the regressed functions. We can see this more clearly in Fig-
ure 4.2, where we simulate sample paths of a Gaussian process with a Gaussian
spectral density in a uniform grid. This is what makes the kernel gaussian a

Spectral Density with [ =1,4,7 Realizations
3
1t
2
0.8
1 —
0.6 \\ /\ »
0
04+ 4 \_ A N4
-1
0.2
-2
0
-20 -10 0 10 20 0 1 2 3 4
Frequency Index distance w = 1/7 Index space z

Figure 4.2: Spectral density with different lengthscales [ = 1, 3, 7 with realizations
of the associated gaussian process. The spectral densities weren’t normalized for
clarity purposes.

really useful tool, by controlling a single parameter we can get drastical different
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behaviors. Although very flexible, one of its pitfalls is its generalization prop-
erties when applied to more complex phenomena. When it is not able to make
good predictions, during the training phase, it tends to increase or anhilated
its lengthscale parameters, higher lengthscales means constant behavior while
smaller lengthscales means more oscillatory behavior, this can lead to poor gen-
eralization performances. The main cause of this unwanted pathology is that the
kernel has the same power spectral density for the regression task. To adress this
lack of flexibility, in Wilson et al.[26], they used the Bochner’s representation to
approximate directly the spectrum with a mixture of gaussians. They noticed
that the SE Kernel spectral density was still a Gaussian, taking advantage of its
universal approximation property, they modelled each spectral dimension as a
coupled pair of gaussian distributions (so symmetry would be preserved) and the
resulting kernel was obtained by applying the inverse Fourier transform. Their
idea was that a high number of Gaussians for each dimension would be able to
approximate any spectral density. More exactly, for inputs 7 € R?, each single
mixture density was modelled as:

T SR S VR & 1T (97 @) + 67 ()
6 (w) = — p{ ST b= o, =11 5

where @ = [1\? . 59 and 1@ = 119, . 1'9] are hyperparameters of the

g mixture. The resulting spectral approximation Sg was a weighted mixture,
whose Fourier transform was the Spectral Mixture kernel Kg:

Q Q d
Salw) = D w,@g(w) = Ko(r) = > wy( [T exp(~(1?)2r)cos(u"7) )

q=1 i=

This is a promising result because we have a closed-form expression of the ap-
proximated kernel, in particular it isn’t based on sampling and the permanent
oscillations are no longer a problem because of the exponential decay as can be
seen in Figure 4.3. In this case the trained hyperparameters can be interpreted,
0.06 Spectral Mixture Density Spectral Mixture Kernel
’ — o) 1r — Ko()
0.05
0.04
30.03 r — [ N\
w0 =
0.02 | A / \/ \/5‘\/’\.,,
V v

0.01 ¢

-20 -10 0 10 20 ’ -0.5 0 0.5
Frequency Index distance w = 1/7 Index space distance 7 = |z — 2|

Figure 4.3: Spectral Mixture with () = 3 for the scalar case. Left the spectral
density approximation, right resulting kernel.

1 is the center of the spectral distribution and [ is the range of feature frequen-
cies which compose the kernel. The problem with this kernel is that the input
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features are inpendepent from each other, which is rarely the case for physical
systems as the states may appear as linear combinations. This result was later
generalized[22], obtaining more general conditions to have a full approximation
to any stationary kernel. Before stating their result, we have to formalize what
we wanted to achieve: we are looking for a class of kernel functions which is
flexible, tractable and can resemble any stationary kernel up to an arbitrary pre-
cision. The last condition is the focus of the next part, where we formalize how
any kernel is the limit of a class of kernels Sg. Before that, notice how we have
obtained two kind of spectral approximations: discrete dirac’s deltas and a con-
tinuous mixture. This is a consequence of Lebesgue’s Decompostion theorem,
which state that a positive finite measure p(dw) can be divided as:

M= Hsing. + Heont.

where ficons. 1S an absolutely continuous measure which admits density and fig;se.
is a pure-point measure supported on a countable set (i.e. discrete). One causes
constant oscillatory behavior while the other has decaying frequency components.

4.2 Generalized Stationary Kernels

We can now present the generalization of the Spectral Mixture kernels, formal-
ized by Samo|[22]. This class of kernels is very flexible and it can, in theory,
approximate any stationary kernel. This means that if we were to gather enough
data of a stationary process, we could precisely reconstruct the covariance func-
tion that characterizes such process. In this work we are not trying to infer the
original kernel, if the power spectral density S(w) of the process was available
we wouldn’t need to recur to approximations, moreover trying to reconstruct the
power spectral density is a whole different problem. Instead, we are interested in
having a powerful class of kernel functions that can infer more complex patterns
from the available observations and improve the overall prediction performance
of the gaussian process, in particular this approximation has a nice interpretion
based on Mercer’s theorem(3.2.2): adapting S(w) based on data actually means
changing the basis functions which determine our class model. The generalized
spectral kernels can be seen as a general extension of the Sparse Spectrum ker-
nels, where the frequencies are treated as deterministic parameters that have to
be optimized, in our case through the Marginal Likelihood, while avoiding its
overfitting tendencies by introducing exponential decay term. Another of its key
features is that, under simple assumptions about the kernel, we can embbed geo-
metrical properties such as differentiability of the resulting process, this together
with its simple analytical expression makes the generalized spectral kernel an
attractive implementation on the NMPC scheme.

Notions of convergence and Dense sets

Before introducing the generalized spectral kernel, we briefly introduce their
mathematical contruction to highlight its main characteristics.
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Convergence notions The approximation of a stationary kernel k() is based
on the convergence of a sequence of functions in the spectral domain, we have
the following notions of convergence

e Point-Wise convergence: A sequence of functions {f,(x)} converges to
a function f(z) in the point-wise sence if |f,(z) — f(z)] < €,Vo € R? as
n — oo.

e [;-Convergence: A sequence of functions {F,(z)} converges to F(z) in
the Li-sense if ||F,(x) — F(x)||z, — 0 as n — oo, where we considere the
canonical Li-norm |lg — fllz, = [ |g(x) — f(z)|dx.

Consider now functions that are absolutely integrable, i.e [ |f(z)|dzr < 400, then
they admit a Fourier transform. Assume that a sequence of {f,} and f in R? are
absolutely integable functions, denote with {F,,} and F' their Fourier Transform.
We have that:

) = 5@ <] [ (Pule) = Flpe" o] < [ |Pu(o) = Floldo

= |fu(@) = f(2)] < ||Fn(w) = F(w)||z,, Yz € R

If we are able to find a sequence {F,} € L;(R?) that converges to F' in the L;-
sense, then we are able to say that the sequence of functions {f,(x)} converges
point-wise to f(z). The main problems with this approach is that we don’t have
an explicit form for the sequences nor the limit, moreover it is difficult to prove
that an arbitrary sequence in L, converges to an element in L;. To tackle these
difficulties we need to introduce the notion of a dense set.

Family of Dense functions in L;(R?) We say that a set G is dense in the set
H if any sequence {g, } of elements in G admits a limit h € H. We’d like to find a
set of spectral densities {F},} that are dense in the spectral domain with respect
to the Li-norm, in that way the family of inverse Fourier Transforms of {F},} will
also be dense in the space of integrable kernels (original domain) with respect to
the pointwise convergence. To aid such purposes, we state the following theorem:

Theorem 4.2.1 (Wiener’s Tauberian Theorem). If ¢ is a function in L;(R?), a
necessary and sufficient condition for the set of all linear combinations of trans-
lations of ¢ to be dense in L (R?)(in the Li-sense) is that the Fourier transform

of ¢:
ﬂ@éfwmwzéyww%“m

has no zeros.
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Recall again the spectral density of the SE Kernel:

w? x?
1 -5 I’
S(w) = \/We 22 = F{S}x)=e 2 >0

It satisfies all the conditions of Wiener’s Tauberian Theorem, it is the known
Universal Approximation property of the Gaussian functions and it was brought
up by Wilson et al[26].

Generalized Spectral Kernels

Having a function that is dense in L; is not enough, some conditions must be
imposed to have a dense set of functions for the spectral densities:

e Positivity: A valid function ¢(w) must be strictly positive.

e Symmetry: The basis function ¢(w) must be symmetric, moreover to any
translation ¢(w — w;), we have to add another translation in the opposite
direction ¢(w + w;) to obtain a valid spectral density.

e Normalization: The resulting approximation must integrate to 1. This is
required if the kernel represents the correlation function, which differs from
the covariance function just by a scale factor o2.
These conditions must be satisfied to be a valid approximation of a spectral
density of a stationary process, we end up with the following spectral density
family:

Q;
5 (oF +o7)

Mx

K

Z% (Ww—w;) + d(w+ w;))
=1 i=1

where «a; are non-negative coefficients associated to the pair (¢*,¢~) and such

that ), oy = 1 for correlations functions, from such approximation the resulting

kernel is found by applying the Fourier transform to ®. These is the idea behind

theorem in Samo et al.[22] which we state:

Theorem 4.2.2 (Generalized Stationary Kernels). Let h be a real-valued positive
semidefinite, continuous, and integrable function such that h(t) > 0,¥7 € R%
The family of functions:

K
ki (1) = Z arh(T © Yi)cos(2mwi T)

=1

with wiy, 7 € RT, ay, € Ry, K € N* is dense in the family of stationary real-
valued kernels with respect to the pointwise convergence, where T ®y s the entry-
wise product.
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k(71 m)

(a) 2D Generalized Kernel, K = 3.
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s
s s s 2 ° 2 0 B 0

(b) 2D Spectral Density SE, top view to highlight the centers.

Figure 4.4: 2D Generalized Kernel using a SE Kernel as basis function.

With this theorem, it’s possible to approximate arbitrarily well any stationary
continuous kernel function and any kernels whose spectral measure is a pure-point
measure (i.e. they admit Fourier expansion) by the continuity of the basis kernel
h(7). Another consequence of theorem 4.2.2 is that the resulting kernel inherits
all the properties of the basis kernel, that is, if we choose a Matern kernel which is
2p times differentiable, the resulting approximation will be 2p times differentiable.
This is an exciting result, we know that the kernel function is strictily connected
to a Reproducing Kernel Hilbert Space and the functions which belong to such
space inherit the properties of the kernel: by approximating the spectral measure
we are changing the class of functions we can infere, an implicit model selection
procedure. Of course it comes with a trade-off, the number of hyperparameters
is O(DK) with D the parameters dimension and K the number of clusters. This
can lead to overfitting for high numbers of mixtures, moreover their optimization
mainly carried by maximizing the Marginal Log-Likelihood which notoriously has
many local-stationary points with few hyperparameters, let aside a few hundred.

4.2.1 Catching up with the times

We are interested in the spectral domain approximations because of the resulting
kernel analitycal tractability. Other kinds of methods are also available, which
mainly focus on the feature space of the gaussian process. The first method is
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an sparsification on the input by selecting inducing points on the feature space
[19], which have greater influence on the predictions, such that we can reduce the
computational complexity of the inversion of the covariance function, we won’t
discuss these methods because they don’t actually approximate the kernel struc-
ture. The second method is called Deep Kernel Learning[27], where the input
features are modelled by a neural network and then passed to a gaussian pro-
cess. The later is taking off the ground because of their great generalization
capabilities, it is a known fact that neural networks have great approximations
properties but their interpretability is somewhat lost. Nonetheless, although they
have a high number of parameters to train, modern software renders their imple-
mentation rather easy. To overcome the training of millions of parameters, they
rely on the techniques such as backprogation and stochastic optimization. The
hope in introducing neural networks is to find feature mappings that improve the
prediction capabilities: the idea is the same as random fourier features, where
we stated that a lower trigonometric representation can be applied to find richer
flexibility in the inference. Similarly, in deep kernel learning framework the task
to find interesting features is assigned to the neural netkwork, and given that a
gaussian process can be seen as a hidden layer with infinite-units, the last layer
of the network is an infinite expansion which depends on the learned features. As

w

| Hidden layers |

oo layer

Figure 4.5: Deep Kernel Learning model structure.

stated in Ober et al. [18], although these structures are able to generalize well,
the can suffer from overfitting. In such work they demonstrate how the MLL
optimization for the hyperparameters becomes a dull goal function. Indeed, they
apply the standard decomposition for the marginal likelihood and observed that
by applying the neural network, the data-fit term can always be minimized and
the only factor which influences the minimization is the complexity-term. They
state that such minimization occurs by correlating all the data-points and hence
becomes uninformative, we have encountered the same problem for the general-
ized spectral kernel. Still, the DKL gives satisfactory results even in the presence
of this bad behavior — they attribute this feat to the mini-batch stochastic learn-
ing applied during the training phase. Moreover, they state that a full Bayesian
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approach is enough to make DKL robust to these saturation of learning. This is
the main curse of the generilized spectral kernel: its flexibility, unless constrained
in some way by some additional regularization functions, can result in overcon-
fident models and its application on the MPC scheme could give unsatisfacotry
performances. Either way, its approximation capabilities can be compared to
that of Neural Networks, and its simple analytic form cannot be disregarded in
an iterative optimization problem.
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Chapter 5

Simulation Results

In this chapter we present the results of the generalized spectral kernel applied to
the NMPC controller. We will compare the overall performance with respect to
the Squared Exponential (SE) kernel, widely used in the machine learning field.
Recall our goal is to compensate the original model, based on the prediction errors
obtained from previous a control tak. We will first discuss the training procedure
and its main intricasies, evaluating each trained GP in two datasets: training
set and validation set. This will gives us initial hints about the performance of
the GP, but in general is not enough to decide which one performs better. We
will apply metrics defined on the differences between linearization matrices ob-
tained from the true model and the joint nominal-GP model, computing them
on the training and validation set. Although not possible in practice, here we
are interested in evaluating the capabilities of the Generalized Spectral Kernels
applied to dynamical systems. Later, we will evaluate their generalization prop-
erties by comparing the same matrices metrics on the closed-loop trajectory and
their relative one-step-ahead prediction errors, which should be in general a good
metric to evaluate the overall performance of the trained GP. As mentioned be-
fore, given that we are training the GPs in a particular control-task, we’d like
to be sure that the trained model is not task-focused. That is, if we were to
apply the learnt model in a slightly different control task, we would like to still
obtain a satisfactory performance: this indicates that the GP is indeed compen-
sating the parametric uncertainties present in the nominal model. To aid such
purposes, we will train the gaussian models in a richer dataset obtained by estim-
ulating the system. We will see that this improves performance and the models
obtained outperform the ones trained on datasets with nominal trajectories. Ac-
tually, this should be something we expect from the gaussian process: richer data
means more information about the system. We will perform these analisis on
two nominal models: changing the lengths and mass of the pendulum, as well as
the mass cart. We will see that the Gaussian process, with SE and generalized
spectral (SP) kernels are able to achieve improvements, however the SP kernel
outperforms the SE in many simulations.

25
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5.1 Setting up the models

In this section we describe the training of the prediction models defined in (3.50),
implemented in our benchmark dynamical system: the Cart-Pendulum. We com-
pare the following kernels:

ksp(x —x') = a® exp ( —(x-x)"Y 1 (x— x’)) (5.1)

ksp = Z af exp < — (x—=x)T'S (x - X'))cos(uf(x —x)) (5.2)

where x = [p, 0, v,w, u]T € R® contains states and inputs of the system. The hy-
perparameters of the respective kernels are the lengthscales 3 = diag{l, ..., [s},
feature frequencies j; € R® and scale factors a? € R,.. For the generalized spec-
tral (SP) kernel, we choose as basis function the Squared Exponential to show
that adding more flexibility indeed improves the performance and it doesn’t lead
to overfitting. We decided to implement only 2 mixtures because throughout the
learning procedures, we noticed that mixtures more or less converged to the same
1. Notice that we defined p as feature frequencies because there isn’t a physical
interpretation of such hyper-parameters.

5.1.1 Compensating parametric uncertainties

Recall again our original control problem for the cart-pendulum system (2.26). In
Figure (5.1), we present two simulations, one with correct parameters and another
with [ = 0.8 m where we assume that all state variables can be measured. The
simulations run the original system, while the control trajectories are computed
with the nominal parameters. As can be notice, the behavior is widely different.
A more detailed information of what is happening comes from the linearization
matrices. Within a control task, at each state initial state z,, we evaluate the
distance between the linearization matrices of true f; and nominal f,, model. We
use the Frobenius norm for A; and ls-norm for By, obtaining:

||Atrue - AnomHF = \/TT((Atrue - Anom)(Atrue - Anom>T) (53)
||Btrue - Bnom||2 - \/(Btrue - Bnom)T(Btrue - Bnom)) (54)

these will be our metrics to evaluate closed-loop performance between prediction
models later into the results. In Figure 5.2, we present the distances of the
linearization matrices between the closed-loop trajectories of the nominal model
with respect to the true model. Within the simulations of the true model, there
are present errors from the application of the integrator operator, which can be
neglected. Our goal here is to use the prediction errors obtained from these
simulations and try to compensate the nominal model, by modelling the velocity
mismatch models with gaussian processes and training them with the available
prediction erros.
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Nominal Models: To examine the learning properties of both kernels SE and
SP, we carried our analisis with two different nominal models which we refer to
as:

e Nominal Length: Nominal model with a wrong value for the length of
the pendulum: [ = 0.8m.

e Nominal Mass: Nominal model with wrong parameters: [ = 0.4 m, M =
0.9 kg and m = 0.2 kg. The nominal trajectory for the pendulum swing-up
is depicted in Figure 5.3.

The nominal model has just a slight parametric error, while the second model
are much futher from the true ones. By evaluating the generalizion properties of
the GPs using these two models, we should be able to compare more effectively
which kernel has better properties to learn the mismatch model.

NMPC Correct Model vs Nominal Model Trajectories
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Figure 5.1: Cart-Pendulum simulation using the correct parameter [ = 0.5 m.
Control actions are obtained from the NMPC scheme using the correct model
and the nominal model with [ = 0.8 m.

Types of datasets: We will train the gaussian models with two different of
datasets. The aim is to obtain more information about the true system, by
applying an external known input added to the nominal input during the swing-
up task, we get more erroneous predictions from the nominal model which should
gives us more information about the mismatch model. We have the following
datasets, which we refer to:

e Nominal Inputs: Data is collected from nominal trajectories obtained
from a swing-up of the pendulum, as in Figure 5.1.

e Excited Inputs: Data is collected from trajectories with an external input
applied, in particular we will excite the system with a sum of decaying
sinusoids through out the nominal trajectory. An example is in Figure 5.4.
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Figure 5.2: Linearization Matrices within the MPC scheme, evaluated within the
nominal trajectory at each observed data point Zj, u; with respect to the correct
model.

NMPC Correct Model vs Nominal Model Trajectories
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Figure 5.3: Cart-Pendulum simulation with nominal parameters [ = 0.4 m, M =
0.9 kg and m = 0.2[kg].

5.1.2 Learning the hyper-parameters

We briefly discuss the training process and the problems that we encounter. This
is the fundamental part of the entire procedure, we trained the models with the
usual minimization of the negative marginal log-likelihood (NML) by employing
the gpr-torch library. During this phase, we initially let all the hyperparameters
to be traininable for both SE and SP kernels, noticing that the scale factors were
very unstable or got annihilated by the end of the procedure. Although the
objective function was indeed being minimized and reaching to local-minima,
the performance in the NMPC was either not satisfactory or the solver wouldn’t
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Figure 5.4: System trajectories excited by an external sum of sinusoids.

converge in the QP subproblem. As mentioned in Ober et al. [18], when dealing
with kernels with a high amount of parameters, these scale factors tend to become
a dull parameter and not improve the performance of the trained GP, we found
the same troubles. We decided to fix the scale factors: for the SE we have a = 1
and for the SP kernel we set then to be uniform «; = 0.5.

Mini-batch learning: In general, the standard training of the gaussian pro-
cess uses only the NV, datapoints used later for the prediction to optimize the
marginal likelihood. We found out that this could lead into overfitting during the
training, given that we have a relative high number of parameters. To improve the
training procedure, we applied mini-batch training, stacking data obtained from
previous swing-up procedures resulting in N;, datapoints, dividing the whole
dataset into random subsets of N,..q datapoints and, at each epoch, applying
gradient-descent with the random subsets. To improve the numerical stability
of the hyper-parameters u, we scaled them by a constant and applied them into
ReLu activations for the p parameters and soft-plus activations for the length-
scales parameters. This lead to an overall improvement of the training procedure,
where the hyperparameters would converge to the same values. Indeed, in all the
training procedures, the values converged for both grey-box and black-box models
to:

p=10,2,0,0,0] (Velocity GP)
w=10,1,0,0,0] (Angular Velocity GP)

while the lengthscales hyperparameters changed from dataset to dataset.

5.2 Training and Validation performance

In this section we evaluate the results of the learning process of the proposed ker-
nel, implemented in both grey-box and black-box models. The data set consists
of Ny datapoints, collected from the swing-up task simulated with the nomi-
nal models with the relative nominal inputs or excited inputs. Recall that the
gaussian process uses N,..q points to make the predictions about the mismatch
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of the nominal model. By looking at the fitting error on the N,..; datapoints,
we evaluate how well the gaussian model describes the mismatch of nominal sys-
tem on known test inputs. The remaining datapoints of the training set are the
validation set, evaluating the fitting error on this set gives indication of the gen-
eralization properties of the gaussian model — if it indeed has learnt the mismatch
model. This is a standard procedure and, in general, it gives good indication of
the success of the learning procedure. In particular, we could say that the best
performing kernel is the one that achieves lower fitting error in the validation
set. However, once we use the chosen kernel to solve the OCP, one can observe
that the closed-loop trajectory can wildly differ from the true closed-loop trajec-
tory. That is, the gaussian process hasn’t actually learnt the mismatch model
— if that was the case, we should obtain similar trajectories. To better compare
the generalization properties between kernels, we evaluated the linearization ma-
trices in both the training and validation sets, and evaluated their distance to
the linearization matrices obtained from the true model. This was done in order
to establish which kernel is indeed learning the mismatch model, we have the
modified metric for the matrices:

”Atrue - AGPHF = \/TT<<Atrue - AGP)(Atrue - AGP)T) (55)
||Btrue - BGPHZ = \/(Btrue - BGP>T(Btrue - BGP)) (56)

where Agp and Bgp are the linearization matrices defined as in (5.1). Grey-
box models have the nominal and GP linearizations, black-box models have only
GP linearizations. To have improve the comparison, we removed the datapoints
where the control inputs where near zero to avoid skewing the analysis — these
points belong to parts of the system trajectory where the control task has been
completed, i.e. the pendulum is stably upwards. This will give us the first indi-
cation of the overall success of the learning procedure for the gaussian models.
We will use boxplots to have a better visualization about the distribution of the
fitting errors in the training and validation set, moreover we set Ny..q = 200 for
the all the models. We are ready to present the results of the learning procedure
for each nominal model, each with excited and nominal inputs, examining both
the performance of the grey-model and black-box model. Recall that each mis-
match velocity component of the nominal model was modelled with a gaussian
process, we refer to them as v and w without making difference between nominal
and gaussian models.

5.2.1 Nominal Length model

Here we present the results of the learning of the mismatch model for nominal
model with pendulum length | = 0.8 m, where we have the fitting errors and
linearization matrices norms of the GP models in the training and validation
sets, trained with nominal inputs and excited inputs datasets, respectively.
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Grey-Box models: Nominal and Excited inputs

The fitting performance are in favor of the SE kernels in the dataset with nominal
inputs, while SP kernel is slightly better in the excited inputs datasets. We can
see this more clearly by looking at the linearization matrices norms, which are in
favor of the SE kernel in the validation set.
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Figure 5.5: Grey-Box training and validation fitting errors for [ = 0.8 m with
nominal inputs.
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Figure 5.6: Grey-Box matrices norm for [ = 0.8 m with nominal inputs.
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Figure 5.7: Grey-Box training and validation fitting errors for [ = 0.8 m with

excited inputs.
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Figure 5.8: Grey-Box matrices norms for [ = 0.8 m with excited inputs.

Black-Box models: Nominal and Excited inputs

Both kernels have similar fitting properties of the velocities increments, but the
SP kernel is clearly better in the case of the linearization matrices in both nominal
and excited inputs datasets. This can be asserted by looking the performance on

the validation set.
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Figure 5.9: Black-Box training and validation fitting errors for [ = 0.8 m with

nominal inputs.

Training

SPE xx mxomom o x x

x }D— [a— » x x

SEF x x x o x
0.01 0.02 0.03 0.04 0.05 0.06 0.07
[[Atrue — AcpllF
Validation
spr k- F----- |moc ocomom xx x mxx  xx .
R T b———e |
0 0.05 0.1 0.15 0.2
[[Atrie — AcrllF

Figure 5.10: Black-Box matrices norms for [ = 0.8 m with nominal inputs.
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Figure 5.12: Black-Box matrices norms for [ = 0.8 m with excited inputs.

5.2.2 Nominal Mass model

Here we present the results of the learning of the mismatch model for nominal
model with parameters [ = 0.4 m, M = 0.9 kg, m = 0.2 kg , where we have the
fitting errors and linearization matrices norms of the GP models in the training
and validation sets, trained with nominal inputs and excited inputs datasets,
respectively.

Grey-Box models: Nominal and Excited inputs

In this case the SE performs better at fitting the mismatch model, and the re-
sulting linearization matrices are slighly in favor of the SE kernel.
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Figure 5.13: Grey-Box training and validation fitting errors [ = 0.4 m, M = 0.9
kgm = 0.2 kg.
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Figure 5.14: Grey-Box matrices norms for [ = 0.4 m,M = 0.9 kg, m = 0.2 kg.

Training
' ! ! ' Training
SPE o b-[ [ Fr--bm mmmooxx xx o ox 1
e i T o
SE- "_‘:I:I' ________ T — .%o
SE} "'ED'"""" ok omxx X oxxx x x
0 2 4 6 8 10 6 ‘2 4‘1 é é 1‘0
|Av|[m/s] 4
10 |Aw|[rad/s] %107
’ . . : Nalidation . . Validation
sp- HIF o o P k- F------- ) o s v 2
SE HI T - - I mocsommmone % oo o x % x x sef +[[_F--- N sow xxxx
0 0.5 1 15 2 25 3 3.5 0 5 10 15
|Av|[m/s] %1073 |Awl[rad/s] %1073

Figure 5.15: Grey-Box training and validation fitting errors for [ = 0.4 m, M =
0.9 kg,m = 0.2 kg, with excited inputs.
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Figure 5.16: Grey-Box matrices norms for [ = 0.4 m, M = 0.9 kgm = 0.2 kg,
with excited inputs.
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Blac-Box models: Nominal and Excited inputs

Both kernels have similar performance at fitting the velocity increments. How-
ever, the SP kernel seems to be better with the linearization matrices. Indeed,
we have lower norms in the validation set, with both nominal and excited inputs.
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Figure 5.17: Black-Box training and validation fitting errors for [ = 0.4 m,M =

0.9 kg, m = 0.2 kg.
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Figure 5.18: Black-Box matrices norms for [ = 0.4 m, M = 0.9 kg;m = 0.2 kg.
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Figure 5.19: Black-Box training and validation fitting errors for [ = 0.4 m, M =
0.9 kg,m = 0.2 kg, with excited inputs.
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Figure 5.20: Black-Box matrices norms for [ = 0.4 m, M = 0.9 kg,m = 0.2 kg,
with excited inputs.

5.3 Swing-Up Simulation

In this section we evaluate the performance of the trained GPs in the swing-up
task of 30 seconds. For each GP, we evaluate its one-step-prediction performance,
the norm of the linearization matrices and the distance between the closed-loop
trajectory to the trajectory of the true model. We should expect good perfor-
mances relatively for all GPs, given that they have been trained to do so. We
will evaluate the GPs on both nominal length and nominal mass model. We eval-
uated all the models together, either trained on nominal trajectories or excited
trajectories, to highlight if there’s any improvement in performance by the richer
dataset. Here, we define with SE-EX and SP-EX the respective models trained
with excited inputs.
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Nominal Length Grey-Box models

The one-step-ahead prediction errors are similar, but the SP-EX kernel is clearly
better during the linearization phase. Moreover, the closed-loop trajectory for
the SP-EX kernel is practically the same as the true model, confirming that a
richer datasets improves the inference of the mismatch model.
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Figure 5.21: Grey-Box closed-loop performances.
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Figure 5.22: Grey-Box closed loop trajectories.
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Nominal Length Black-Box models

In this case the prediction of the SE is sligthly better, however the SP kernel is
better in the linearization matrices norm metric. This can be seen in the overall
distance from the closed-loop trajectory.
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Closed-Loop Matrices Norms
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Figure 5.24: Black-Box closed-loop performances.
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Figure 5.25: Black-Box closed loop trajectories.
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Nominal Mass Grey-Box models

Here we present the swing up for both grey-box and black-box models with the
Nominal Mass model, indicating with SE-EX and SP-EX the models trained
with excited inputs. Similar considerations as for the nominal length model hold.
However, the SE kernel has a slithly better performance.
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Figure 5.26: Grey-Box closed-loop evaluation.
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Figure 5.27: Grey-Box closed-loop trajectories.
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Nominal Mass Black-Box models

In this case, the SP kernel is clearly superior in all aspects. All the metrics are in
its favor, it is easy to notice from the closed-loop trajectory that it is generalizing

better.
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Figure 5.28: Black-Box closed-loop evaluation.
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Figure 5.29: Black-Box closed-loop trajectories.
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5.4 Moving Cart Simulation

In this section we present the results of the moving cart simulation, aimed at
the evaluation of the generalization performances of the proposed GP. The task
is to move between cart positions while maintaining the pendulum up, to see if
changing the tasks affects the overall behavior of the gaussian models. The results
from these simulation will allow us to clearly see which kernel is the superior
choice. As mentioned before, the gaussian processes are trained with swing-up
simulation data and their predictive performance are much better suited for that
task.

Nominal Length Grey-box models

The same considerations for the swing up simulation hold. The SP-EX kernel is
outperforming all the other kernels, but interestingly, the SP has a closer closed-
loop trajectory to true model. We can say that it has learnt the model.
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Figure 5.30: Grey-Box closed-loop performances
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Figure 5.31: Grey-Box closed loop trajectories.

Nominal Length Black-box models

In this case, we have clear indications that the SP kernel is better. At the initial
phase of the simulation, the SP-EX kernels follows closely the true trajectory

and later completes the task. We can say that it has indeed learnt the mismatch
model.
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Figure 5.32: Black-Box closed-loop performances.
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Figure 5.33: Black-Box closed-loop trajectories.

Nominal Mass Grey-box models

15

79

In this simulation, one can clearly see that the SE kernel fails at complete the
task. We tried multiple times to optimize the hyperparameters, with the hope of
improving its performance kernel without success. We could attribute this to the
lack of datapoints, in the case of the SE Black-Box models the lengthscales were
in the order of 10*. From this simulation, we can say the the SP kernel is better
at modelling the mismatch model of the nominal model. The metrics are very
similar for both kernels. Although the SP fails to reach the reference position,
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which results in a constant error, it is much better at the initial swing up of the
pendulum. This is a clear indication that it has better generalizations properties:

it has indeed learnt the mismatch model.
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Figure 5.34: Grey-Box closed-loop performances.
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Figure 5.35: Grey-Box closed loop trajectories.

Nominal Mass Black-box models

In this case neither kernels were able to give satisfactory results. All the kernels
are wrong about the true system dynamics, we can attribute completing the task
to the NMPC controller, not the accuracy on the mismatch model prediction of

the kernels.
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Figure 5.36: Black-Box closed-loop performances.
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Figure 5.37: Black-Box closed loop trajectories.

5.5 Discussion
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From the previous sections, we can assert that there’s an overall improvement of
the closed-loop trajectory using gaussian processes to learn the mismatch model.
Althouhg, the selection of the best kernel is not quite precise if we were to use
the fitting error in the validation set. This lack of criterium to select the right
kernel is one limitation of the training procedure, we tried to give some direction
by comparing the linearization performances of the kernels in the training sets
and validation set. Indeed, we found that lower matrices fitting in the validation
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set is strictly correlated to good closed-loop performance, specially for black-
box models. The analisis in the swing-up simulation was useful to establish
that the GP indeed learns the task from which the datapoints were collected.
The results of appying an external input are quite simple to elaborate: more
richer information on the training dataset, the better we can generalize. The
most interesting results came from the moving cart simulations, where during
the initial swing up of the pendulum to reach the reference position, the SP
models were clearly comparable to the true trajectory. That is, the SP kernels
have learnt the mismatch models and that is something that the SE kernel hasn’t
achieved neither in grey nor black-box models. By being able to assign negative
correlations to the distance between datapoints, the SP kernels are able to model
the mismatch dynamics more accurately. This means that our class of prediction
models is much richer, which is in accordance to the connection between Gaussian
processes and RKHS formalism. Moreover, the mini-batch learning was key to
finding the right hyperparameters. By applying gradient-descent to the marginal-
likelihood with random subsets, we were doing a random approximation of the
gradient loss — i.e. stochastic gradient-descent. This gaves us a way to prevent
overfitting during the training of the SP, which was a persistent problem initially.
To achieve good closed-loop performances, before applying mini-batch learning,
the SP kernels were tuned very carefully by hand and it was quite a troublesome
procedure. With mini-batch learning, the process has considerably become easier
and faster.



Conclussions

Within this work we evaluated the performance the Generalized Spectral kernel,
a class of kernels quite innovative to learn dynamical systems, confronting the
proposed kernel with the standard Squared Exponential kernel. We introduced
the basis principles for gaussian regression, and based on the connections be-
tween GPs and RKHS, we thought the SP kernels were a good alternative to
the SE kernels. Our goal became to determine that its properties of being able
to approximate arbitrarily well a stationary kernel were linked to an increase in
performance of the resulting prediction models — which has indeed been the case.
Later, we evaluated their fitting capabilities to determine which one performed
better with the available data by training them with a standard swing-up task
dataset, achieving similar performances. Given these similar fitting capabilities,
to establish a better metric of their generalizations properties, we computed their
relative linearization matrices within the training set and compared the distance
with respect to the matrices obtained from the true models, which allows us to
compare the kernels in a more sistemic way. Moreover, we trained the models
with richer datasets that came from exciting the system with an external input
during the swing up task with the hope to improve the infering of the mismatch
model. We defined two kind of nominal models, one slighly wrong (nominal
length model) while the other was much worse modelled (nominal mass model).
For the grey-box models, both kernels had similar performances during the learn-
ing phase. For the black-box models, the generalized spectral kernel was clearly
outperforming the SE kernel. We then applied the trained models to solve two
control tasks: swing up of the pendulum and moving the cart with the pendulum
stably upwards. During the swing up task, although the SE kernel had a satis-
fying performance, the closed-loop behaviors were clearly much better with the
SP kernels, both for grey and black-box models, achieving closed-loop trajecto-
ries that were almost identical to the true model. However, the performances of
both kernels weren’t far from one another and we couldn’t assert which one was
better with confidence. The final answer came from the moving cart simulation,
although the SE kernel proved to be still a valid choice, the overall closed-loop be-
havior was in favour of the SP kernel with both nominal models. We attribute this
feat to their great flexibility, which allows to model more complex behavior, and
accurately learn the mismatch model to compensate the parametric uncertainties
present in the nominal model. The most interesting result was their predictive
performance in the case of black-box models, where the learnt model was able not
only to complete the tasks in both swing up and moving cart simulations - while
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the SE kernel struggled - but the initial closed-loop trajectory was clearly similar
to the true trajectory in all the models implementing SP kernels. This gave us
the strong indication that the gaussian models with generalized spectral kernels
had indeed learnt the mismatch model and now, with confidence, we can finally
state that the SP kernel demonstrated to be the superior choice for learning the
mismatch model.

Further development

The simulations were carried out with the same number of test points for both ker-
nels, which is an essential element for doing predictions with gaussian processes.
In particular, one should investigate if a lower number of points gives can man-
tain the same generalization performances for the SP kernel. Moreover, we didn’t
apply any technique for reducing the test points, such as inducing points, while
it is a standard procedure for prediction with gaussian processes. This would
make this class of kernels an even more powerful tool, given that the NMPC
controller could solve the OCP much faster with a higher precision. Another key
point is the training of the hyper-parameters, given the high-flexibilility of the
SP kernel, it can suffer from overfitting. To solve this problem, we introduced
mini-batch training to improve to the training of the hyperparameters through the
marginal-likelihood. One way that may lead to an improvement of their inference
is by training them in a full Bayesian manner, treating the hyperparameters as
random variables modelling prior knowledge, to avoid the problems arising from
solely minimizing the ML through gradient-descent. Moreover, given that the SP
kernel depends heavily on its scales factor, one should try to develop a scheme to
infere them effectively, avoiding their annihilation during the training procedure.
Still, much more work on determining the learning performances before applying
the gaussian models to the NMPC controller is needed. The metrics defined in
this work cannot be evaluated in practice, and for now, we solely rely in analyzing
simulations for the choosing criteria.



Bibliography

[10]

[11]

Petter Abrahamsen. A review of Gaussian random fields and correlation
functions. Vol. 510. Norsk Regnesentral /Norwegian Computing Center Oslo,
1997.

Milton Abramowitz and Irene A Stegun. Handbook of mathematical func-
tions with formulas, graphs, and mathematical tables. Vol. 55. US Govern-
ment printing office, 1964.

Joel AE Andersson et al. “CasADi: a software framework for nonlinear
optimization and optimal control”. In: Mathematical Programming Compu-
tation 11.1 (2019), pp. 1-36.

Yutao Chen et al. “Matmpc-a matlab based toolbox for real-time nonlin-
ear model predictive control”. In: 2019 18th FEuropean Control Conference
(ECC). IEEE. 2019, pp. 3365-3370.

Yarin Gal and Richard Turner. “Improving the Gaussian process sparse
spectrum approximation by representing uncertainty in frequency inputs”.
In: International Conference on Machine Learning. PMLR. 2015, pp. 655—
664.

Lukas Hewing et al. “Learning-based model predictive control: Toward
safe learning in control”. In: Annual Review of Control, Robotics, and Au-
tonomous Systems 3 (2020), pp. 269-296.

Juraj Kabzan et al. “Learning-based model predictive control for autonomous
racing”. In: IEEE Robotics and Automation Letters 4.4 (2019), pp. 3363
3370.

Motonobu Kanagawa et al. “Gaussian processes and kernel methods: A re-
view on connections and equivalences”. In: arXiv preprint arXiw:1807.02582
(2018).

Miguel Lazaro-Gredilla et al. “Sparse spectrum Gaussian process regres-
sion”. In: The Journal of Machine Learning Research 11 (2010), pp. 1865—
1881.

Timothy P Lillicrap et al. “Continuous control with deep reinforcement
learning”. In: arXiv preprint arXiv:1509.02971 (2015).

Miao Liu et al. “Gaussian processes for learning and control: A tutorial with
examples”. In: IEEE Control Systems Magazine 38.5 (2018), pp. 53-86.

87



[24]
[25]

2]

BIBLIOGRAPHY

Lennart Ljung. “Perspectives on system identification”. In: Annual Reviews
in Control 34.1 (2010), pp. 1-12.

Lennart Ljung. “System identification”. In: Signal analysis and prediction.
Springer, 1998, pp. 163-173.

David John Cameron Mackay. Bayesian methods for adaptive models. Cal-
ifornia Institute of Technology, 1992.

Alonso Marco et al. “Automatic LQR tuning based on Gaussian process

global optimization”. In: 2016 IEEE international conference on robotics
and automation (ICRA). IEEE. 2016, pp. 270-277.

Manfred Morari and Jay H Lee. “Model predictive control: past, present and
future”. In: Computers € Chemical Engineering 23.4-5 (1999), pp. 667-682.

Truong X Nghiem. “Linearized gaussian processes for fast data-driven model
predictive control”. In: 2019 American Control Conference (ACC). IEEE.
2019, pp. 1629-1634.

Sebastian W Ober, Carl E Rasmussen, and Mark van der Wilk. “The
promises and pitfalls of deep kernel learning”. In: Uncertainty in Artificial
Intelligence. PMLR. 2021, pp. 1206—1216.

Joaquin Quinonero-Candela and Carl Edward Rasmussen. “A unifying view
of sparse approximate Gaussian process regression”. In: The Journal of
Machine Learning Research 6 (2005), pp. 1939-1959.

Rien Quirynen. “Numerical simulation methods for embedded optimiza-
tion”. In: (2017).

Ali Rahimi and Benjamin Recht. “Random features for large-scale ker-
nel machines”. In: Advances in neural information processing systems 20
(2007).

Yves-Laurent Kom Samo and Stephen Roberts. “Generalized spectral ker-
nels”. In: arXiv preprint arXiv:1506.02236 (2015).

Johan Schoukens and Lennart Ljung. “Nonlinear system identification: A
user-oriented road map”. In: IEEE Control Systems Magazine 39.6 (2019),
pp- 28-99.

Jonas Sjoberg et al. “Nonlinear black-box modeling in system identification:
a unified overview”. In: Automatica 31.12 (1995), pp. 1691-1724.

Christopher KI Williams and Carl Edward Rasmussen. Gaussian processes
for machine learning. Vol. 2. 3. MIT press Cambridge, MA, 2006.

Andrew Wilson and Ryan Adams. “Gaussian Process Kernels for Pat-
tern Discovery and Extrapolation”. In: Proceedings of the 30th Interna-
tional Conference on Machine Learning. Ed. by Sanjoy Dasgupta and David
McAllester. Vol. 28. Proceedings of Machine Learning Research 3. Atlanta,
Georgia, USA: PMLR, 17-19 Jun 2013, pp. 1067-1075. URL: https://
proceedings.mlr.press/v28/wilson13.html.



BIBLIOGRAPHY 89

[27]  Andrew Gordon Wilson et al. “Deep Kernel Learning”. In: vol. 51. Proceed-
ings of Machine Learning Research. Cadiz, Spain: PMLR, 2016, pp. 370—
378. URL: https://proceedings.mlr.press/v51/wilsonl16.html.



