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Abstract

This thesis explores techniques on how to increase revenue in e-commerce platforms through
machine learning approaches, a critical endeavor in the face of rapidly evolving online retail
landscapes.
An algorithm utilizing Markov Chains was implemented to assign scores to individual web

pages, reflecting their importance in terms of potential revenue generation.
In a parallel analysis, the thesis delves into clustering techniques for mixed data types, uti-

lizing k-prototype clustering and HDBSCAN coupled with UMAP for dimensionality reduc-
tion, to identify nuanceduser clusters and compute the potentialmissing revenue from themal-
function of the e-commercewebsite. The selection of variables for this clusteringwas informed
by a Random Forest analysis, ensuring an empirical approach to uncovering latent revenue op-
portunities. The results reveal significant insights into user behavior and platform efficiency,
guiding e-commerce platforms in tailoring user experiences and maximizing revenue capture.
The discussion of these findings highlights the transformative potential of integrating ma-

chine learning methodologies into e-commerce strategies. By computing critical engagement
metrics usingRandomForest andunveiling hiddenuser clusters, this researchoffers a blueprint
for e-commerce platforms to sustain growth and competitiveness in a digital-first economy.
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1
Introduction

E-commerce, which stands for electronic commerce, fundamentally transforms the way goods
and services are exchanged via electronic media and the internet[1]. This modern commerce
paradigm leverages information technology, including Electronic Data Interchange (EDI), to
optimize business operations. E-commerce platforms typically operate through a vendor’sweb-
site, offering products or services directly to consumers via a digital interface. These platforms
utilize digital shopping carts and facilitate transactions through various paymentmethods such
as credit cards, debit cards, or electronic funds transfers. Beyond a mere transactional inter-
face, e-commerce encompasses a broader spectrum of electronic communications and digital
informationmanagement technologies. These technologies are essential in forming, transform-
ing, and redefining relationships not only between businesses but also between companies
and individuals, expanding into diverse models like Business-to-Business (B2B), Business-to-
Consumer (B2C), Business-to-Government (B2G), Customer-to-Customer (C2C), and Mo-
bile Commerce (M-commerce). This evolutionmarks a significant shift in the commerce land-
scape, driven by the advent of internet banking, marketing innovations, and self-service tech-
nologies.

The following sections are based on the recent comprehensive insights of the review ’A Brief
Survey ofMachine Learning andDeepLearningTechniques for E-CommerceResearch’[2], in
which the authors highlight prevalent ML and DL techniques in e-commerce, along with key
research topics, challenges and trends which were obtained by analyzing 158 papers from the
years 2018 until 2023.
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1.1 Techniques & Research Topics

The most utilized machine learning techniques in the e-commerce space are Support vector
machines (SVM)[3], Decision Trees[4], Random Forests (RF)[5, 6], Naïve Bayes[7], Logistic
Regression[8], Principal component analysis (PCA)[9], Matrix factorization algorithms[10,
11] and K-nearest neighbors (KNN)[12].
DeepLearning techniques includingArtificialNeuralNetworks (ANN)[13],Convolutional

Neural Networks (CNN)[14], Visual Geometry Group networks (VGG)[15], Temporal Con-
volutional Network (TCN)[16], Recurrent Neural Networks (RNN)[17], Long Short-Term
Memory (LSTM)[18], Gated Recurrent Units (GRU)[19] were found to be some of themost
prevalent in this field.

The integration of ML and DL within the e-commerce sector focuses on eight important
research areas :

• Sentiment Analysis is the process of determining the sentiment or emotional tone (e.g.,
positive, negative, or neutral) behind a piece of text, such as a review, comment, or social
media post. ML and DL techniques have been widely applied in sentiment analysis to
automate the process of sentiment classification[20]. In particular, DL has shown to be
more efficient compared to traditional ML in this case, as can be seen in this study[21]
where the task was to analyze product ratings and text reviews; RFwas outperformed by
a combination of RNN and LSTM.

• Recommendation System is a a technology that suggests personalized product recom-
mendations to users based on their preferences, past behavior, and other relevant data.
Recommendation systems have the aim of enhancing the user experience, increasing
sales and improving customer satisfaction. In e-commerce, data regarding browsing his-
tory, purchase patterns and demographic information can be leveraged in order to cre-
ate personalized recommendations. Yet again, DL models have shown to give the best
results even in this case, particularly hybrid DL models have exhibited a lot of potential
on personalized size and fit recommendations in fashion e-commerce[22].

• Fake Review Detection involves identifying and distinguishing fraudulent, or fake, re-
views from genuine ones. These reviews are problematic because they can mislead con-
sumers and impact their purchasing decisions. Several ML methods including SVM,
KNN, Decision Trees, Logistic Regression and NB have shown prominent results[23,
24], eachmodel having its own advantages and disadvantages in different environments.
Researchers have shown thatDLmodels such asCNNandLSTMgenerally outperform
ML models like NB,SVM and KNN when it comes to detecting fake reviews[25, 26].
These findings support the notion that DL methods, in particular CNN and LSTM,
outperformmore traditional MLmethods in detecting fake and spam reviews.
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• FraudDetection refers to the process of identifying andpreventing fraudulent activities
within online retail transactions. In this case however, DLmethods did not consistently
outperformMLmethods, because of their need of large quantities of data to fully learn
features. In a comparative analysis of Credit Card Fraud Detection[27], a RF model
showed better accuracy than a deep neural network. However, in other instances LSTM
and GRU models outperformed NB and other ML models[28], highlighting the fact
that bothML and DLmethods currently coexist when it comes to fraud detection.

• Customer Churn Prediction refers to the process of forecasting which customers are
likely to stop engaging or making a purchase on a website. In this case, there is a great
class imbalance since the majority of customers do not buy or keep engaging, thus in-
creasing misclassification errors[29]. To address this problem, various techniques such
as re-sampling, class weighing, data augmentation, and ensemble methods have been
used to mitigate the effect of imbalanced class[30]. Feature engineering and choosing
the right model architectures are especially important, as often is the case that multi-
ple types of data, such as numerical or categorical, are present when solving this type of
problem[31].

• Customer Purchase Behavior Prediction is used to anticipate the future purchasing
decisions of individual customers or customer segments in order to design customer re-
tention strategies to increase sales and increase customer satisfaction. The analyzed stud-
ies focused on predicting customer behavior to optimize marketing strategies with the
use of RNNs[32] and also predicting time of next purchase using deep neural networks,
outperforming conventional methods such as SVM and RF[33].

• Prediction of Sales in e-commerce empowers companies to stay competitive, anticipate
market changes, and provide a good shopping experience to customers. In this scenario,
DL models including CNNs have been shown to outperform traditional ML methods
in terms of sales forecasting accuracy[34]. Hybrid DL models have also shown excep-
tional results in predicting sales with sentiment analysis[35], further solidifying the use
of DL in this context compared to traditional MLmethods.

• Product Classification and Image Recognition in the realm of e-commerce is a signif-
icant challenge due to the constant arisal of new products and the malleable nature of
categories these products can be classified into. Several approaches have been proposed
to solve this problem, including neural networks combining text and images to improve
accuracy on large-scale product data sets[36], RF models utilizing product titles, which
achieved superior accuracy compared to SVM andCNN[37], and also transfer learning,
CNN-RNN and SVM-CNN to accurately categorize fashion products[38]. Advanced
ML and DL is thus vital in enhancing product classification, image recognition, and
categorization in the e- commerce industry.
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1.2 Main Challenges & Trends

There are essentially six main challenges and trends thatML andDL are currently facing in the
e-commerce business:

• Imbalanced data is prevalent in e-commerce fields such as fraud detection, fake review
detection, customer churn prediction, and re-purchase behavior classification[39, 40,
41, 42] where one class heavily outweighs the others. This leads to biased models with
poor performance on the minority class. As already mentioned before, we can try to
solve this issue by using re-sampling techniques, weighted training and transfer learning
in the case of Neural Networks.

• Achieving robust generalization and preventing over-fitting is another big challenge
forML and DL in e-commerce[43]. Ensembling techniques such as bagging and boost-
ing combine multiple models to improve reduce over-fitting. More accurate and robust
models can also be created with the help of regularization techniques, data augmenta-
tion, dropout, cross-validation, transfer learning and early stopping.

• Multi-modal learning is a type of DL which uses a combination of various modalities
of data. An example of multi-modal data is data that combines text with imaging data.
This type of data poses significant challenges for predictions in e-commerce[44] since
integrating data from diverse sources makes the feature extraction a complex, resource-
intensive and time-consuming process. Moreover the ways to fuse the different data
together becomes challenging. Despite this, multi-modal learning has been utilized in
e-commerce in tasks such as product classification[44] and sentiment analysis[45].

• Model interpretability is key in e-commerce, since we want to be able to understand
why a model made specific recommendations or classifications for building trust with
users. Currently, interpretability techniques such as feature visualization[46], attention
mechanisms[47] and gradient-based methods[48] are being explored to better show the
inner workings of ML and DLmethods.

• Personalization is a well-known research area in e-commerce. It aims at enhancing the
user experience using AI-powered customer services like chatbots and virtual assistants
to provide support and also predict customer needs and give tailored assistance. For this
task reinforcement learning[49] has been shown a good candidate, as well as transfer
learning[50] to refine pre-trained models, enhancing their performance in specialized
e-commerce settings.

• Chatbots and virtual assistants are emerging as a new trend in e-commerce[51, 52].
Conversational AI and Natural Language Processing (NLP) are at the base of these vir-
tual communicators, enabling them to deliver personalized customer support.
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1.3 Thesis Structure

The thesis is focused on two main chapters. The first chapter is about assigning scores to web
pages based on their importance in terms of generating revenue. The score is calculated thanks
toMarkov chains. The second chapter goes into clusteringmethodologies formixed-type data,
using K-prototypes, an extension of K-means andK-median, andHDBSCAN combinedwith
UMAP. Finally a comparison is made between the two clustering methods.

We could classify the work of this thesis under the category of website optimization and
faulty behaviour detection, for what concerns the page value computed. Clustering of users
would rather belong to the category of customer purchase behavior prediction. Some of the
challenges and trends encountered involve imbalanced data, especially in the clustering analysis
of chapter 3, and also model interpretability in chapter 2 withMarkov chains.

All of the data, including user behavior on the website and characteristics such as the dura-
tion of visits, is taken from an Italian e-commerce website that will remain anonymous.
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2
Markov Chains And Page Values

In the rapidly evolving digital marketplace, understanding the value of web pages within an
e-commerce framework is more crucial than ever. The page value reflects the importance of a
givenwebpage in termsof howmuch revenue canbe attributed to thatwebpage alone,without
considering all the others. The higher the page value, the more revenue that web page brought.

The value attributed to each web page on an e-commerce site is not just a reflection of direct
sales but also an indicator of the page’s role in the customer’s journey towards making a pur-
chase. High-value pages are often those that successfully capture user interest, provide valuable
information, and guide visitors through the sales funnel effectively. By analyzing these metrics,
businesses can pinpoint which aspects of their digital presence are driving success and which
areas may require optimization.

To this end, an algorithm which gives a score to web pages based on their contribution to
the revenue which was generated is needed.

This chapter uses an algorithm leveraging thepowerofMarkovChains (MC) to assign values
to pages from 0 to 100, the former meaning the page is of no importance while the latter that
the page is of utmost importance. This algorithm can be applied to specific pages, i.e. specific
URLs, or more broadly to page types, which is what we will explore in this chapter. There are
six different page types which we will be assigning scores to : product, category, checkout success,
checkout, home and other. The page types are pretty self explanatory but a brief explanation
of each can be formulated as such: The home page is the entrance page to any website; it is
usually the first page users visit when they enter an e-commerce website. Category and Product
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pages logically follow the home page and contain information regarding categories products
fall into. As an example aMusic categorymay contain products related tomusical instruments
or gadgets such as earphones. In the final stages of users navigating a website, they might find
themselves in the checkout and checkout success page types, which means they are interested in
buying something from that website. The checkout successmeans that a user bought from the
e-commerce website and it is only included as a reference point, which ideally has a page value
of 100. Meanwhile the other page type is any page type which does not belong to any of the
previously mentioned page types.

2.1 Multi-touch attribution models

The algorithmwe implement in this chapter is based on the paperMapping the Customer Jour-
ney: AGraph-Based Framework for Online AttributionModeling[53] and the available python
library ChannelAttribution[54].

The python library implements what is know as multi-touch attribution, which is actually
a method of marketing measurement that considers all touch points on the customer journey
and allocates a certain amount of credit to each channel. In our specific case a channel corre-
sponds to an individual page type, hence we will be using these terms interchangeably. This
allows marketers to understand the value that each touch point contributes to driving a con-
version.

For instance, suppose a consumer is contemplating the purchase of a new smartphone. After
conducting some research, they come across ads. Initially, they encounter a display ad, which
they overlook. Subsequently, they notice a native ad on a specific app capturing their attention
and redirecting them to a website. Finally, they receive a promotional offer via email, complete
with a discount code that motivates them to make the purchase.

Each of these ads represents a touch point in the buyer’s journey. With multi-touch attribu-
tion,marketers can examine the impact of the native ad and the email campaign, attributing the
sale to these specific efforts. Meanwhile, they can recognize that the display ad was ineffective
and make adjustments accordingly.

There are variousmulti-touch attributionmodels available tomarketers, analyzing user-level
data such as clicks and impressions to understand the influence of these events on the ultimate
goal. These models vary in their evaluation of ad effectiveness, offering marketers diverse per-
spectives to shape their strategies.

For our purpose of giving value to pages, the touch points involved in the customer journey
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are not defined by ads that the customerwent through, as the original paper and library suggest,
but rather the web pages the user visited before making (or not making) a purchase on the
website.

There are essentially two families of attribution models: heuristic models and probabilistic
models.

2.1.1 Heuristic AttributionModels

Heuristic models use set rules to assign credit across various touch points. These rules typically
stem from standard assumptions or industry norms. The main advantages of heuristic models
include their simplicity and transparency. Being relatively straightforward, they allocate credit
using clear-cut rules, which makes them particularly user-friendly for marketers who may lack
deep statistical knowledge. Furthermore, the transparency of these models ensures that the
rationale behind credit allocation is clear and understandable. Examples of heuristic models
include:

• First-touch Attribution assigns all the credit to the initial touch point in a customer’s
journey, underscoring the importance of the first interaction in leading to a conversion.

• Last-touch Attribution gives all the credit to the customer journey’s final touch point,
underscoring the critical role of the last interaction in the conversion process.

• Linear Attribution allocates credit evenly across all touch points, ensuring each inter-
action is equally recognized for its contribution.

2.1.2 Probabilistic AttributionModels

Probabilistic models leverage statistical methods and algorithms to evaluate data and calculate
the likelihood of each touch point contributing to a conversion. These models are character-
ized by their complexity and customization potential. Unlike simpler heuristic models, proba-
bilistic models require extensive data analysis and account for a myriad of variables in assigning
credit. This complexity allows for the models to be finely tuned according to specific business
contexts, providing a nuanced and precise depiction of the customer journey. Key examples of
probabilistic models include:
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• Markov Chain Models scrutinize the sequence of touch points, assessing the proba-
bility of transitioning from one touch point to another and thereby determining their
influence on the conversion path.

• Algorithmic Models employ machine learning algorithms to assess and predict the im-
pact of individual touch points on the likelihood of conversion, offering a dynamic and
data-driven approach to attribution.

2.1.3 Choosing The RightModel

In the realm of attribution modeling, selecting the appropriate model is pivotal to accurately
understanding and leveraging the customer journey. This decision hinges on several factors,
including the model’s Flexibility,Accuracy, andResource Requirements.
Flexibility: Probabilistic models exhibit greater flexibility, adeptly accommodating diverse

business scenarios. In contrast, heuristic models, albeit simpler to deploy, may lack this level of
adaptability.
Accuracy: Probabilistic models are typically regarded as more accurate, thanks to their re-

liance on data-driven insights that effectively capture shifts in consumer behavior over time.
Resource Requirements: The adoption and sustained operation of probabilistic models

necessitates more resources, including both advanced data handling systems and specialized
expertise, compared to heuristic models, which are generally simpler and less demanding in
terms of resources.

In summary, the choice between heuristic and probabilistic models involves a trade-off be-
tween ease of implementation and the depth of insights offered. Businesses must weigh these
considerations carefully to select amodel that best fits their specific needs, data availability, and
analytical capabilities.

In our case, the choice of aMCmodel was driven by the fact that a data-driven approachwas
necessary to rank and give score to the web pages, since none of the heuristic models are able to
capture the nuances involved in the customer journey.

2.2 Markov ChainModel

In this section we will briefly talk about the details of the multi-touch attribution algorithm
based on MC as well as the data preparation process and the results of the implementation of
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this algorithm, i.e. the page values.

2.2.1 Deciphering The Algorithm

The algorithm implements a graph-based framework to analyzemulti-channel online customer
path data as first- and higher order Markov walks.
Markov chains are probabilisticmodels that can represent dependencies between sequences

of observations of a random variable. It is a stochastic model describing a sequence of possible
events inwhich the probability of each event depends only on the state attained in the previous
event. The model represents customer journeys as chains in directedMarkov graphs.

AMarkov graphM = ⟨S,W⟩ is defined by a set of states

S = {s1, . . . , sn} (2.1)

and a transition matrixWwith edge weights

wij = P(Xt = sj|Xt−1 = si), 0 ≤ wij ≤ 1,
n∑
j=1

wij = 1 ∀i. (2.2)

In our case the states correspond to the specific page types and the transition probabilities
indicate the probability of a user transitioning from, say, page type home to page type product.

Hence, for us the set of states can be written as:

S = {home, category, product, checkout, checkout success, other} (2.3)

Using this graph-based approach allows us to represent and analyze customer journeys in an
efficient way as the size of the final graph does not depend on the number of journeys in the
data set but only on the number of states.

This chapter focuses on the implementation of the base model, which considers that the
present depends only on the first lag, meaning that higher-order Markov models in which the
present depends on the last k observations are not studied here.

Before talking about the how the algorithm assigns a score to web pages, it is necessary to
understand how the data is prepared and then fed to the algorithm.

Imagine a simplified scenario where we have two user journeys to analyze and the states set
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consists of arbitrary channels that we will name A, B and C. Let’s say that User 1 did not buy
while User 2 bought. Naturally these journeys can be represented via directed graphs. An
example of such could be:

A B C
User 1 path

B A C
User 2 path

Now, in order to create the transitionmatrix anddefine transitionprobabilities, we add three
extra states to the state space : START,NULL andCONVERSION (CONV). Each user jour-
ney starts with the START state and ends with either NULL, if the user did not buy anything,
or CONVERSION, if the user bought something. Transitions from a node to any other are
determined based on the number of transitions from that specific node. Therefore, the prob-
ability of moving from state si to state sj is determined by the number of transitions between
these states, represented as wij = Nij/

∑
kNik, where Nij is the number of transitions from

state si to state sj and
∑

k Nik is the total number of outgoing transitions from state si. If state
si does not directly lead to state sj, the probability wij is 0.

For our example, the corresponding graph along with its transition matrix look like this

START

A

B

C

CONV

NULL

S A B C + −



S 0 1
2

1
2 0 0 0

A 0 0 1
2

1
2 0 0

B 0 1
2 0 1

2 0 0
C 0 0 0 0 1

2
1
2

+ 0 0 0 0 1 0
− 0 0 0 0 0 1

where S stands for START, + for CONV and - for NULL.
Now that we have shown how to compute the transition matrix we can talk about how the

algorithm aids us in giving the importance of each web page.

The channel score is computed using the Removal Effect[55]. The removal effect Re(si)
of channel si helps us answer the question: How much impact does removing a specific channel
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have on the conversion rate? A higher removal effect means that the channel is important for
conversions on the site, and so removing it has a big impact on conversions. It is simply given
as

Re(si) = 1− P(CONVwithout si)
P(CONV)

(2.4)

where P(CONV) is the probability of a user journey to end with a conversion, which is essen-
tially the sum of the probabilities of user paths that lead to a conversion. For paths p we can
write:

P(CONV) =
∑
paths p

ending with si=CONV

 ∏
(si,sj)∈p

wij

 (2.5)

After having computed the removal effect for each node si, the final thing to do is normalize
them. Once this is done, we then essentially have a ranking ofwhich channel ismost important.
In order to have page values from 0 to 100, we simply divide each removal effect Re(si) by the
maximal value of the removal effects and multiply by 100:

Score(si) =
Re(si)

max{Re(si)}ni=1)
× 100 (2.6)

Note that computing Score(si) by dividing by the maximal value of the removal effects was
a choice, and we could indeed have chosen a different approach like min-max scaling.

2.2.2 Implementation & Results

In order to produce the user paths necessary for the algorithm, we first need to specify the
transitions from channel to channel.

Furthermore we can visualize this data using a Sankey diagram, which is a visualization tool
used to depict a flow from one set of values to another :

As we can see from 2.1 most transitions appear to come from the product channel, of which
lots are self-loops. Thismeans that once users visit product pages, they stay there for some time
before leaving. Another interesting thing to note is that after users reach checkout success, some
still continue navigating the website by going back to the home page for example. This sug-
gests that after buying something from the website users might still be interested in navigating
further (and possibly buying again, although unlikely).
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Figure 2.1: Sankey Diagram of User paths : Red transitions are self‐loops and thicker lines indicate more transitions. Height
of the rectangles is arbitrary

Once we have gathered the data from every user, we can build its path and send the corre-
sponding transition matrix to the algorithm. The results of the algorithm, here computed for
a specific time frame, are the following:

si (Page Type) Re(si) Score(si)
checkout success 74.10 100
checkout 67.12 90.53
product 62.68 84.40
category 51.07 68.94
home 35.20 47.49
other 18.82 25.11

Table 2.1: Results of Markov Chain Attribution Modelling

We can see that the algorithm successfully identified the checkout success page type as being
the most important one. The checkout channel is a close second, which makes sense intuitively.
Moreover we can also see that product was third most important, followed by category, home
and other. The ordering of channels in thismanner ismore or lesswhatwewould have expected
if we had approached the problem from a qualitative standpoint, by using domain knowledge
to assign these scores.

The advantage of using a quantitative approach in this case is that it also allowed us to assign
values to themorenuancedpage types, like other; we knowthat this is not an important channel,
but nevertheless the exact score to give to this page type becomes problematic if we do not use
algorithmic approaches.

Another advantage of approaching the problem quantitatively is that in this manner we can
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more easily track how these scores change throughout time. By looking at how the page type
scores change in time we can understand if certain pages have become more or less important,
indicating a possible problem in the e-commerce website or simply the fact that the pathwhich
users take to buy has changed.
This information can be leveraged to take business decisions according to the trend of these

page type scores over time.
The plot below shows the variation of the page values over time, computed each time over a

period of 30 days and by sliding each time by one day. For readability only five time frames are
shown.
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Figure 2.2: Page value by channel over time frames Ti

We can see that the general order of page value scores is mostly maintained throughout time
between the different page types. Right before T2 home and other have an upwards trend; they
are becomingmore importantwith respect to checkout success. Product and category also seem to
be increasing in importance, meaning their removal effect score is closer to the one of checkout
success. It seems that only checkout is losing in importance during this time.

In periods from T2 to T4 a constant behaviour can be observed for each score in general,
while also the values of product and checkout become closer to each other.
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At the start of T4 the scores decrease sharply. It is difficult to say why there was a rise at the
first time frames and a decrease at the later ones, althoughwhatwe can say is that the relative im-
portance of these scores with respect to the page type checkout success changed. This decrease in
importance should be further investigated to understand the causes and potential implications
of it.
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3
Clustering Users

Clustering or cluster analysis is a task of unsupervised learning concerned with finding groups
in a set of objects in such a way that objects in the same group are more similar than objects in
other groups. The groups may form a partition of the object set, but they may also be overlap-
ping or non-exhaustive. Group memberships may be crisp or fuzzy, meaning that a data point
may strictly belong to one cluster or probabilistically, depending on the algorithm used.

It is widely acknowledged that there is no agreed definition of what a cluster is, and a formal
definition of what the “true clusters” are for a dataset is also hard if not impossible to give. This
is because there is never truly a ”right” answer when labels are unknown. Even if one algorithm
might fit a certain dataset well, there are no guarantees that it will work on a different dataset
in the exact same way.

Moreover, clustering is noted as being “strongly dependent on contexts, aims and decisions
of the researcher,” which adds fire to the argument that there is no such thing as a “universally
optimal method that will just produce natural clusters”[56].

In this chapter we attempt to cluster users of an e-commerce website in an attempt to have
clusters in which users have a similar propensity of making a purchase. These clusters can then
aid in computing themissed revenue, which is the total amount ofmoney lost by faulty behavior
of the website. Wewill use RF to extract the relevant features for our clustering problem, apply
two algorithms capable of dealing with mixed data types, that is numerical and categorical fea-
tures, which are K-prototypes[57] andUniformManifold Approximation and Projection[58]
(UMAP) coupled with Hierarchical Density-Based Spatial Clustering of Applications with
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Noise[59] (HDBSCAN). Later in the chapter we will also briefly talk about the assumption
of normality and how the size of a dataset may trick statistical tests testing for normality. After
having applied the clustering algorithms we will also visualize the clusters to try and interpret
the results.

3.1 Exploratory Data Analysis

Before applying any algorithm it is always recommended to explore thedatabydoing somebasic
plots like scatter plots or histograms, cleaning the data and removing outliers, if necessary. The
data at hand extends over a period of threemonths and contains user information split into ten
variables (six categorical and four numeric) that are potential candidates for our cluster analysis.
A brief explanation of what each variable means is given below:

1. Total page viewed: the total number of pages a user viewed during a single session. This
can indicate how engaged the user was with the content.

2. Total session time: the total time spent by the user in a session, measured in seconds.
Longer sessions indicate higher engagement.

3. Total interactions: the total number of interactions (clicks, form submissions, etc.) a
user had with the website during their session. This provides a measure of user activity
and engagement.

4. Referrer type: categorical variablewhich can either be organic, representing traffic from
unpaid search engine results, paid, representing traffic from online ads related to paid
marketing campaigns and finally direct which represents the traffic from users entering
the site’sURLdirectly or throughuntracked links, reflectingdirect user interest or brand
recognition.

5. Referrer: categorical variable corresponding to the URL or identifier of the web page
or source from which the user came to the e-commerce site. It helps in understanding
where traffic is coming from, e.g. Facebook,google,...

6. User agent device: categorical variable holding information about the device used by
the visitor, such as mobile, tablet, or desktop computer. This helps in understanding
the device preferences of the user base.

7. Country code: categorical two-letter variable known as International Organization for
Standardization (ISO) code, constituting theuser’s location. It’s valuable for geo-targeting
and understanding the geographic distribution of users.
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8. User agent browser info: categorical variable containing details about the browser the
user employed to access the website, e.g. Chrome, Firefox, Safari,..

9. Total session click: the total number of clicks made by the user during their session.
Similar to total interactions but specifically focused on click actions.

10. is campaign: a binary indicator showing whether the user’s session was a result of a
marketing campaign. This helps in measuring the effectiveness of marketing efforts

Now that we have defined what each variable means we can examine the data by showing
some basic histograms and bar plots:
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Figure 3.1: Bar plots of categorical variables: referrer, country code, referrer type, user agent device, user agent browser
info and is campaign

It is worth mentioning that the data we have also contains two additional variables session
id and success. Session id is a unique identifier for each user session on thewebsite which helps
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tracking individual visits. There is not a one-to-one correspondence between session ids and
users, since a user (physical person) may visit an e-commerce website multiple times during an
extended period of time, and each time he may have a different session id. For the cluster anal-
ysis task we will make the approximation though that one session id corresponds to one user.
Success on the other hand indicates whether a user has made a purchase or not.

Few Comments about the bar plots in 3.1: It seems like most users enter the website
through paid referrer types, like marketing campaigns from Facebook for example. A large pro-
portion of users also entered the website in a direct way, without a referrer needed. Moreover,
since this is an Italian website, most users come from Italy as can be seen by the country code
variable being IT. Also, most users access the website via mobile. There has been a rise in re-
cent years of e-commerce solutions optimizing for mobile users, so much so that the termm-
commerce[60]was coined to indicate e-commerce companies specialized inmobile applications.
Indeed our data reflects the need for such specialisations, as targeted solutions are now neces-
sary to meet user needs.

Finally we observe that most users come from marketing campaigns, which is expected be-
cause the most frequent referrer type is paid.
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Figure 3.2: Histogram of numerical variables in log scale: total interactions, total session click, total page viewed abd total
session time
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The log scale was needed for better visualization. We observe in 3.2 that all numerical vari-
ables exhibit an exponential decay. The most frequent value is therefore close to 0 and this
is expected because a lot of sessions will be what’s called bounce sessions. These are users who
enter thewebsite and quickly leave after spending little time on it and don’t really engagemuch.

3.2 Random Forest Feature Extraction

In order to successfully perform clustering we need to select a subset of features which are
deemed relevant for our task. The goal is to reduce the initial ten features and only keep the
ones that are most strongly correlated to our response variable success.
Keeping only the features most strongly correlated to our response helps the clustering algo-

rithms converge to solutions that partition the data in the ”correct” way, although as we have
already mentioned[56] the truly correct way to partition the data doesn’t exist.

Anyway, in order to find this subset of features we use RF. RF[6] is an ensemble method for
classification and regression, which works by constructingmany decision trees at training time.
For classification tasks, the output is the class selected by most trees while for regression, the
mean or average of the individual trees is returned.

3.2.1 Gini Importance

RF can also be used to rank the importance of variables. We use the the Mean Decrease in
Impurity technique to compute the feature importance, which is the default implementation
in scikit-learn, and a way to measure howmuch each feature helps in organizing the data. Vari-
ables decreasing the impurity during splits are considered important and get a higher mean
decrease impurity score.

Breiman[6] proposed to evaluate the importance of a variableXm for predictingY by adding
up the weighted impurity decreases p(t)Δi(st, t) for all nodes twhere Xm is used, averaged over
allNT trees in the forest:

Imp(Xm) =
1
NT

∑
T

∑
t∈T:v(st)=Xm

p(t)Δi(st, t) (3.1)

and where p(t) is the proportionNT/N of samples reaching node t, v(st) is the variable used
in split st and i(t) the impurity measure. We use the Gini index as impurity function, which
makes this importance score known asGini importance orMean Decrease Gini.
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The Gini index is defined as

i(t) = 1−
C∑
j=1

p(j|t)2 (3.2)

where p(j|t) is the proportion of samples in node t that belong to class j, andC is the number
of classes. It represents the probability of incorrectly classifying a randomly chosen element in
the dataset if it were randomly labeled according to the distribution of labels in the node.

Note that different ways to compute feature importances in RF exist, one such is known
as Permutation Feature importance[6] and it works by randomly shuffling the values of a
single feature and observing the resulting degradation of the model’s score. By breaking the
relationship between the feature and target, we can see how much the model relies on that
particular feature.

Impurity-based feature importance scores are generally biased towardshigh cardinality features[61],
and if computed on a training set they might not reflect the ability of a feature to be useful to
make predictions on test data. This is because the RF model can still use them to overfit.

In our case, the feature importances computed frombothmethods yield the same results for
the top features, so we will proceed with the impurity-based method and by splitting the data
in a 80/20 training/test fashion.

3.2.2 Results

We use scikit-learn’s RandomForestClassifier for this, where the number of trees in the forest
can be controlled by the parameter n_estimators and we will use the default value of 100. By
default the importance scores are normalized so that they can more easily be interpreted. The
categorical variables are one-hot encoded and then the importance results aggregated.

It is also worth mentioning that the dataset is highly imbalanced, in fact only around 2.5%
of users end up buying. This affected the performance of RF in terms of correctly identifying
samples belonging to theminority class, compared to themajority class; in fact theRecall score
was 0.88 while Specificitywas 0.99. Defined as:
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Recall (Sensitivity) =
True Positives

True Positives+ False Negatives
(3.3)

Specificity =
True Negatives

True Negatives+ False Positives
(3.4)

Regardless,the importance results can be observed below:
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Figure 3.3: Bar plot of Feature Importance Scores

For clustering we will pick the top five most important variables (visible from 3.3), since
the bottom five seem to have a very low impact on predicting success. The correlation between
certain numeric variables is high, and it looks like RF was able to recognize this and remove re-
dundant information. For example the total amount of time spent on the website is highly cor-
related with the number of total clicks the user made and also the number of pages he viewed.

3.3 K-prototypes Clustering

K-prototypes[57] is a clustering algorithm specifically designed to cluster mixed data. It com-
bines the well-known K-means[62] and K-modes[63] algorithms which are used to cluster nu-
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merical and categorical data respectively. We can’t use K-means because K-means relies on cal-
culating means for cluster centers, and means don’t make sense for categorical data, even if
one-hot encoding is applied. In the following subsections we will discuss how the algorithm
works and its implementation for our data.

3.3.1 Deciphering The Algorithm

Consider a data set D = {x1, x2, . . . , xn}, where xj, 1 ≤ j ≤ n, is the jth data point with an
array ofm attributes, i.e., xj = {Ac

1,j,Ac
2,j, . . . ,Ac

p,j,An
p+1,j, . . . ,An

m,j}; here Ac
s,j, 1 ≤ s ≤ p, is

the sth categorical attribute of the jth data point, p+ 1 ≤ s ≤ m, is the sth numerical attribute
of the jth data point. We assume that every data point in the data set is described by exactlym
attributes. The objective of the clustering algorithm is to divide the data set into k clusters by
minimizing the cost function as given in the following.

Let x1 and x2 be two data points in their mixed attribute space. The dissimilarity between
these two data points is defined as follows:

dist(x1, x2) =
m∑

s=p+1

(An
s (x1)− An

s (x2))2 + γ
p∑

s=1

dc(Ac
s(x1),Ac

s(x2)) (3.5)

where the first part of the equation is the squaredEuclidean distance onnumerical attributes
and the second part is simple matching distance on categorical attributes. The variable γ is a
user-specified parameter to balance the proportions of two distance functions. The simple
matching distance between two categorical attributes is defined as follows:

dc(Ac
s(x1),Ac

s(x2)) =

0 ifAc
s(x1) = Ac

s(x2)

1 ifAc
s(x1) ̸= Ac

s(x2)
(3.6)

The objective of the k-prototypes algorithm is to divide the data set into k clusters by mini-
mizing the cost function as given in the following equation:

C(W,Q) =
k∑

i=1

n∑
j=1

wjidist(xj, qi) (3.7)

where xj is the jth data point fromD and qi is prototype of ith cluster, i.e. the point consid-
ered most representative of that cluster; wij ∈ (0, 1) is an element of partition matrixW(n×k).
The pseudo-code for the algorithm can be written as such:
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Algorithm 3.1 K-Prototypes Algorithm

1: Choose an initial prototype setQ(1) fromD. FindW(1) such thatC(W,Q(1)) isminimized.
Set t = 1.

2: FindQ(t+1) such that C(W(t),Q(t+1)) is minimized.
3: if C(W(t),Q(t+1)) = C(W(t),Q(t))
4: stop
5: else
6: go to step 3
7: end if
8: FindW(t+1) such that C(W(t+1),Q(t+1)) is minimized.
9: if C(W(t+1),Q(t+1)) = C(W(t),Q(t+1))
10: stop
11: else
12: set t = t+ 1 and go to step 2
13: end if

3.3.2 Implementation & Results

The algorithm is implemented thanks to the kmodes library in python. It is possible to choose
different dissimilaritymeasures for both numerical and categorical variables. Weuse the default
euclidean distance for the numerical variables, and the matching similarity for the categorical
ones. The weighing factor γ is automatically calculated from the data and the initialization of
the algorithm is set to random.

The number of clusters is chosenwith the help of theElbowmethod. The elbowmethod is
a heuristic method which consists of plotting the value of the cost function for different num-
ber of clusters and picking the elbow of the curve, which is the point where the curve visibly
bends, as the number of clusters to use. It is a common method used in mathematical opti-
mization to choose a point where diminishing returns are no longer worth the additional cost.
It is a subjective way to choose the number of clusters and in many practical applications, like
is the case for us, the choice of an ”elbow” is ambiguous because the plot may not contain a
sharp elbow.

The plot of the cost function value for different values of k is the following:
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Figure 3.4: Elbow method plot; value of cost function for different number of clusters

As we can see in 3.4 there is no sharp elbow in the plot and the values k = 2, 3, 4 or 5 are
all viable options. Nevertheless, we can look at the feature importance to aid us in selecting the
”optimal” number of clusters. As we have seen the referrer type is the most important variable
according to the importance scores obtained. Since this value is categorical and can take on
three distinct values it is wise to choose the number of clusters to be k = 3 (and actually after
performing numerous tests with various values of k it indeed seems like the clusters obtained
with k = 3 are most interpretable and intuitive).

Now that we have chosen the number of clusters we can apply the algorithm and interpret
the results.

In terms of data pre-processing, for the categorical variables we use label encoding, which
converts each unique categorical value within a column to an integer value in the range 0 to
n− 1 unique values in the column. Instead for the numerical variables we use normalization,
i.e. Min-Max scaling. There isn’t really a rule to tell which data pre-processing technique to use
for numerical features when it comes to clustering, as both normalization and standardization
are frequently used[64] in clustering. In our case normalization gavemoremeaningful clusters
so we stick to this one.

We can now comment on the results obtained from K-prototypes :
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Cluster Users Users Who Bought % of Purchases CR (%) Interactions Session Time (s)
in Cluster Mean Median Mean Median

0 4980 32 18.60 0.64 16.39 7 206.18 21
1 1205 126 73.26 10.46 63.21 24 2030.97 90
2 1166 14 8.14 1.20 23.93 10 333.07 28

Table 3.1: K‐prototypes Cluster Statistics Including User Purchases, Conversion Rates (CR), and Interaction/Session Time
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Figure 3.5: K‐prototypes Cluster statistics Including Referrer Type, Country Code And Campaigns

According to table 3.1, we can see that Cluster0 (C0) has the most amount of data points
while Cluster1 (C1) and Cluster2 (C2) have around the same amount of points. Furthermore,
C1 seems to be clearly the cluster containing the most amount of users who ended up buying,
since it has the highest conversion rate (10.46) and also highest percentage of total users who
bought (73.26). It is also visible that the mean and median for interaction and session time
are considerably higher for C1 compared to C0 and C2, which intuitively makes sense; it is
expected that users who buy have a larger number of interactions and a greater total session
time. It also makes sense that the median is much lower than the mean for both interactions
and session times, sincewe know from the histograms 3.2 thatwe are dealingwith right-skewed
distributions.

When it comes to interpreting C0 and C2 we can say the following: since the conversion
rate, mean andmedian interactions/total session time are higher for C2 compared to C0, then
we can conclude that C2 is likely the cluster with the second highest propensity of buying.

Thus our clustering results have given the following classification in terms of buying propen-
sity: Cluster1 ≻ Cluster2 ≻ Cluster0 .
Now, figure 3.5 tells us the characteristics of the users belonging to the different clusters:

• ForC1 it tells us that users in that clustermostly come fromunpaid search engine results,
i.e. organic referrer type. Also they don’t come from marketing campaigns and mostly
come from Italy.
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• ForC2 it shows that these users have the referrer type as direct, their country code is IT
and it has a mix of users coming from campaigns and not, most of them coming from
campaigns. Likely the portion of users not coming from campaigns are those who end
up buying.

• ForC0 these users come from campaigns and with a referrer type paid. We also observe
that this cluster contains users from nationalities other than Italy. It contains users who
are not interested in buying as we’ve seen, which makes sense since users from countries
other than Italy are not as interested in buying (because the website is Italian).

To conclude this section we can confidently say that K-prototypes successfully clustered the
data in a way that is meaningful, with clusters of different buying propensities which are fairly
interpretable.

3.4 Density-based Clustering

In this section we will explore another technique to cluster users of an e-commerce that falls
under the category of density-based clustering[65].

From a statistical point of view, non-density based methods correspond to a parametric ap-
proach where the unknown density p(x) of the data is assumed to be a mixture of k densities
pi(x), each corresponding to one of the k groups in the data. The pi(x) are assumed to belong
to some parametric family (e.g., Gaussian distributions) with unknown parameters. The pa-
rameters are then to be estimated based on the given sample (the data set) as, e.g., in k -means,
where the means of k Gaussians are estimated, assuming unit variances and zero co-variances
for each of the k models.

In contrast, density-based clustering is a non-parametric approachwhere the clusters are con-
sidered to be high density areas of the density p(x). Density-based clustering methods do not
require the number of clusters as input parameters, nor do theymake assumptions concerning
the underlying density p(x) or the variance within the clusters that may exist in the data set. As
a consequence, density-based clusters are not necessarily groups of points that have a convex
shape but can be arbitrarily shaped in the data space. Intuitively, a density-based cluster is a
set of data objects spread in the data space over a contiguous region of high density of objects,
separated from other density-based clusters by contiguous regions of low density of objects.

In this section we use the combination of UMAP andHDBSCAN to produce high-quality
clusters of mixed data. We will also briefly mention the normality assumption in machine and
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deep learning with different sample sizes, while finally talking about the results obtained from
this clustering approach.

3.4.1 UMAP &HDBSCAN

The combination of UMAP and HDBSCAN for clustering was influenced by the Amazon
DenseClus[66] package which was specifically designed to cluster mixed-type data. UMAP is
used to to map mixed-type data into a dense, lower dimensional space. From this dense space,
HDBSCAN then builds groups hierarchically into clusters based on the density of points.

UMAP is an algorithm for dimension reduction based onmanifold learning techniques and
ideas from topological data analysis, Riemannian geometry, and algebraic topology. Because
themathematics involved in fully understanding the algorithmare rather complex, wewill limit
ourselves with a high-level explanation.
Most dimensionality reduction techniques like PCA[9] or t-distributed stochastic neigh-

bour embedding (t-SNE)[67] fit into either of two broad categories: Matrix factorization algo-
rithms (e.g PCA) or Graph layout algorithms (e.g. t-SNE). UMAP is a graph layout algorithm,
similar to t-SNE but with a more solid theoretical base.

In its simplest sense, the UMAP algorithm works in two steps:

1. Construction of aweighted graph from the high-dimensional data, with edges represent-
ing how ”close” a point is to another

2. Optimization step to find themost similar graph in lower dimensions, via a graph layout
algorithm

In order to achieve this goal, the algorithm relies on algebraic topology and Riemannian
geometry.

UMAP has four parameters that need to be tuned:

• n_neighbors parameter controls how UMAP balances local vs global structure in the
data. Low values will force UMAP to concentrate on very local structure, while large
values will push UMAP to look at larger neighborhoods of each point when estimating
the manifold structure of the data

• min_dist parameter controls how tightly UMAP is allowed to pack points together. It
provides the minimum distance apart that points are allowed to be in the low dimen-
sional representation. Low values will result in clumpier embeddings, while larger val-
ues will prevent UMAP from packing points together and will focus on preserving the
broader structure instead
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• n_components allows the user to determine the dimensionality of the reduced dimen-
sion space we will be embedding the data into.

• metric parameter controls how distance is computed in the ambient space of the input
data.

HDBSCAN on the other hand extends DBSCAN by converting it into a hierarchical clus-
tering algorithm. It is a density-based clustering algorithm that segregates data points into high-
density regions separated by regions of low-density. It does not require that every data point
is assigned to a cluster, since it identifies dense clusters, and thus points not identified to clus-
ters are considered as outliers or noise. The ”hierarchical” part of the algorithm allows it to
find clusters of any densities, which is not the case for the classic DBSCAN algorithm. A great
advantage of hierarchical clustering algorithms is that they can work without the need to spec-
ify the number of clusters, and that can provide high interpretability since the results can be
presented in a dendrogram.

The algorithm is described as follows[68]:

Algorithm 3.2HDBSCANmain steps
1: Compute the core distance for the k nearest neighbors for all points in the dataset;
2: Compute the extendedminimum spanning tree from aweighted graph, where themutual

reachability distances are the edges;
3: Build the HDBSCAN hierarchy from the extended minimum spanning tree;
4: Find the prominent clusters from the hierarchy;
5: Calculate the outlier scores;

The first step in the algorithm is to compute the core distances for each point in the dataset.
The core distance of a point is the distance to the kth nearest neighbor. The value of k includes
the point itself. This is a technique to obtain an approximate density for each point. Using
the core distances, a new distance metric is computed which is called the mutual reachability
distance. The mutual reachability distance between two points x and y, is the maximum value
of: the core distance of x, the core distance of y, or the distance between x and y. Next, the mu-
tual reachability distances between the points can be used to establish a weighted graph, where
the data points are vertices and an edge between any two points has the weight of the mutual
reachability distance of those points. Now we need to compute the graph’s minimum span-
ning tree. A minimum spanning tree is a spanning tree whose sum of edge weights is as small
as possible. That is, it has all vertices connected with a subset of the edges from the complete
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graph, without any cycles and with the minimum possible total edge weight. The resulting
minimum spanning tree is modified by adding a self-edge to each vertex with the point’s core
distance as the weight. This gives a graph called the extended minimum spanning tree. Now,
the graph can be used to build the HDBSCAN hierarchy. To begin with, there is one cluster
label, and all the points are assigned to this cluster. This cluster is added to a cluster list. The
graph is then sorted by edge weight in ascending order. Starting from the bottom of the graph,
edges are iteratively removed from the extended minimum spanning tree. Edges with equal
weights must be removed simultaneously. The weight value of the edge(s) being removed is
used to denote the current hierarchical level. As an edge is removed, the cluster containing the
removed edge is explored. Clusters that have become disconnected and contain fewer points
than the minimum cluster size are all assigned with the noise label. A cluster that has become
disconnected, but has more points than the minimum cluster size, is assigned a new cluster la-
bel. This is called a cluster split. Additionally, the new cluster is added to the list of clusters. A
new hierarchy level is created when an edge removal has resulted in new clusters due to cluster
splits. By the end of the process, in the last level of the hierarchy, all the points in the dataset
will have been assigned to noise. During the construction of the HDBSCAN hierarchy, a list
of the clusters is also maintained, where each cluster holds a reference to its parent.

After constructing the hierarchy, the next step is to identify the most prominent clusters.
This involves calculating the stability of a cluster, defined as:

stability =
∑

p∈Cluster

(λp − λbirth) (3.8)

where λ = 1/edge weight, λbirth is when the cluster was created, and λp is the value at which
a point leaves the cluster.

The algorithm propagates stabilities up the hierarchy, comparing the stability of a cluster
against the cumulative stability of its descendants to determine prominence. The root cluster
ultimately references the clusters with the highest stabilities.

In addition to identifying clusters, HDBSCAN computes the outlier scores for each data
point, known as GLOSH (Global–Local Outlier Score fromHierarchies). This computation
takes into account additional information recorded during hierarchy construction. For a data
point x, the values of e(x), the edge weight prior to being marked as noise, and emax(x), the
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lowest death level of its last cluster, are used in the GLOSH formula:

GLOSH(x) = 1− emax(x)
e(x)

(3.9)

This score provides an assessment of how likely it is that each point is an outlier, based on
its participation in the clusters throughout the hierarchy.

Next, this pipeline puts together all elements of our clustering task:

Data

Raw Categorical Data RawNumerical Data

Categorical Data Numerical Data

UMAPCategorical Data UMAPNumerical Data

Combined Data

Clustered Data

Impute + One-Hot Encoding Impute + Normalization

fit UMAP fit UMAP

”union” ”union”

HDBSCAN

Figure 3.6: HDBSCAN clustering pipeline with data pre‐processing and model fitting

The data first gets split into categorical and numerical data. Then some data pre-processing
is done to impute missing values on the categorical data using the mode, while for numerical
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data we use themedian value. We normalize the numerical data using a non-linear power trans-
formation technique called Box-Cox[69], given as:

x(λ) =

 xλ−1
λ if λ ̸= 0

log(x) if λ = 0
(3.10)

while for categorical data we use one-hot encoding. Once this is done we fit the UMAP al-
gorithm separately on numerical and categorical data to obtain the embeddings in the lower
dimensional, dense space. Finally we combine together the embeddings using the ”union”
method[66], which consists in simply adding the embeddings together. We do this because this
method of combination supposedly preserves the categorical embeddings more[66], which is
what wewant because categorical variables aremore important, as we’ve seen in 3.2. Finally the
combined data is fed to HDBSCAN to obtain the results of the clustering.

HDBSCAN also has a few parameters to tune:

• min_samples parameter controls how conservative you want the clustering to be. The
larger the value, the more conservative the clustering - more points will be declared as
noise. It is the minimum number of neighbours to a core point.

• min_cluster_size parameter controls the minimum size a final cluster can be

• cluster_selection_method used to select clusters from the condensed trees.

• metric to use when calculating the distance between instances

3.4.2 Normality Assumption & Sample Size

Before talking about the results obtained using density-based clustering, it is important to talk
about data normalization and sample size. The clustering pipeline 3.6 shows that the numerical
data pre-processing step involves the normalization of the data.

Datanormalization techniques likeBox-Cox[69]have as a goal tomake thedatamoreGaussian-
like, and thus it comes as a natural question whether transformations like these are effectively
able to transform the data distribution successfully

In order to gauge how well these transformations do we can use two tools in our arsenal:
visual inspection and statistical tests. Visual inspection consists in visualizing a histogram
representation of the data, or we can use a Quantile-Quantile plot which plots the quantiles of
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the distribution at hand vs those of a normal distribution. Statistical tests on the other hand
offer a more objective assessment, providing numerical values that can indicate the likelihood
that the data was drawn from a given distribution.
We will focus on the Anderson-Darling test[70].
The Anderson-Darling test is a statistical test used to check if a sample comes from a popu-

lation with a specific distribution.
The test works by calculating a measure of discrepancy between the empirical distribution

function of the sample and the cumulative distribution function of the specified theoretical
distribution.

The hypothesis for the Anderson-Darling test are defined as follows:

• H0: The data follow a specified distribution.

• Ha: The data do not follow the specified distribution.

The test statistic for the Anderson-Darling test is given by the equation:

A2 = −N− S (3.11)

where

S =
N∑
i=1

(2i− 1)
N

[ln F(Yi) + ln (1− F(YN+1−i))] (3.12)

and F is the cumulative distribution function of the specified distribution, and Yi are the or-
dered data values.

The test is inherently a one-sided test, and the null hypothesis that the distribution fits is
rejected if the test statistic, A2, is larger than the critical value.
With this being said, we will now investigate the role of sample size in statistical normality

tests.
The data we are transforming is the total session time and the total interactions. As we’ve seen

previously, this data has a right-skew, so a transformation is necessary.
We use three transformations to make the data Gaussian-like, which are the log10, Power

transform Box-Cox and the Quantile transformation. The last two are implemented using
sklearn’s PowerTransformer andQuantileTransformer.

The full data contains around 6000 data points. We will now proceed by plotting the p-
values obtained by performing the Anderson-Darling test for a single run, for different sample
sizes :
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Figure 3.7: Histograms of transformed data and P‐values from Anderson Darling test

Aswe can see from 3.7a visual inspection tells us that the transformations worked inmaking
the full data more Gaussian-like. In particular the log and Power transform seem to have been
most successful, while the Quantile transformation a little less. Instead when we look at 3.7b,
we see a pattern; the bigger the sample size (the plot goes up to 2500), the more likely it is for
the p-value to be smaller than the significance level (here set at 0.05) suggesting that the samples
do not come from a normal distribution. For this plot, 100 runs of the Anderson-Darling tests
are made for each sample size, each point in the sample being drawn at random and without
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replacement from the original dataset.
So the results from 3.7a and 3.7b are clearly contradictory. What should we believe then?
The recent paper ”Comparison of Normality Tests in Terms of Sample Sizes under Differ-

ent Skewness andKurtosis Coefficients”[71] compares normality tests in different sample sizes
in data with normal distribution under different kurtosis and skewness coefficients obtained
simulatively. The authors conclude that ”normality tests were not affected by the sample size
when the skewness and kurtosis coefficients were equal to or close to zero; however, in cases
where the skewness and kurtosis coefficients moved away from zero, it was found that normal-
ity tests are affected by the sample size, and such tests tend to give significant results. Therefore,
in large samples, it may be suggested that critical values for skewness and kurtosis coefficients’
z-scores or the histogram graphs be used”.

The sample sizes they tested went up to a maximum of 900 and skewness/kurtosis coeffi-
cients ranged from -0.5 t 0.5. As a reference, these are the skewness and Kurtosis coefficients
we are dealing with in our dataset (computed with scipy.stats and using Fisher’s definition that
a normal distribution has kurtosis of zero):

Dataset Skewness Kurtosis

log total_interactions 0.3106 -0.1894
log total session time 1.0438 1.6660
quantile total interactions -1.8159 3.8848
quantile total session time -1.1722 4.7594
PT box-cox total interactions 0.0048 -0.3279
PT box-cox total session time -0.0306 0.4855

Table 3.2: Skewness and Kurtosis of Datasets

To conclude this part we can say that indeed it’s not that our data is not normal after trans-
forming it, but instead the statistical tests are more sensitive in detecting deviations from nor-
mality in cases where there are a lot of samples. It is better to rely on histograms, as the authors
point out.

3.4.3 Implementation & Results

Before talking about the results of density-based clustering we will talk about the selection of
parameters forUMAPandHDBSCAN. For both algorithmswe select the parameters through
a grid search and pick the best ones according to specific scores.
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ForUMAPwe look at theTrustworthiness score[72] to evaluate the dimensionality reduc-
tion. The distance of point i in high-dimensional space is measured against its k closest neigh-
bours using rank order, and the extent to which each rank changes in low-dimensional space
is measured. For n samples, let r(i, j) represent the rank of sample j based on its distance from
sample i, in comparison to the distances from i to all other samples in the high-dimensional
space U(k)

i . Similarly, let r̂(i, j) be the rank of the distance between sample i and sample j in
low-dimensional space V(k)

i . Using the nearest neighbours, the map is considered trustworthy
if these k neighbours are also placed close to point i in the low-dimensional space. The corre-
sponding formula is [73]:

T(k) = 1− 2
nk(2n− 3k− 1)

n∑
i=1

∑
j∈U(k)

i

(r(i, j)− k) (3.13)

It’s a score between 0 and 1, where 1 indicates a more trustworthy embedding for that par-
ticular value of k, while 0 that the embedding does not faithfully represent the original data in
terms of rank order.

For each combination of parameters we calculate the trustworthiness for k in the range of 1
to 2000, to see how the structure of the data is preserved across a wide range of neighborhood
sizes. The choice of evaluating the embedding until a value of 2000 was made since the dataset
consists of around 6000 points, and a value of 2000means that also the long-range rank orders
are taken into account. The best parameter combination is chosen as the one with the highest
mean trustworthiness. For then_components parameter it was chosen to be 1 for numerical and
2 for categorical variables. So effectivelywe reduce the dimensionality from2 to 1 for numerical
variables, and from 3 to 2 for categorical ones.

In total 90 different combinations were tested for numerical and also 90 for categorical vari-
ables.

37



0.0 0.1 0.25 0.5 0.99

min dist

5
15

30
5
0

10
0

20
0

30
0

40
0

50
0

n
n

ei
gh

b
or

s

0.65 0.67 0.65 0.68 0.66

0.82 0.80 0.78 0.83 0.80

0.84 0.85 0.84 0.82 0.83

0.82 0.85 0.85 0.85 0.85

0.87 0.86 0.87 0.88 0.85

0.84 0.86 0.85 0.85 0.88

0.88 0.89 0.85 0.88 0.85

0.89 0.87 0.88 0.84 0.88

0.85 0.85 0.86 0.84 0.85

Numeric Data: euclidean

0.0 0.1 0.25 0.5 0.99

min dist

5
15

30
5
0

10
0

20
0

30
0

40
0

50
0

n
n

ei
gh

b
or

s

0.66 0.68 0.65 0.65 0.67

0.84 0.81 0.80 0.82 0.82

0.83 0.84 0.82 0.84 0.83

0.87 0.84 0.83 0.85 0.87

0.85 0.83 0.87 0.84 0.88

0.86 0.88 0.84 0.86 0.84

0.86 0.89 0.86 0.87 0.81

0.89 0.82 0.84 0.88 0.86

0.85 0.88 0.85 0.88 0.85

Numeric Data: manhattan

0.0 0.1 0.25 0.5 0.99

min dist

5
15

30
50

10
0

20
0

30
0

40
0

50
0

n
n

ei
gh

b
or

s

0.77 0.78 0.79 0.76 0.74

0.81 0.80 0.81 0.81 0.81

0.80 0.80 0.81 0.81 0.81

0.81 0.79 0.80 0.82 0.80

0.81 0.79 0.82 0.80 0.81

0.82 0.81 0.81 0.80 0.79

0.79 0.79 0.79 0.79 0.79

0.79 0.77 0.77 0.77 0.78

0.77 0.78 0.78 0.78 0.77

Categorical Data: hamming

0.0 0.1 0.25 0.5 0.99

min dist

5
15

30
50

10
0

20
0

30
0

40
0

50
0

n
n

ei
gh

b
or

s

0.77 0.78 0.78 0.77 0.78

0.80 0.83 0.80 0.81 0.81

0.79 0.82 0.80 0.79 0.82

0.81 0.82 0.80 0.81 0.81

0.80 0.81 0.81 0.81 0.82

0.80 0.82 0.82 0.82 0.79

0.79 0.79 0.79 0.79 0.78

0.78 0.80 0.79 0.77 0.78

0.78 0.78 0.78 0.79 0.79

Categorical Data: jaccard

0.70

0.75

0.80

0.85

0.70

0.75

0.80

0.85

0.74

0.75

0.76

0.77

0.78

0.79

0.80

0.81

0.77

0.78

0.79

0.80

0.81

0.82

Figure 3.8: Heat map of Mean Trustworthiness for different parameter combinations; euclidean and manhattan distance
for numerical variables, hamming and jaccard for categorical variables. Brighter colours indicate a higher mean trustworthi‐
ness
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Figure 3.8 tells us that thebest parameter combination fornumerical featureswasn_neighbors
of 300, min_dist of 0.1 and the euclidean metric, for a mean trustworthiness of 0.89. For cat-
egorical variables it was n_neighbors of 15, min_dist of 0.1 and the jaccard metric for a mean
trustworthiness of 0.83. Generally speaking a score above 0.80 is considered to be a ”good”
result[66].

Figure 3.9 shows that the trustworthiness decreases for numerical data while it increases for
categorical data, as the size of the neighborhood increases. This suggests that categorical data
may require a larger k to adequately reveal the underlying relationships, while for numerical
data short-range interactions are better represented.

When it comes to HDBSCAN instead we look at Density Based Clustering Validation
(DBCV)[74]. Metrics such as Silhouette Score[75] measure cluster cohesiveness and separa-
tion with an index between -1 and 1, but do not take into account noise in the index calcula-
tion and make use of distances. We know that distance is not applicable for a density based
technique[66] and not including noise in the objective metric calculation violates an inherent
assumption in density-based clustering. This means that Silhouette score and similar indexes
are inappropriate for density-based techniques. DBCV instead takes noise into account and
also uses densities instead of distances. The final result of DBCV is a weighted sum of ”validity
index” values of clusters, which produces a score between -1 and 1.
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Inpractice a score above0.45 shows that the clusters arewell-separated. Whilewe tried awide
rangeofparameters, thebest parameters are a valueofmin_samples equal 300,min_cluster_size
equal 100, cluster_selection_method is excess of mass and the metric euclidean. The DBCV
score for this combinationwas 0.65. Excess ofmass identifies clusters by looking at areas where
data points are heavily concentrated and marks these as clusters.
We can now look at the results obtained from the clustering combining UMAP and HDB-

SCAN. A condensed tree plot lets you see what the cluster hierarchy looks like, i.e. which
clusters are near each other or could perhaps be merged, and which are far apart.
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Figure 3.10: Condensed Tree plot of the clustering results; we can see the cluster hierarchy as a dendrogram. The width
and colour of each branch represents the points in the cluster at that level. The encircled nodes correspond to the chosen
clusters

The λ value in 3.10 represents a measure of density at which points are considered to merge
together into a single cluster. A higher value for an edge means that the merge happens at a
higher density level. The range of λ values over which a cluster exists in the condensed tree
can give insights into the cluster’s stability. A cluster that exists over a wide range of λ values
is typically more significant and stable, indicating a robust cluster that persists over varying
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densities. The dendrogram in 3.10 shows thatHDBSCANrecognized three clusters of varying
size.

Cluster Users Users Who Bought % of Purchases CR (%) Interactions Session Time (s)
in Cluster Mean Median Mean Median

0 660 16 9.94 2.42 1.78 2 9.89 6
1 758 28 17.39 3.69 56.62 25 1129.58 101.5
2 4452 117 72.67 2.63 31.5 14 733.54 41

Table 3.3: HDBSCAN Cluster Statistics Including User Purchases, Conversion Rates (CR), and Interaction/Session Time
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Figure 3.11: HDBSCAN Cluster statistics Including Referrer Type, Country Code And Campaigns

Looking at table3.3 we can see that HDBSCAN recognized one large cluster C2 which has
the most amount of users and a mean/median interactions and session time which are values
between the ones of the other two clusters. The conversion rate for this cluster is also a value
between the two other. Meanwhile cluster C1 has the highest conversion rate, mean/median
interactions and session time while having less data points than cluster C2. We can conclude
that this is the cluster with the highest buying propensity. Finally cluster C0 clearly has the
lowest buying propensity, reflected by having the lowest conversion rate and mean/median in-
teraction and session time.

Thus, density-based clusteringhas given the following classification in termsofbuyingpropen-
sity: Cluster1 ≻ Cluster2 ≻ Cluster0 .

Meanwhile, from 3.11 we can see the user characteristics in the individual clusters: themost
successful cluster C1 containsmostly users from Italy coming from campaigns and have a refer-
rer type of direct. The secondmost successful cluster C2 contains a wide range of users coming
both from campaigns and not, and also from Italy and other countries like France. It also is
the only cluster having a mix of users coming from referrer type organic and paid. Lastly, C0
is very similar to C1 in terms of countries where users come from and campaign provenance.
They seem to only differ in the referrer type.
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We conclude by saying that HDBSCAN successfully clustered users to create meaningful
clusters, eachwith users having different characteristics in terms of buying propensity, reflected
not only by the conversion rates but also by the varying levels of total interactions and session
times.

3.5 ComparisonOf TheMethods

It is clear by now that both clustering methods, K-prototypes and HDBSCAN, produced
meaningful clusters. These clusters indeedhaveuserswithdifferentbuyingpropensities. While
both methods were successful, the results from K-prototypes appear to have created clusters
which are better separated in terms of buying propensity. This is because the cluster with the
highest conversion rate (10.46%) for K-prototypes is also the one containing the most amount
of users who bought, which is not the case for the one of HDBSCAN. It seems like HDB-
SCAN focused more on producing clusters by looking at the numerical features, since these
display larger intercluster discrepancies compared to the clusters of K-prototypes; we have that
the lowestmedian inter-cluster session time is 21while the highest is 90 forK-prototypes, while
for HDBSCAN we have 6 and 101.5 respectively. Therefore we can also conclude that K-
prototypes focusedmore on producing clusters better separated in terms of the categorical fea-
tures; this can be observed by the referrer type variable being clearly separated between clusters,
each cluster mostly containing only one type, but also from the campaign variable (although
not as obvious compared to the referrer type). Additionally, HDBSCAN doesn’t cluster all
data points in clusters, since it can also assign points as being ”noise” points, with a label of -1,
which is why there are less points clustered in the output of HDBSCAN compared to the one
ofK-prototypes. In the case ofHDBSCAN, each point assigned to a cluster also has a probabil-
ity of belonging to that cluster. This information is not presentwhen it comes toK-prototypes.

To conclude we can say that both methods have their advantages. K-prototypes was built
to incorporate categorical features while the combination of UMAP andHDBSCAN seemed
to have struggledmore with those and gavemeaningful clusters based onmostly the numerical
features. On the other hand, HDBSCAN can provide more information about a clustering,
such as points being labeled as ”noise” and probabilities of points belonging to clusters.
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4
Conclusion

This thesis embarked in theworld ofmachine learning applied to e-commerce, tackling the chal-
lenges of website optimization and faulty behaviour detection through the calculation of page
values usingMarkovChains. Furthermore, clustering was applied to classify users into clusters
having different buying propensities. The results obtained can now be leveraged to monitor
the value of web pages in e-commerce websites, enabling potential issues to be discovered re-
lated to website performance, which could previously not be found. Moreover, the obtained
clusters can now be used to produce the missing revenue and personalized recommendations
to users.

Machine learning offers a powerful boost to e-commerce, optimizing websites and classify-
ing user behaviors effectively. Businesses should leverage these insights for enhanced customer
experiences and revenue growth, continually exploring new technologies to stay competitive
in the digital marketplace.
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