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Abstract

In an attempt to minimize greenhouse gas emissions and control the gradient of carbon con-
centration rise in the atmosphere, CO2 capture, and storage (CCS) is gaining traction in many
countries around the world. CCS refers to the capture and storage of the greenhouse gas
(GHG) CO2 in geological formations or other suitable storage places. CCS is well suited for
large point sources of emissions, such as power plants and other industrial sites. Also, life cy-
cle assessment (LCA) is a strategy that belongs to the family of lifecycle thinking approaches
and is an effective instrument for assessing environmental performance which provides a more
comprehensive view of environmental implications, including greenhouse gas (GHG) emis-
sions, and allows decision-makers to quantify the trade-offs inherent in every modification to
the power generation systems.

This thesis presents a life cycle assessment (LCA) on carbon dioxide capture and storage
(CCS), creating a comprehensive LCAmethodology for the ”Gate-to-Gate” evaluation of po-
tential CCS technologies. Life Cycle Inventory (LCI) database that represents inputs/outputs
of processes at a high degree of detail, adjusts for technological and regional variances, produces
LCI data in a consistent and transparent way, and has a flexible structure has been designed and
organized. All CO2 capture and storage methods will show an increase in cumulative energy
demandwith environmental effects and a significant reduction in greenhouse gas (GHG) emis-
sions.

The proposed LCI models were effectively used to post-combustion chemical absorption
capture, pipeline transportation, and saline aquifer storage. This study examines the LCImod-
els for chemical absorptionCO2 capture base on empirical relationships, with the aim of intro-
ducing more parameters into the LCI model for CO2 conditioning in post-combustion CO2
capture. Furthermore, the designedLCImodel provides a flexible framework for estimating en-
ergy consumption and emissions fromCO2 pipeline transportation and injection. Then, using
LCA modeling of geological storage, calculate CO2 distribution in the saline aquifer and eval-
uate multiple models of CO2 leakage through different paths. Lastly, by Implementing a case
study of a carbon capture, transportation, and storage project at the Asnaes coal power station
in Kalundborg, Denmark, and the life cycle impact assessment (LCIA), a model is presented
that not only quantifies the emissions from the constructed system and the relating LCA en-
vironmental impacts, but also analyzes the variation through the provided sensitivity analysis,
operational conditions, reservoir characteristics, and alternative leakage pathway parameters
that have a significant effect on the LCA environmental impact results.

Consequently, post-combustion chemical absorption (MEA) CO2 capture unit captures
95% of CO2 and emits less PM-10, SO2, SO3, NO2, HCl, HF, mercury (Hg) vapor. As well,
MEA production, MEA transport, CO2 pipeline infrastructure, CO2 capture facility infras-
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tructure, and compressor infrastructure, have verymodest life-cycle environmental effects. The
AP, EP, GWP, HTP, and POCP are all significantly impacted by emissions into the atmo-
sphere. Tracemetal emissions to the air or soil are the primary causes of the FAETP andTETP.
Also, changes in the capture rate and the required amount of energy can have a significant ef-
fect on all of the categories. In contrast, the length of the pipeline and the transport pressure do
not affect the life-cycle impacts in the majority of categories. Using K PZ or KS1 to chemically
absorb CO2 has a smaller environmental impact than using MEA to achieve the same result.
Lastly, the ratio of potential CO2 leakage to total CO2 injected is sensitive to changes in the
injection period and injection rate.

Keywords: Carbon Capture, Carbon Storage, Carbon Transportation, LCA
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1
Introduction

Because of the fast rise inboth technology and thepopulationof theworld, there has been a sub-

stantial increase in the usage of fossil fuels, which are only attainable in limited amounts and

have a negative impact on the environment [36, 37]. Fossil fuels are accountable for around

86% of the world’s energy consumption and approximately 75% of the anthropogenic CO2

emissions that are occurring today. According to the Intergovernmental Panel on Climate

Change (IPCC), the total emissions that resulted from the burning of fossil fuels and the flar-

ing of natural gas amounted to 10 billion tons of carbon.

Several efforts have been made to reduce the negative effects that the use of fossil fuel has

on the environment. These efforts have focused on enhancing the effectiveness of the processes

that are now in use and inventing novel methods and technologies for the conversion of energy.

In an effort to minimize greenhouse gas emissions and control the gradient of carbon concen-

tration increase in the atmosphere,CO2 capture and storage (CCS) is gaining traction inmany

nations across the world. CCS refers to the capture and storage of the greenhouse gas (GHG)
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carbon dioxide in suitable storage locations, such as depleted oil and gas fields, aquifers, and

other geological or ocean formations. Large point emission sources, such as power plants and

other industrial facilities, such as cement and ammonia plants, refineries, petrochemical and

hydrogen plants, are ideal candidates for carbon capture and storage. In these cases, it is more

economically possible to captureCO2, compress it, and transport it to a disposal location than

in cases involving small or mobile CO2 sources. CCS may theoretically be used to CO2 emis-

sions frombiomass facilities, therefore functioning as a carbon sink. Figure 1.1 summarizes the

indicated explanations.

Figure 1.1: Schematic view of CCS chain [1].

Currently, the majority of existing CCS technology can absorb between 85 and 95% of a

power plant’s CO2 emissions. Unfortunately, the majority of power plants with CCS systems

would use more energy than those without CCS facilities. This additional energy is mostly

required for CO2 capture and compression, which provide 10–40% more energy to conven-

tional power plants [38, 39]. According to [40], the impact of CCS technology on existing

power plants shows the increased CO2 emissions caused by CCS as well as the total net emis-

sion decrease caused by CCS. Once CO2 is effectively absorbed and stored, CCS technology

can contribute to an 80–90% decrease in total atmospheric emissions. The disadvantage of
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integrating CCS technology with power plant systems is that more energy will be required;

hence, there is a penalty on the energy efficiency of the power cycles. In addition, the higher

consumption of chemicals needed for CO2 capture, such as monoethanolamine (MEA), leads

in an increase in both on-site and upstream GHG emissions as well as other environmental

consequences per kWh generated in comparison to plants that do not utilize CO2 capture.

The known and currently developed CCS technologies provide a variety of options with

varying energy consumptions and environmental impacts. Consequently, it is essential to per-

form a comprehensive environmental assessment on alternative CCS options that is capable of

analyzing GHG releases throughout all stages of the life cycle and providing accurate data to

stakeholders to guarantee that aCCS option selected does not lead in upstream or downstream

changes that raise the total release of GHGs and does not increase other environmental issues,

such as the formation of solid and hazardous waste and the release of toxic compounds that

negatively affect human health and ecological systems. Life cycle assessment (LCA) satisfies

this principle because it not only tracks energy- and non-energy-related GHG emissions, but

also numerous other environmental emissions such as common air pollutants, as well as the

consumption of other resources such as water, minerals, and land.

Tomake sure that cutting back on greenhouse gas emissions doesn’t have unintended nega-

tive consequences, LCA provides decision-makers with a comprehensive view of the potential

effects of alternate energy strategies. The ISO 14040 series of LCA standards was developed

by the International Organization for Standardization (ISO) in order to provide guidance on a

variety of LCA-related topics, including but not limited to: system boundary definition; data

collection; evaluation of environmental impacts; interpretation of results; and transparent re-

porting [41]. Also, it can be useful to note that in order to assist polluters in developed coun-

tries in meeting their GHG emission objectives, the Kyoto Protocol established three flexible

mechanisms: emissions trading, joint implementation, and the clean developmentmechanism

(CMD).

LCA, being a globally recognized method, provides a way to include CCS projects within
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the CDM framework and assists participants of flexible mechanisms in evaluating their project

proposals and confirming their emission reductions. Previous life-cycle assessment (LCA) stud-

ies have looked into alternativeCO2 capture and storage systems [42, 43, 44, 45, 46] and found

that CO2 capture can cut CO2 emissions by around 80% across the board in the life cycle. [32]

evaluated post-combustion CO2 capture, transport, and injection using complete Life Cycle

Impact categories, although the research is case specific, and the storage procedures are not

fully investigated.

In order to fully characterize the environmental profiles of various CCS technologies and

account for technical and geographical variations, a comprehensive and dynamic LCA model

adapted to CCS is required. This thesis’s research has the following primary goals:

1. Designing a full Gate-to-Gate LCA framework for evaluating CCS alternatives;

2. Creating aquantitativeLifeCycle Inventory (LCI)database that represents inputs/outputs
of processes at a high degree of detail, aiming at exact LCI data in a consistent and open
way, and has a flexible system for long term strategic energy system planning;

3. Assessing the relative benefits of various CCS technology and to discover possibilities
for making life-cycle reductions in terms of both energy and environmental impacts.

This thesis is divided into five chapters. The chapter 2 provides an overview of different

CO2 capture technologies, transportation systems, and CO2 geological storage options. This

chapter also presents the methodological framework of LCA and previous LCA applications

on CCS, as well as the limitations of previous LCA applications. The chapter 3 develops a

comprehensive framework for the application of LCA on alternative CCS options, which can

characterize the environmental profiles of the CCS technologies at a high level of detail, ac-

count for technical and spatial differences, and quantify the uncertainty of LCA results. Life

cycle inventory (LCI) modeling approach for component operations in post-combustionCO2

capture power plants, including the LCImodels of chemical absorptionCO2 capture andCO2

conditioning units,CO2 pipeline transportation andCO2 injection, and themodelling ofCO2

saline storage are done in this part. The chapter 4 begins with a discussion of a case study to ap-

ply the life cycle impact assessment (LCIA). This chapter generates the consequences of direct
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emissions, resource consumption, and thematerials required to construct systems. In addition,

the LCIA analysis, sensitivity analysis, and uncertainty analysis in terms of Post-combustion

capture system, transportation, and injection, as well as the uncertainties associated with the

potentialCO2 leakages in terms ofCO2 storage, are performed to identify the opportunities to

reduce the environmental impacts from a life-cycle perspective. Finally, chapter 5 summarizes

the study’s findings, highlights its achievements, and offers suggestions for further study.
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2
CCS Technology & LCAMethodology

2.1 Introduction

Since it is widely acknowledged that no single technology can fully realize the potential strategy

for mitigation in any given sector, the century’s energy demands will be encountered while

also achieving goals for reducing greenhouse gas emissions through the use of a broad range

of technologies that are either already in use or are anticipated to accomplish this in the near

future [4, 47]. Carbon capture and storage (CCS) is a promising solution formitigating global

warming by removingCO2, the most significant greenhouse gas (GHG), from the atmosphere.

The CO2 will be captured at the source, transferred to an appropriate storage location, and

stored for geological time scales. The process chain is made up of three parts: CO2 capture,

transportation, and storage.

LifeCycleAssessment (LCA) is a powerful tool for evaluating environmental performance

in the family of life-cycle thinkingmethods. Withmore than 30 years of development since the
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LCA concept was introduced in 1969, the methodology of LCA is widely accepted and well-

established [48]. CO2 capture and storage systems require considerable quantities of energy

to operate, and the CCS technologies available provide a variety of solutions with varying en-

ergy requirements and, as a result, various environmental implications. The well-established

LCA method provides the necessary methodological framework to ensure that a given CCS

option, in addition to reducingCO2 emissions, does not result in a significant increase in other

environmental impacts, and to identify opportunities for improved designs that minimize en-

vironmental impacts along the CCS chain. Furthermore, the application of LCA is consistent

with the life-cycle thinking of present environmental laws and anticipated future legislation.

This chapter initially explains The implementation of CCS (i.e. in power plants) is com-

prised of three major phases. These include CO2 separation from the power plant stream, of-

ten known as carbon capture (CC), CO2 transportation, and CO2 storage. In the second part

are presented LCA and the LCAmethodological framework, then addresses the application of

LCA at the social and organizational levels, including themethod’s limits and current LCAde-

velopment trends, also it examines prior LCA studies on CCS and discusses its shortcomings.

Following that, the modeling technique of this research with representing system modeling is

described.

2.2 CCS Technology

2.2.1 CO2 Capture (CC)

Capturing CO2 from the power plant process normally requires CO2 to be separated from the

flue gases at some stage throughout the process. Post-combustion, Pre-combustion, and Oxy-

fuel combustion capture are three ways to connect CO2 capture technology with power pro-

duction systems.

The objective of CO2 capture is to generate a stream of concentrated CO2 that is easily

transportable and storable. Diverse techniques have been developed for capturing CO2 from
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gas streams. These methodologies and their underlying assumptions are as follows: Physical

and chemical absorption, Adsorption, andMembrane separation.

2.2.1.1 Post-combustion CC

This approach involves separating CO2 from flue gases produced from large-scale fossil fuel

combustion likeboilers, cement kilns, and industrial furnaces. Figure 2.1 showspost-combustion

CC technology in a typical layout for the absorption process. Today absorption process using

chemical solvents like amine is often used in the CC from a number of power plants. The hot

flue gas is cooled to temperatures between 40 and 60 °C and then introduced to the absorber,

where CO2 bonds with the chemical solvent. The CO2-rich solvent is then pumped to a strip-

per where the solvent is heated for solvent regeneration between 100 and 140 °C, and CO2 is

stripped off [2, 49]. There are lots of energy requirements for operating the pumps, blower

and compressors, and heating, which creates an efficiency penalty [50, 51]. The fuel type de-

termines theCO2 content in the flue gas, and a typicalCO2 recovery of 80–90% can be realized

in the CC absorption process. Removal of nitrogen oxides NOx and sulfur oxides SOx to pre-

vent them from reactingwith the solvent, and hencemaximizeCC is possible [52]. Use of solid

sorbents like calciumoxide, pressure swing adsorption, andmembrane separation have all been

studied as well for CC [53, 54].

9



Figure 2.1: Post‐combustion carbon capture process [2].

2.2.1.2 Pre-combustion CC

Thepre-combustionCC involves syngas (amixture of hydrogenH2 and carbonmonoxideCO)

being produced from fuel reforming followed by CO2 separation, as shown in Figure 2.2 Fuel

reforming and partial oxidation are the major processes that lead to the formation of the syn-

thesis gas. In steam reforming, steam reacts with fuel in a partial oxidation reaction [3]. The

process also involves eliminating sulfur and particulate matter as a pretreatment to maintain

catalyst operability and activity. The process net result is capturing CO2 and hydrogen gas to

be used as fuel, with water as the ultimate combustion product.

2.2.1.3 Oxy-fuel Combustion CC

The oxy-fuel combustion CC includes burning fossil fuel in pure oxygen, leading to nitrogen-

free flue gas production with only CO2 and H2O. The flue gas condensation leads to a pure

CO2 stream being produced, as well as the elimination of NOx gases. Figure 2.3 explains the

process of oxy-fuel combustion in a coal-fired power plant.
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Figure 2.2: Gas reforming with carbon capture [3].

Figure 2.3: Oxy‐fuel carbon capture [4].

2.2.1.4 Physical and Chemical Absorption

Carbon dioxide separation for post- and pre-combustion CC occurs in two steps; absorption

and stripping process. In absorption, the gas stream is fixed physically with the solvent stream.

In the stripping process, the CO2 rich solvent is heated to regenerate the solvent and strip off

CO2 gas, as depicted in Figure 2.4 The main principle in physical CO2 absorption is Henry’s

law. In the absence of any form of alteration of the chemical identities of CO2 and the solvent,

the breakdown of CO2 in the liquid solvent is due to the electrostatic interaction or Van der

Waals attraction forces [3, 55]. Physical absorption is relatively better under higher pressure

but lower temperature conditions. Lower pressure and higher temperature will be ideal for
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physical desorption or stripping. These conditions tend to make physical absorbents attain

higher absorption characteristics compared to chemical absorbents [56].

Figure 2.4: Schematic of the absorption‐stripping technique [5].

2.2.1.5 Adsorption technique

The adsorption process involves forming physical or chemical interactions between the adsor-

bate, i.e., CO2, and the surface of the solid adsorbent. The adsorbed CO2 can be desorbed

later either by decreasing the pressure or increasing the temperature, commonly referred to

as pressure-swing or temperature-swing adsorption, respectively, in a similar approach to that

of absorption. The pressure-swinging adsorption process is utilized for high CO2 partial pres-

sure, while temperature-swinging adsorption is often preferred when the concentration of the

CO2 being is lower. The pressure-swinging adsorption process is normally preferred because

it requires a shorter time adsorbent regeneration. Some notable advantages of adsorption in-

clude high loading capacity at ambient conditions, lower energy demand, and economic regen-

eration. Other merits include good mechanical and chemical stability, high adsorption rate,

simple operation, easy system maintenance, and tolerance to impurities in flue gas [57]. Some

common types of physical adsorbents include activated carbon, zeolite, silica membrane, and

metal-organic framework materials (MOF). The chemical adsorbents, on the other hand, are
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made up of calcium oxide (CaO), lithiummetal-based, and solid amines sorbents [58, 59].

2.2.1.6 Membrane technology

Separation with the aid of a membrane occurs via the Knudsen diffusion principle and Fick’s

molecular diffusion [60]. The elimination of CO2 from natural gas is best carried out using

membrane separation technology, which is ideal for precombustion capture as well, especially

for highCO2 partial pressure [61] (See Figure 2.5). In the case of CC from lowCO2 in flue gas,

a higher energy penalty is imposed [49, 50].

Figure 2.5: Membrane process for CO2 capture [5].

2.2.2 Transportation

AfterCO2 is separated, itmust be transported to the appropriate destination. The gasmust first

be compressed and transported in a supercritical condition, with the critical point of CO2 at

31 °C and 73.77 bar, where its density is 500 times that of the gaseous state [62]. To avoid the

two-phase flow regime, carbon dioxide is often compressed to a pressure above 80 bar. This

technique also aims to increase the CO2’s density, hence making the transportation process
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easier and less expensive. It can be developed for both onshore and offshore CO2 transport in

a manner similar to that employed in the oil and gas sector. The onshore pipes are positioned

at a depth of 1 meter, whilst the offshore pipelines are installed in shallowwaters [63]. Among

the possible transportation options are the CO2 transport by pipeline, ship, railway or truck.

2.2.2.1 Pipeline

The transportation of CO2 by pipeline is a proven technology. Besides, there is a high degree

of experience and know-how, especially in the field of natural gas and oil pipelines that can be

transferred to CO2 transport. At present, there is globally about 3100 km of CO2 pipelines,

especially in the USA & Canada, with a transport capacity of 44.7 Mt CO2 per year [64]. Sev-

eral physical and environmental aspects must be examined and determined while designing a

pipeline. The appropriate size and pressure of the pipeline are determined by the condition of

theCO2 being transferred. Other elements, such as the initial compressor station, intermediate

pumping or recompression stations, section and safety valves, cathodic corrosion protection,

and stations for corrosion monitoring, must be considered in addition to the piping made of

high-quality carbon steel that has been coated against external corrosion and mechanical dam-

age [65] (See Figure 2.6).

Consideration of the pressure that must always be above the critical point of 73.9 bar with

a temperature of 31.1 °C is an essential part of pipeline design (cf. Annex A.I). In the literature

[65], a minimum pressure of 80 bar is frequently necessary to provide a margin of safety. As a

result of the friction induced by the roughness of the pipe, a pressure decrease occurs during

CO2 transit down the pipeline. To compensate for this pressure loss, compressor stations or a

greater beginning pressure may be required across long distances. In the research, compressor

stations are deemed necessary for routes more than 150 kilometers [29]; nevertheless, in prac-

tice, distances of 400 kilometers or more are deemed practical [4]. The key parameters that

influence the pressure drop are the pipe’s roughness, the mass flow, and the pipe’s inner diam-

eter.
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Figure 2.6: CCS transportation pilpeline [6].

2.2.2.2 Ship

Transporting CO2 to the injection location via ship is a versatile option. However, because to

its discontinuous aspect, the continually acquired CO2 at the plant requires interim storage.

Consequently, more space, materials, and energy are necessary for intermediate storage. The

greater the distance, the more economical ship travel becomes. According to [4], the break-

even distance for a system with a transport capacity of 6 Mt/yr is around 1000 km. However,

transporting greater quantities of CO2 pushes the break-even threshold to greater distances.

The transport by ship is comparable to the transfer of LPG via ship. The creation of the ship,

tank, operation, and onshore loading system for the transport of LPG can be based on current

technologies. In addition, fresh concepts must be created for the unloading procedure and

liquefaction plant.

There are three types of CO2 transport ships: a) pressure type/fully pressurized operat-

ing at high pressure to prevent gas from boiling under ambient temperature conditions; b)

low-temperature type/fully refrigerated ship operating at a sufficiently low temperature to

keep gas as a liquid (or) under atmospheric pressure a solid; and c) semi-refrigerated type/semi-
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pressurized combined conditions of temperature and pressure required to keep gas as a liquid.

The semi-pressurized vessel transfers CO2 in the liquid phase at temperatures below ambient

temperature and pressures above atmospheric pressure. This design is favored by ship design-

ers. The design parameter is roughly -54°C per 6 bar to -50°C at 7 pressure for conveying an

approximate amount of 22000 m3 [4]. The completely refrigerated ship delivers CO2 in solid

form as extremely dense dry ice. However, this solution does not appear to be economically vi-

able due to the complicated loading and unloading operations and the significant energy need

for refrigeration.

2.2.2.3 Truck and Railway

Compared to pipelines or ships, transportation via truck or railroad has substantially lower

transit capacity. Technically, it is possible to transport CO2 in a liquid state at a pressure of 2

MPa and a temperature of -20 °C. These solutions are less desirable and more expensive than

other choices like shipping or pipeline when it comes to long-distance and large-volume CO2

transportation for CCS. These alternatives could be a better choice only in very small-scale

situations or in situations where flexibility is crucial [4] [65].

2.2.3 Storage

Carbon sequestration refers to the process of storing carbon in a carbon storage. Biological,

chemical, and physical processes remove carbon dioxide from the atmosphere in a natural man-

ner. Physical mechanisms include those relating to biomass, ocean storage, and geological stor-

age. This thesis analyses geological storage and its characteristics.

2.2.3.1 CarbonDioxide StorageMechanisms

Geological sequestration of CO2 is the process of directly capturing CO2 from anthropogenic

sources and storing it indefinitely inside geological formations. Combinations of physical and

chemical trapping techniques, such as structural and stratigraphic trapping, residualCO2 trap-
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ping, solubility trapping, mineral trapping, and adsorption trapping, can be used to collect

CO2 in geologic formations.

Structural and stratigraphic trapping refers to trapping CO2 below low-permeability

seals (caprocks), such as very-low-permeability shale or salt beds,which is theprincipalmeans to

storeCO2 in geological formations. Structural traps comprise folded or fractured rocks. Faults

can act as permeability barriers in some circumstances and as CO2 leakage pathways in other

circumstances [66]. Residual trapping refers to the process of sequestering carbon dioxide as

a residual, non-wetting phase in the pore spaces of rock. When CO2 is injected into a saline

formation, it displaces the salty formation water and migrates upwards because it is less dense

than the formation water. Solubility trapping relates to the dissolution of CO2 in formation

water or the interactions between CO2 and water that result in the creation of carbonic acid

and other aqueous carbonate species [67]. DuringCO2 flooding EOR, when the injectedCO2

dissolves in the crude oil stored in the reservoir, solubility trapping also occurs [67]. In min-

eral trapping, dissolved CO2 undergoes chemical reactions with the sodium and potassium

basic silicate, or calcium, magnesium, and iron carbonate, or silicate minerals in the reservoir

formation to form bicarbonate ions, and continued reaction of the bicarbonate ions with cal-

cium, magnesium, and iron from silicate minerals such as clays, micas, chlorites, and feldspars

present in the rockmatrix to finally form carbonateminerals [4]. In physical adsorption,CO2

molecules are immobilized on the micropore wall surfaces of coal organic matter, kerogen, or

minerals at near liquid-like densities [67]. Hydrostatic pressure in the formation regulates the

gas adsorption procedure [4]. Coal seams and shales are examples of physical adsorption trap-

ping geological formations [68].

2.2.3.2 CarbonDioxide Geological Storage Operations

For an area to be ideal for CO2 storage, it must possess properties such as adequate storage

capacity, injectivity, a good confining unit or sealing caprock, and a stable geological environ-

ment. As indicated in Figure 2.7,CO2 can be sequestered using one of threemethods. The first
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has to do with utilizing both active and depleted oil and gas fields for the recovery of oil and

gas, where it aids in achieving increased oil or gas recovery (EOR and EOG). Enhanced coalbed

methane (ECBM) recovery involves deep, non-minable coal layers that are capable of boosting

methane recovery. The last possibility is deep saline aquifers. [69].

Figure 2.7: An overview of geological storage options [7].

Depleted Oil and Gas Fields

As oil and gas reserves, porous rock formations containing physically trapped hydrocarbons

are deemed acceptable. Carbon sequestration in depleted oil and gas reservoirs comes into two

distinct categories. The first is stratigraphic traps, which are caused by variations in rock types,

and the second is structural traps. These abandoned sites are considered suitable for CO2 stor-

age because for millions of years they accumulated hydrocarbons. Enhance oil recovery (EOR)

and enhanced gas recovery (EGR) have a low capacity compared to other CO2 sequestration

strategies, but they are well-established, with well-defined features and geological data, and are

thus often favored [70]. Some of these locations have a total carbon dioxide retention rate of up

to 60% [71, 72, 73]. The best location forCO2 storage is onewhere structural and stratigraphic

characteristics, in combinationwith solubility, permit the injection ofCO2 formillions of years

[74]. Residual and solubility trapping techniques can be utilized for this purpose; hence, it is
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crucial to implement regulatory and monitoring frameworks to verify that these approaches

are being utilized properly. Because gaseous CO2 dissolves in water to generate carbonic acid,

it may remove oil from porous media and assure a drop in viscosity, which raises the injectivity

index. This method of EOR is based onmolecular diffusion because it allows for themixing of

CO2 and oil at the pore level using a rate-controlling strategy that promotes the oil-miscibility.

For instance,WeyburnCO2-enhanced oil recovery (CO2-EOR) project located in theWilliston

Basin (Canada) is expected to inject 23MtCO2 and extend the life of the oil field by 25 years

[75].

Coalbed Methane Recovery

As CO2 is used to enhance coalbed methane recovery (CO2-ECBM), it is injected into the coal

seam and displaces methane in the coal matrix becauseCO2 has a stronger affinity for coal than

methane [76]. Solid coal has a relatively large number of micropores between cleats, which

allow gas molecules from the cleats to diffuse and be strongly adsorbed. Coal has fractures

(cleats). Coal pore structures are made up of micropores and macropores, but not mesopores.

Themicropores’ radius is usually lower than 2 nmand occupies nearly 70%of the total porosity

of the coal matrix. On the other hand, macropores have a porosity of more than 50 nm and

are usually made up of a cleat system. Coal is considered as a dual-porosity rock due to the

existence of macropores and micropores [77]. Many gases, including CO2 and methane, may

be physically absorbed by coal. If coalbed methane reserves are saturated, they can absorb five

times asmuchmethane by volume as a typical natural gas reservoir of equal size [76]. Because it

can store the injectedCO2 and increasemethaneproduction from the coal seam simultaneously,

carbon dioxide enhanced coalbed methane recovery is potentially appealing. However, this

option is not well developed, and a better understanding of the injection and storage processes

in coals is required [4].

Saline Formation

Saline aquifers are permeable andporous rocks that are saturatedwith saltwater. These types of

sedimentary basin formations are abundant on land and at sea. These salt deposits are also suit-
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able for the storage of carbon dioxide. The techniques that may be used to absorbCO2 include

solubility trapping, interaction with fluid and minerals to produce solid carbonates, and pore

space trapping. Since the density ofCO2 is less than that of salty water,CO2 production occurs

on top of the formation layer, and caprock is necessary to prevent any leaking. TheCO2 storage

capability of saline formations is greater than that of oil and gas reservoirs. Within the aquifer,

the supercritical CO2 displaces water from the saline pores. The basic CO2 storage technique

in saline aquifers involves stratigraphic, solubility, and mineral trapping, which occur across a

range of periods [78, 79]. In the solubility strategy, CO2 is dissolved in an aqueous solution,

whereas the stratigraphic stage is the primary storage mechanism. The Sleipner Project in the

North Sea is an example of a CO2 storage project that makes use of saline formation.

2.3 LCAMethodology

2.3.1 LCADefinition

LCA’s originsmay be traced back to the late 1960s and early 1970s. Several researchers have pre-

sented the complete history of LCA [80, 81, 82]. The first LCA recommendations, known as

the ”Code of Practice,” were released in 1993 by the Society of Environmental Toxicology and

Chemistry (SETAC). The ”Code of Practice” pushed LCA as a widely acknowledged concept

aswell as a reliable approach for assessing product environmental performance [83]. Today, the

”Code of Practice” has been superseded by a set of standards created by the International Orga-

nization for Standardization between 1997 and 2006 (ISO 14040-44). Life Cycle Assessment

(LCA), as defined by ISO 14040 (1997) [84], is a ”compilation and assessment of the inputs

and outputs, as well as the possible environmental consequences, of a product system through-

out its life cycle.” In general, LCA evaluates the environmental consequences associated with

a product system’s whole life cycle, from raw material extraction to manufacture, processing,

use of the product during its function, and waste processing of the discarded product [41].

Environmental Impact Assessment (EIA), System of Economic and Environmental Ac-
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counting (SEEA), Environmental Auditing, and Material Flow Analysis are just a few of the

instruments available for analyzing environmental consequences (MFA). Figure 2.8 shows that

only LCA covers both the life-cycle environmental impacts and the product systems (or service

systems), whereas other techniques focus on regional environmental impacts, site-specific en-

vironmental impacts, policy or economic issues, or all of the above [8].

Figure 2.8: The tools are shown in relation to their focus, [8].

2.3.2 The Life Cycle Assessment Framework

In order to deal with the complexity of LCA, ISO published four international standards on

the topic of LCA, which established a fixed protocol and methodological framework for per-

forming anLCA study, includingGoal and Scope, InventoryAnalysis, ImpactAssessment and

Interpretation Figure 2.9.

Goal and Scope definition states the aim of an intended LCA study, the system boundary,

the functional unit, the competing systems considered, and the breadth and depth of (or level

of detail) the LCA study in relation to this aim. The functional unit is the quantified perfor-

mance of a product system for use as a reference unit in an LCA study (ISO 14040,1997 [84]).

The life cycle inventory (LCI) is aimed at quantifying the input/output relationship and

preparing an inventory of input/output data for all processes involved in the life cycle of the

system(s) under study. The input/output flows to be quantified for a unit process include
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Figure 2.9: The Life Cycle Assessment Framework.

economic and environmental flows Figure 2.10. The input/output data are normally gener-

ated by following four methods: monitoring data measurement, emission factor estimations,

mass balance and engineering calculations. For every unit process, LCI generates a unit process

table (matrix) [9], illustrated in Equation 2.1, in which 35 variables represent the changes of

economic flows or environmental interventions, relating to functional unit. The total process

along the life-cycle of a product, relating to functional unit, can be represented as a set of col-

umn vectors Equation 2.1.

Pi = {Σ ecf(1)...ecf(N) and Σ evf(1)...evf(N)} . (2.1)

P = [P1...P2...PN]. (2.2)

Where, Unit process, i, is represented as a column vector; Pi; First Nec is economic flows;

Next Nev is environmental flows; Total process can be represented as a set of column vectors,

P,with (Nec +Nev) rows and np columns.

Life cycle impact assessment. Here, the in- and outflows of the system are categorized

and allocated to impact categories, such as global warming or acidification. After calculating

the environmental effects in the different categories, optional steps are normalization, grouping

andweighting. In particular, the last of them is necessarily based on subjective assumptions and
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Figure 2.10: Environmental interventions and economic flows [9].

valuation.

Interpretation of the results. In the last step, results have to be summarised and discussed

as a basis for conclusions and recommendations. Limitations are to be detected. Sensitivity

analysis can be used as an appropriate tool for this purpose. The two key elements of an LCA

are the assessment of the entire life cycle of the investigated system and the assessment of a

variety of environmental impacts (ISO 14040 and 14044).

2.3.2.1 Applications of Life Cycle Assessment

Life Cycle Assessment has been utilized to support public policy-making in many nations.

Based on the findings of LCA studies indicating recycling packaging is beneficial for the envi-

ronment and saves energy and other resources, the Swedish Environmental Protection Agency

(EPA) expanded producer’s responsibility of packaging and included beverage cans and bottles

to enhance the degree of recycling [85]. LCA is employed as the foundation of regulatory and

permitting systems in the Netherlands, and because LCA is focused on performance rather

than compliance, regulatory monitoring has been considerably decreased [86]. The European

Union (EU) has various policies (for example, the Integrated Product Policy (IPP)) that are

implemented using LCA [87]: Type 1, Eco-labels show the environmental performance of a
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product or service across its complete life cycle; Type 2, Environmental Product Declarations

(EPD) are a communication format for quantified LCA information based on independently

validated regulations for the product category.

2.3.2.2 Limitations of Life Cycle Assessment

Because LCA modeling involves complex systems and is constrained by a lack of data, theo-

retical expertise, and the capacity to handle complexity, which causes data uncertainty, model

uncertainty, and uncertainty due to choices in LCAmodeling [88] [9], the uncertainty of LCA

results is an acknowledged problem. The trend in uncertainty-related LCA research is toward

widening and deepening LCA:

1. Broadeningmay include including economic and social dimensions, aswell as addressing
additional environmental issues [89].

2. Addingmore fate and exposure mechanisms to impact assessments, creating more mod-
els for environmental impact assessments that take into account time and space, and
creating LCI models that can capture the fundamental physical or empirical relation-
ships between processes in product systems and can generate ranges for LCI data while
enabling designers to incorporatemore parameters into design problems are all examples
of deepening [88].

2.3.2.3 Why CO2 Capture and Storage Requires Life Cycle Assessment

The known and currently developing CO2 capture and storage methods offer a multitude of

possibilities with varying energy consumption and consequent environmental effects. CO2

capture and storage systems demand additional energy for their operation. It is necessary to

conduct a thorough environmental assessment that can track GHG from a power generation

life-cycle in order to provide a representative and accurate evaluation of the alternative CCS

options. This will help to ensure that the CCS option chosen won’t have any upstream or

downstream effects that will increase the overall release of GHGs or significantly worsen other

environmental issues like resource depletion.
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Life cycle assessment (LCA) analyzes energy and non-energy related GHG emissions, as

well as numerous other environmental emissions (e.g., solid waste, hazardous chemicals, and

air pollutants) and resource usage (e.g. minerals). This comprehensive viewpoint assists de-

cision makers in ensuring that reducing GHG emissions using CCS does not result in major

increases in other environmental consequences. Moreover, When developing CCS projects,

LCA can be used to analyze the environmental effect potential of different CCS concepts in

the hunt for greener choices. Throughout addition, LCA can identify which compounds have

high environmental impact potentials in theCCS life cycle and assist corporations in designing

environmental control measures to mitigate the effects of these substances’ release. Further-

more, LCA can quantify the environmental trade-offs of every process choice throughout the

CCS chain and assist businesses in minimizing the environmental impacts of the CCS life cy-

cle by developing the most environmentally friendly component processes or setting suitable

operating parameters.

The InternationalOrganization for Standardization (ISO)has alsoproduced the ISO14040

series of LCA standards, which include guidance on creating acceptable system boundaries,

trustworthy data collecting, evaluating environmental consequences, interpreting conclusions,

and transparent reporting. This 40 provides an ideal starting place for developing GHGmon-

itoring techniques and other environmental implications. Furthermore, three flexible mech-

anisms (Emissions Trading, Joint Implementation (JI), and the Clean Development Mecha-

nism (CDM)) were developed under the Kyoto Protocol to assist developed-country emitters

in meeting their GHG emission targets, and these flexible mechanisms are already a reality, as

the Kyoto Protocol entered into force on February 16, 2005.

2.3.3 LCAModeling Approach

2.3.3.1 SystemModelling

The essential premise that guided the development of this approach is as follows: i) Must

demonstrate clearly how life cycle impacts are computed, the uncertainty associated with the
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conclusions, and the extent to which every unit process’s inputs/outputs have been adequately

defined. ii) Models and conventions that enable for accurate comparisons of different CCS

alternatives.

2.3.3.2 System Boundary

Figure 2.11depicts the systemboundaries ofLCA inCCS,which includeCO2 capture options,

CO2 transportation options, andCO2 storage options. This study focuses onmodeling the pro-

cesses of alternativeCO2 capture options,CO2 transportation, andCO2 storage in considerable

detail. The system boundaries for upstream operations include the development of CO2 cap-

ture facilities and CO2 pipelines. Due to limited time and limited availability of resources, this

research only investigated the systems relating to post-combustion carbon capture (pulverized

coal-fired power generation), pipeline transport, injection and saline aquifer CO2 storage.

Figure 2.11: The system boundary of CCS technology.
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2.3.3.3 Functional Unit

The chosen functional unit is “kg stored CO2”. Here, it is considered 1000 kg CO2 stored.

2.3.3.4 Temporal Domain

As CO2 geological storage is included in the LCA system boundaries, two further system fea-

tures must be considered: the destiny of CO2 in the storage formation and the possible leak-

age of CO2 from the storage formation. This necessitates LCI modeling of CO2 storage for

thousands of years. Globally, no standard CO2 storage performance requirements have been

defined. The IPCC Special Report on CCS and CO2CRC uses a 1,000-year time period to

evaluate CO2 storage capability. Furthermore, the fundamental goal of CO2 geological storage

is to postpone present CO2 emissions into the atmosphere for 1,000 years.

2.3.3.5 Environmental Pollutant Characterization

Pollutants discharged by a CCS system to the atmosphere, land, or water originate in the sys-

tem’s material or fuel inputs, usually coal and limestone. The goal of this study is to identify

all elements/substances of environmental consequence from their site of input through their

partition and final emission into all environmental compartments in a CCS system. The sta-

tus of the following components is of major significance, as seen in Figure 2.12: i) During the

combustion process, C produces CO2, CO, and unburned carbon. The energy consumption

of the unit mechanisms that create CO2, as well as CO2 capture and storage, is estimated. ii)

During the combustion processes, S, N, Cl, and F produce SOx, NOx, N2O, HCl, and HF.

Additionally taken into account are the emissions produced by the pollution abatement tech-

nologies employed, as well as the processes that produce SOx,NOx,HCl, andHF; iii) Analyses

are also done for trace elements including As, Cd, Cr, Cu, Hg, Ni, Pb, Zn, Sb, Be, B, F, Mn,

Se, V, Co, Ba, Ag, and Tl, as well as their final emission to the atmosphere, water, or soil. It is

crucial to note that this study only examines the CCS pollutant in the final portion, although

the diagram depicts the entire process from combustion to capture.
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Figure 2.12: The level of detail involved in the LCA of post‐combustion CCS system.

2.3.4 Life Cycle Inventory (LCI) Modelling

2.3.4.1 LCI System

A CCS in a power generation system is made up of interconnected components and interac-

tions. The systems analysis approach is used to investigate the composition and operation of

component systems. The goal of modularisation is to make complicated systems easier to un-

derstand and model exactly. Modularisation allows the LCI models to quantify the flows of

materials, energy, intermediate products, or emissions in a more detailed manner, or at the

component unit process level, allowing for a more accurate representation of technical, spatial,

and temporal differences by modifying the parameters of component unit processes as needed

[90]. By taking into account the unique operating requirements of the industrial users, this

not only tackles the shortcomings of standard LCA studies that employ linear input/output

coefficients for the LCI models, but also eliminates their second flaw.
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2.3.4.2 Characterization of Input andOutput

Wainwright andMulligan (2004) [91] established theGray boxmodel as a form of unit process

model for describing LCI. There are two types ofmodels: black boxes andwhite boxes, and the

Gray box model is in between. Only the inputs and outputs are known in a black box model,

and the specifics of how the processes turn inputs to outputs are not described. A parameter or

parameters characterizing the connection of outputs to inputs, such as the majority of typical

LCI models, are used to model the transformation. In contrast, all parts of the physical pro-

cesses that turn inputs to outputs are understood and described in a white box model.

In order to facilitate the grey boxmodeling technique, the input and output flows of a unit

process can be further classified based on the predicted variability and uncertainty [92]: i) The

uncertainties in the LCI data are usually the lowest in rawmaterial flows, energy flows, interme-

diate product flows, and product flows. Process engineering models, which apply physical or

chemical principles inmodeling, are used to quantify these data. ii) Emissions caused primarily

by chemicals present in input flows are emitted in predictable proportions to the amount of

input flows. iii) Emissions produced during a unit process that change significantly depending

on the physical variables present during production, such as temperature, the quantity of oxy-

gen available, and so on. These emissions might differ by a factor of 5-10.

2.3.4.3 Accounting for Variation of Technology and Geography in CCS Ap-

plications

One of the research’s differentiating elements is the incorporation of technology dependency

for each CCS technology choice and type of emission; LCI models for alternative emission

reduction technologies are built. LCAonCCS in energyproduction is used to create long-term

strategic energy systems that include best available and new energy technologies. Moreover, the

LCImodels established recognize the value of a capture or storage plant’s geographical location

and account for it at the unit process level by changing the inputs or model parameters, or by

substituting component unit processes. The purpose for doing this analysis; i) Installation of
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emission control systems (such as carbon capture systems) has typically been gradual, after the

passage of laws requiring the use of these systems to control one kind of pollution in order to

achieve compliance. The amount of emissions is determined by variations in plant design and

emissions control systems deployed. ii)CO2 storage performance can differ significantly due to

geological factors and the complexity ofCO2 storage locations. The variability and uncertainty

of reservoir characteristics have a substantial influence on CO2 geological storage performance

projections [93].

2.3.5 Life Cycle Impact Assessment

Themodeling of impact categories, category indicators, and characterization methods is deter-

mined by the goal and scope of the LCA. Guinée et al (2001) and the US EPA (2006) used

the CML 2001 baseline impact categories, category indicators, and characterization methods

(midpoint approach) as the standard method for LCIA to provide a comprehensive profile of

environmental impacts for emissions from power generation with CCS Table 2.1.

To avoid duplicate accounting, some items, resources, or emissions may simultaneously or

sequentially contribute to two ormore exclusive categories. In these cases, the emission should

be split or assigned to the appropriate categories. It is also conceivable that the output or out-

come of an impact in one impact category might serve as the catalyst for an impact in a differ-

ent impact area. Two notes: i) In order to adequately characterize the geographic differences

at LCIA level, the local environmental factors and the distribution of emissions, which con-

tribute to two or more categories of impacts, are identified; ii) Two types of analysis are used

for a general environmental impact analysis, first, an average allocation of emissions among

various applicable impact categories is used, allowing for the identification of all potential en-

vironmental impacts; second, only the primary emission impacts are taken into account, with

the full value of a given emission being assigned to each applicable category to determine the

worst-case impact.



Impact Category Characterization
Factor Classification Scale

Global Warming
Converts LCI data to

carbon dioxide equivalents.

Carbon Dioxide (CO2)
Nitrogen Dioxide (N2O)

Methane (CH4)
Chlorofluorocarbons (CFCs)

Hydrochlorofluorocarbons (HCFCs)
Methyl Bromide (CH3Br)

Global

Stratospheric
Ozone Depletion

Converts LCI data to
trichlorofluoromethane
(CFC-11) equivalents.

Chlorofluorocarbons (CFCs)
Hydrochlorofluorocarbons (HCFCs)
Halons Methyl Bromide (CH3Br)

Global

Acidification
Converts LCI data to

hydrogen ion equivalents.

Sulphur Oxides (SOx)
Nitrogen Oxides (NOx)
Hydrochloric Acid (HCL)
Hydroflouric Acid (HF)

Ammonia (NH3)

Regional
Local

Eutrophication
Converts LCI data to
phosphate (PO4)
equivalents.

Nitrogen Oxide (NO)
Nitrogen Dioxide (N2O)
Nitrates Ammonia (NH3)

Local

Photo-oxidant
formation

Converts LCI data to
ethane (C2H6) equivalents.

Non-methane hydrocarbon (NMHC) Local

Ecotoxicity
Converts LC50 data to

equivalents.

Toxic chemicals, including
As, Cd, Cr, Cu, Hg, Ni, Pb,
Zn, Sb, Be, B, F, Mn, Se,
V, Co, Ba, Ag, Tl, with a

reported lethal concentration to
rodents or to fish

Local

Human toxicity
Converts LC50 data to

equivalents.

As, Cd, Cr, Cu, Hg, Ni, Pb,
Zn, Sb, Be, B, F, Mn, Se,
V, Co, Ba, Ag, Tl, release
to air, water, and soil.

Global
Regional
Local

Depletion of
abiotic resources

Converts LCI data to a
ratio of quantity of
resource used versus

quantity of resource left
in reserve.

Quantity of minerals used
Quantity of fossil fuels used

Global
Regional
Local

Land Use
Converts mass of solid
waste into volume using
an estimated density.

Quantity disposed of in a landfill
Global
Regional
Local

Table 2.1: Impact categories and characterization factors [9].
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2.4 Summary

In the range of GHG reduction solutions, CCS is significant. Complex processes are involved

inCO2 capture and storage, and all available technologies produce environmental pollutants in

addition to requiring additional energy and materials for operation. As a result, CCS may in-

crease the environmental effects caused on by onsiteCO2 collection procedures or by upstream

operations like coal mining or the manufacturing of solvents. Also, there are many CCS alter-

natives. This suggests that no straightforward model could incorporate all the environmental

effects of differentCO2 capture or storage strategies. Consequently, all CCS technologiesmust

be taken into account andmodeled in a comprehensive way to benefit from the shared features

of any GHG reduction strategy chosen.

The systemboundaries of LCAonCCShave been established, which includeCO2 capture,

CO2 transportation, and CO2 storage. Furthermore, in the framework of LCA, the lifetime of

the project was set at 1,000 years, with a functional unit of 1000 kg CO2 stored. Moreover,

by separating the CCS systems into manageable component processes, which can be modelled

based on the relevant physical or chemical principles or by using empirical relationships for

component unit processes, a methodological framework for LCI modeling was developed to

accommodate the technical, spatial, and temporal differences that may be experienced for dif-

ferent plants. Finally, By taking into account the unique operating requirements of the indus-

trial users, which are frequently disregarded, this not only overcomes the constraints of stan-

dard LCA studies that employ linear input/output coefficients for the LCI models, but also

tackles their second shortcoming.
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3
Analytical Approach

3.1 Introduction

As already stated in chapter 2, because of time and resource constraints, this study focused only

on post-combustion carbon capture (pulverized coal-fired power production), pipeline trans-

port and injection, and saline aquiferCO2 storage systems. Figure 3.1 depicts all the procedures

and options, and the one chosen for this study.

This chapter focuses first on the post-combustion capture process and then develops LCI

models for chemical absorption CO2 capture with alternative solvents, based on fundamen-

tal chemical and physical principles or empirical relationships, with the goal of incorporating

more parameters into the LCImodels and decreasing the uncertainty of LCI results. Then, the

LCI model for CO2 conditioning in post-combustion CO2 capture power plants is presented.

Second, the chapter studies LCI models for CO2 transport and injection. Both procedures

entail substantial CO2 movements. LCI modeling concerns energy consumption and fugitive
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emissions. The LCI models account the duration of CO2 transfer, surface temperature, and

a saline aquifer’s reservoir pressure, thickness, depth, and permeability. Finally, CO2 storage

is discussed. LCI modeling starts with the calculation of CO2 movement and distribution in

the saline aquifer, which is constrained by LCA geological boundaries. Then, the LCI model

assessesCO2 leakage from saline aquifer via different paths. The LCImodelmeasures the quan-

tity ofCO2 that spilled from the saline aquifer to the atmosphere after passing through distinct

overburden geological compartments.

Figure 3.1: A complete CCS approach, and representing the selected techniques in this research.

3.2 LifeCycle InventoryModellingofPost-Combustion

Capture Process

Post-combustion CO2 capture includes the removal of CO2 from the flue gases produced by

a large-scale fossil fuel or biomass-fueled combustion process. Direct burning of fuel with air

in a combustion chamber has been the most cost-effective method of extracting energy from

fuel (Figure 3.2). Flue gases frompower production are normally at atmospheric pressure with

considerable nitrogen content. Flue gas CO2 content varies by fuel type (3% for a natural gas

combined cycle to less than 15% by volume for a coal-fired plant). Flue gases from coal combus-

tion include CO2,N2,O2,H2O, SOx, NOx, particulates, HCl, HF, mercury, trace metals, and

other inorganic impurities [4]. This section describes the chemical absorption andCO2 condi-

tioningprocesses. First, chemical absorption is theprimary approach forpost-combustionCO2
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collection. Chemical absorptionCO2 capture is amature technique that has been used in a vari-

ety of industrial operations, including gas treatment and ammonia manufacturing. [94, 75, 4],

Secondly, post-combustion CO2 conditioning of the capture power plant comprises of multi-

stage compression and dehydration.

Figure 3.2: Schematic of a post‐combustion CO2 capture system in a power plant [10].

3.2.1 Modeling of Chemical Absorption Capture Technology

3.2.1.1 Basics of Chemical Absorption

Chemical absorption comprises reversible chemical interactions betweenCO2 and aqueous sol-

vents, such as alkanolamine (e.g. MEA, DEA) or potassium carbonate (K2CO3). Heating the

result of these processes breaks the connection between the absorbent andCO2, yielding aCO2-

enriched stream. The left-to-right reactions remove CO2 from waste gas streams through an

exothermic reaction of CO2 with the amine functionality of the alkanolamine at low tempera-

ture (25 - 65 ⁰C) and pressure (30 to 45 kPa). The right-to-left reactions regenerate the solvent

by heating the solvent solution to 100 - 150 ⁰C and pressure 150 to 175 kPa [95]. Table 3.1

indicates the alternatives solvent are used in capture.

35



Solvent
Alternatives

Example of Primary
Reaction

Reaction
Speed

ΔH *

(kcal/mole)
Corrosion &
Degradation

Primary Amine

(e.g. MEA, DGA)

Secondary Amine

(e.g DEA)

2MEA+ CO2 < − >

MEACOO−+MEAH
Fast 20 – 22 High

Tertiary Amine

(e.g. MDEA, TEA)

Hindered Amine

(e.g AMP)

AMP+ CO2 +H2O

< − > AMPH+HCO3

Slow 10-15 Low

Potassium Carbonate
(K2CO3)

CO3 + CO2 +H2O < − >

2HCO3

Very Slow 5-10 Low

Table 3.1: The alternatives solvent can be used in chemical absorption process of capture system [22].

A typical chemical absorption unit has two sections: aqueous CO2 absorption and CO2

stripping (Figure 3.3). In the Absorber, generally placed CO2-lean solvent absorbs CO2 from

intake gases (e.g. MEA). Gas leaving the Absorber Column is handled. The CO2-rich solvent

is heated in the Stripper to remove CO2 and regenerate CO2-lean solvent. Regenerated CO2-

lean solvent is returned to the Absorber, andCO2 is compressed. MEA solvent system employs

NaOH for solvent reclamation, solid filtration, and corrosion inhibitor. Sorbent replacement

is also necessary to compensate for sorbent loss during the absorption/stripping process.

3.2.1.2 SchematicModel of Chemical Absorption

In order to characterize the technical differences between various chemical absorptionCO2 cap-

ture processes, the LCI model created takes into consideration the inputs/outputs of various

solvent types for chemical absorption CO2 capture processes (refer to Figure 3.4).

*When, Monoethanolamine=MEA; Diglycolamine=DGA; Diethanolamine=DEA; Triethaolamine=TEA;
Nmethyldiethanolamine =MDEA; 2-amino-2-methyl-1-propanol=AMP. ΔH: Heat for desorption [96]
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Figure 3.3: Typical aqueous absorption/stripping system for CO2 capture.

Figure 3.4: The scheme of chemical absorption CO2 capture processes LCI model.

3.2.1.2.1 Consumption of Steam, and Heat Requirements

Solvent regeneration is energy-intensive. Heat for solvent regeneration in an aqueous absorp-

tion/stripping system is the total ofCO2 desorption heat, diluting water evaporation heat, and

sensible heat to boil the solvent. Dugas (2006) found that sensible heat to raise a common

MEA solvent to boiling,CO2 desorption heat, and dilution water evaporation heat contribute

for 49%, 27%, and 24% of the total heat duty. The heat needed for solvent regeneration varies

from2,200 to 6,000kJ/kgCO2 collected, depending on the solvent type and concentration [97]

(refer to Figure 3.5).
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Figure 3.5: Energy consumption in chemical absorption CO2 capture for solvent alternatives [11].

Howabout theRatio ofHeat-to-ElectricityEquivalence? Figure 3.6 heat for sorbent regen-

eration is generally collected from the steam turbine as low-pressure steam and via the reboiler

in coal-fired and combined-cycle gas plants. Using steam extraction instead of installing new

facilities saves plant efficiency, investment cost, and space. Low pressure (LP) steam is 320 to

370oC at 60-80 kPa pressure and has 2,350 kJ/kg of heat.

Figure 3.6: Steam extraction in power plants.

With reference to [97], the mass flow rate of steam for regeneration can be calculated as:

msteam(tonne/hr) = Q/(ηreboiler × hsteam). (3.1)

where: hsteam is the heat content (enthalpy) of the steam; ηreboiler is the efficiency of reboiler,

which is determined by the difference between reboiler temperature and ambient temperature.

The default value used for ηreboiler is 0.85.

Heat-to-electricity ratio reflects power generating capacity lost due to sorbent regeneration

steam extraction. The ratio of heat to electricity in a reversible thermal cycle relies on fluid

temperature and pressure. Lower steam pressure and temperature reduce heat-to-electricity

conversion efficiency. Heat-to-electricity ratios for LP steam vary from0.14 to 0.25. Because of
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variations in turbine and plant configuration, 0.14 is utilized for heat-to-electricity equivalence

ratio in present steam turbine power plants and 0.19 in future advanced power plants. The

electrical equivalence equation is [11, 98]:

Electricity equivalence = ηheat−to−electricity ×msteam × hsteam. (3.2)

where: msteam is themass flow rate of steam hsteam is the heat content (enthalpy) of the steam.

3.2.1.2.2 CoolingWater Requirement

As CO2 absorption in amine solvent is exothermic, low flue gas temperature is preferred. Flue

gas temperature is 50-60 ⁰C. If the flue gas originates fromawet sulfur scrubber, a direct contact

cooler (DCC) may not be needed since the exit flue gas temperature is approximately 65 ⁰C.

DCC is needed for flue gas fromanatural gas-fired boiler, which seldompasses through a sulfur

scrubber. Typically, the circulating coolingwater rate is around110m3coolingwater per tonne

of CO2 collected from the flue gas, and a more precise estimate for the cooling water flow rate

is performed using this equation [99]:

Mcw = mfg × (ΔTfg/ΔTw)× (SHfg/SHw) tonne/hr. (3.3)

where: Specific heat of water, SHw = 4.2 kJ/kg oC; Specific heat of flue gas, SHfg, generally

around 1.0 kJ/kg C (300 ⁰C, 75% N2, 25% CO2); Temperature rise in the cooling water, ΔTw,

typically 15 ⁰C; Drop in flue gas temperature, ΔTfg = (Tfg,i − Tfg) ⁰C; Tfg,i = Temperature of

flue gas entering the direct contact cooler (⁰C); Tfg = Temperature of flue gas exiting the direct

contact cooler (⁰C); Mass flow rate of flue gas,mfg, in tonne/ hr.

3.2.1.2.3 Electricity Consumption for Blowers and Pumps

Flue gas blower power, DCC circulation pump power (if employed), and absorber wash water

pumppower are all inversely related to theCO2 concentration in the flue gas and range between
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0.2 and 1.3 MJ/kg CO2 removed [100, 11]. The flue gas blower is the largest energy user over

the whole spectrum ofCO2 concentrations. The following equationmay be used to determine

the electricity consumption per tonne of CO2 captured [99]:

Electrical consumption (kW) = 9.6+ 393.6/(concentration CO2 × 100). (3.4)

For the KS-1 system the electrical consumption is 18 kWh/ tonne CO2.

3.2.1.2.4 Mass Flow of Acid Gases in the Flue Gases

The majority of research indicates that the CO2 collection efficiency of amine-based systems is

90%, with a few studies claiming capture efficiencies as high as 96%. With regards to [95, 101],

Due to the alkalinity of the amine solution, acid gases such as NO2 (as HNO2/3), SOx (as

H2SO3/4), and HCl will be practically entirely absorbed into the amine solution during CO2

sorption and cause amine solvent loss. NO2 and NO aren’t substantially absorbed in amine

solution and stay in flue gas. Table 3.2 shows acid gas removal parameters.

Acid Gas Potential effects by Amines Removal Efficiency %
SO2 Amine absorbents react strongly 99
SO3 Amine absorbents react strongly 100
NO2 Not heavily absorbed; stays in flue gas 25
N2O Not heavily absorbed; stays in flue gas 25
NO Not heavily absorbed; stays in flue gas 0
HCL Amine absorbents react strongly 99

Table 3.2: Acid gases removal efficiency

The mass flow of i acid gas from theMEA capture is:

Mi,acidout = Mi,acidin × (1− ηi, acidgas). (3.5)

In addition, SO2 andNOxmay enter theCO2 stream if a tinyquantity ofHNO2 andH2SO3
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were to revert to SO2 and NOx at the CO2 stripper’s low temperature. These S and N byprod-

ucts are anticipated to be very corrosive, particularly given the presence of moisture in theCO2

stream [95].

3.2.1.2.5 Particulate Matter and Trace Element Removal Rate

According to Nalbandian (2004) [102], the removal effectiveness for particles bigger than 10

m is around 80% (η1), but the removal efficiency for particles less than 10 m is 10% (η2). Con-

sequently, the following formulae may be used to compute the particulate matter output:

Mpo1 = Mpi1 × ηp1. (3.6)

Mpo2 = Mpi2 × ηp2. (3.7)

where: Mpi1: particulates larger than 10 μm;Mpi2: particulates smaller than 10 μm.

Mercury, lead, cadmium, and other hazardous metal ions react with amines to generate

water-soluble complexes. In-linemist eliminators can remove non-volatilemetal ion complexes

from the CO2 concentrate stream during regeneration [95].

3.2.1.2.6 Solvent Loss and Ammonia Generation Rate

Degradation, vaporization, and mechanical causes induce amine solvent loss. Solvent loss is

caused by degradation of base amine molecules. Oxidation and carbamate polymerization can

cause degradation. Oxidative degradation is catalyzed by iron or copper, producing oxidised

particles of the solvent (e.g. Formaldehyde, Acetic Acid, Glycolic Acid) and NH3, and is pre-

dicted to occur in the presence of dissolved O2 in the liquid hold up at the bottom of the ab-

sorber. Secondary amines (e.g. DEA) oxidize twice as rapidly as primary amines (MEA,DGA),

while hindered primary amines, tertiary amines (MEDA), the K+ salt of alanine, and combi-

nations of MDEA with other amines deteriorate roughly one fifth as fast as primary amines

[22]. Moreover, Carbamate polymerization demands high temperatures andCO2 loading, cre-
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ates large molecular weight breakdown products, and occurs at the stripper’s higher temper-

ature. Polymerization rate is extremely amine-dependent. High-amine solvents polymerize

faster. Alkanolamines, tertiary amines, and hindered primary and secondary amines are not

carbamate polymerizable [22].

With regards to Chapel et al., 1999 [99] and Rochelle et al., 2001 [22], the overall MEA

loss owing to deterioration is conservatively approximated at 1.5 kg MEA/tonne CO2. MEA

loss due to oxidation (A) is 0.6 (1.5×0.4) kgMEA/tonneCO2, while polymerization (C) is 0.9

(1.5× 0.6) kg MEA/tonne CO2. The rate of NH3 formation due to MEA oxidation is 0.136

kilogram NH3/tonne CO2. Regarding three studies [103, 104, 22], Table 3.3 depicts solvent

loss and NH3 production by degradation for alternate solvents, where A = the MEA loss by

oxidation; B =NH3 generation due toMEA oxidation; C =MEA loss by polymerisation.

Type
Primary
Amine

Second
Amine

Third
Amine

Hindered
Amine

Potassium
Carbonate

MEA DGA DEA DIPA TEA MDEA AMP KS-1 K/PZ
Oxidation A A 2A 2A 0.05A 0.05A 0.1A 0.2A 0.1A

NH3 generation B 2B 3B 3B 0 0 3B 3B 0
Polymerisation C C C C 0 0 0 0 0

Table 3.3: solvent loss andNH3 production by degradation for alternate solvents

Oxidative degradation products will be generated concurrently, and the actual stoichiom-

etry of the reaction should vary between 0.5 and 2.5 moles of oxygen consumed per mole of

amine oxidized [105]. Process stoichiometry is 1.5, and oxygen used by amine oxidation may

be computed using the following equation:

Oxygen consumption by oxidation (mole) = 1.5×Amine loss by oxidation (mole)/0.3. (3.8)

Additionally, it is important to emphasize heat-stable salt and solvent loss here. flue gas

pollutants may bind an amine molecule to produce a salt that cannot be regenerated by the

addition of heat; these salts are known as Heat Stable Salts (HSS). They decrease the amine’s
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absorption ability and are also corrosive. Therefore, upstream SOx, NOx, and HCl units are

necessary to reduce to an acceptable level the quantity of pollutants entering the amine unit.

TheHSSmay be neutralized using sodiumhydroxide (NaOH), which can free up the amine in

the reclaimer that is attached to theHSS anion, but does not eliminate any pollutants from the

system. Regarding [99], NaOH can’t recover all HSS solvent losses. For solvent alternatives,

acid gas solvent loss is evaluated using Equation 3.9, andNOx andHCl solvent losses are omit-

ted because to their low flue gas volumes.

Solventloss(kgpertonCO2) = 0.5×(ppmvSOXenteringtheabsorber/(CO2concinfluegas×100)).

(3.9)

Finally, with reference to the papers of IEA GHG(2006) [106] and Nsakala, et al. (2001)

[23], it is appropriate to include about waste stream and disposal here. A CO2 capture system

generates reclaimer waste (Table 3.4), wasted carbon from activated carbon filters, and carbon

bedfilter components. Flue gas composition andplant operating conditions affect the quantity

of amine waste created. It’s considered that wasted activated carbon equals consumption. As

filter elements mostly comprise flue gas particles, the number of filter elements is considered

to equal the flue gas particulate eliminated by the amine unit. Capture system waste may be

incinerated and treated as solid waste.

Waste Composition Amount wt.%
NH3 0.02
NaCl 0.6

Na2CO3 1.7
Na2SO4 6.6
Total N 5.6

Total Organic Carbon 15.6
Insoluble 1.3
Amine 9.5

Table 3.4: Reclaimer waste composition [23].
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3.2.2 Modeling of Post-CombustionCapture Process: CO2 Con-

ditioning

Figure 3.7 showspost-combustionCO2 conditioning of the capture power plantwhich inmost

situations consists of two distinct sections like CO2 multi-stage compression and dehydration.

Figure 3.7: The post‐combustion CO2 conditioning of the capture compressor [12].

3.2.2.1 Basics of Post-Combustion Process

Compressing the captured CO2 to a pressure between 8 and 15 MPa is necessary to overcome

frictional and static pressure decreases and deliver theCO2 at a high enough pressure to prevent

gas flashing. 13.8 MPa is the normal CO2 compression pressure [14]. High CO2 compression

volumes need multi-stage piston or centrifugal compressors with inter-stage cooling. Based on

current technology, the IEA (2002) [107] says one compressor trainmay be 40,000 kW. If total

compression power exceeds 40,000 kW, CO2 flow rate and total power must be separated into

parallel compressor trains.

Dehydration depends on theCO2 product’s neededwater content. For hydrocarbon pipes,

drying the gas to 50 ppm water ensures there is no free water [108]. This may be excessively

strict forCO2 pipeline transportation. Experiments and theoretical calculations show that, for

normal pipeline transit at 5 ⁰C and 8.5 MPa, a maximum water content of 600 ppm may be

adequate to avoid free water precipitation [109].
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In a 3 stageCO2 compressor, the regenerative adsorption drier is commonly on the 1st stage

discharge side (or the 3rd Stage in the case of a 5 stageCO2 compressor). The drier package has

four vessels; three are in operation while one is regenerated or on standby [110]. Adsorption

is the concentration of a gas or liquid on a solid surface. The dehydration adsorption system

(Figure 3.8) is cyclic in nature, with an adsorption cycle followed by a regeneration cycle, allow-

ing the adsorbent to be reused. Adsorbents include silica gel, activated alumina, andmolecular

sieves. As the wet CO2 gas passes through the adsorbent bed, the adsorbent absorbs water.

When the adsorbent is saturated with liquid, it is turned off and ”regenerated.” The liquids are

absorbed by sending hot, dry gas across the adsorbent bed during regeneration. The liquids

are separated when the gas is condensed. As the Regeneration Gas, a slipstream of CO2 gas

from the first stage compressor is heated. Because adsorbent bed regeneration demands a high

temperature and HP steam pressure may change, a gas-fired heater is used. CO2 entering the

dryer is 32 ⁰C [110].

Figure 3.8: A dehydration adsorption system.

3.2.2.2 SchematicModel of CO2 conditioning Post-Combustion Capture

Inorder tofigureout the technical differencesbetweenCO2 conditioningunits forpost-combustion

capture, anLCImodel is presented that quantifies the energy inputs for the compressor, heat in-
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put for the dryer, adsorbent consumption for the dryer, and cooling water consumption based

on engineering calculations (Figure 3.9).

Figure 3.9: CO2 conditioning Post‐Combustion Capture Life Cycle Inventory Model.

3.2.2.2.1 Electricity for Compressor

CO2 compression power consumption ranges from 80 to 120 kWh/ton CO2, depending on

the CO2 product pressure, compressor performance, CO2-rich stream composition, and inte-

gration potential. CO2 compression is a significant energy penalty item, second only to the

CO2 collecting unit [111]. Regarding [14], CO2 undergoes a phase transition from gas to liq-

uid or ’dense phase’ depending on its temperature when it is compressed from air pressure (0.1

MPa) to pipeline transmission pressure (typically 15 MPa). In the gas phase, a compressor is

needed to compress CO2, whereas a pump may enhance the pressure in the liquid phase. The

critical pressure of CO2, 7.38 MPa, switches a compressor to a pump. From 0.1 to 7.38 MPa,

compressors are utilized, and from 7.38 to 15MPa, pumps are employed.

Guo and Ghalambor (2005) [112] provided the equation for the ideal compression ratio

(CR) for each stage of a multi-stage compressor:

CR = (
Pswitch

Pinitial
)1/Nstage . (3.10)
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McCollum and Ogden (2006) [14] derived the following equation to determine the re-

quired compression power for each stage:

Ws,i = (
m.Zs.R.Tin

Mηc
)(

Ks
Ks− 1

)
[
(CR)Ks−1/Ks − 1

]
. (3.11)

where,Pswitch is the pressure atwhich the compressor is switched to pump;Nstage is the num-

ber of compressor stages, typically 4 or 5;Ws is the compression power requirement (kJ); m is

theCO2 mass flow rate (kg/s); Zs is the compressibility factor; Tin is the inlet temperature (typ-

ically 313.15 K); Ks is the specific heat ratio (Cp/Cv); M is theCO2 molar mass (44.01g/mole);

R is the universal gas constant (8.314 kJ/kmol K); ηc is the is the isentropic efficiency of the

compressor (typically 0.75).

With Regards to McCollum and Ogden (2006) [14], the Zs and Ks for each stage are pro-

vided in Table 3.5.

Pswitch = 7.8
MPa

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

P (MPa) 0.1-0.24 0.24-0.56 0.56-1.32 1.32-3.12 3.21-7.38
Zs 0.995 0.985 0.970 0.935 0.845
Ks 1.289 1.309 1.379 1.704

Table 3.5: Zs and Ks for each stage are provided by McCollum and Ogden (2006) [14].

To assess the pumping power required, the research ofMcCollum andOgden (2006) [14]

was repeated for increasing the CO2 pressure from Pswitch (7.38MPa) to Prequired (15MPa):

Ep =
m(Prequied − Pswitch)

ρ.ηp
. (3.12)

where, Ep is the energy consumption of pump (kJ); m is the CO2 mass flow rate (kg/s);

Prequired is the required outlet pressure (kPa); ρ is the averageCO2 density (typically 630 kg/m3);

ηp is the isentropic efficiency of pump (typically 0.75).

To simplify the final equation and get the energy required in kWh/tonne CO2 [113]:
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Ecomp = 51.632+ 2.785× ln(PCO2 + 101.38). (3.13)

Where,Ecomp is theunit energy requirement forCO2 compression (kWh/tonneCO2);PCO2

is the desired CO2 product pressure (KPa).

3.2.2.2.2 Water Consumption for Inter-stage Cooling

Multi-stage compressors arewater-cooled by flowing coldwater to cylinder heads, inter-coolers,

and after-coolers. The following equation calculates inter-stage cooling water needs (US Na-

tional Institute of Standard and Technology):

mwater = (mCO2 CpCo2 ΔTCO2)/(Cpwater ΔTwater). (3.14)

where, mwater is the mass flow of the cooling water (kg/hr); mCO2 is the mass flow of the

compressed CO2 (kg/hr); CpCO2 is the specific heat; Cpwater is the specific heat of cooling water

(typical value=7.56 kJ/kg ⁰C); ΔTwater is thewater temperature difference (15 ⁰C is set as default

value); ΔTCO2 is the CO2 temperature change (From CO2 at suction pressure and at discharge

pressure).

Guo and Ghalambor (2005) [112] calculated ΔTCO2 :

ΔTCO2 = Tin
[
(P2/P1)Z(k−1)/k − 1

]
. (3.15)

where, Tin is the inlet CO2 temperature at suction pressure; P1 is the suction pressure of

CO2 (KPa); P2 is the pressure of CO2 at discharge point (KPa); Z is the average CO2 compress-

ibility, with a default value 0.845; k = (Cp/Cv) is the average ratio of specific heats ofCO2, with

a default value 1.074;

In reference to Kohl and Nielsen (1997) [114] and the kind of cooling water system used

to determine water loss, If the cooling water system is a closed system, then the water consump-

tion of the compression process is equal tomwater. Water loss occurs due to evaporation, blow-
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down, and drift if the cooling water system is a closed circuit and recycled to a cooling tower.

Total water loss is equal to water consumption, which is equal to water replenishment (Equa-

tion 3.16).

Total Losses = Drift Losses + Evaporation Losses + Blowdown Losses. (3.16)

Drift Loss = 0.15%× water flow rate. (3.17)

Evaporation Loss = 0.0015× water flow rate× ΔT. (3.18)

Blowdown Loss = Evaporation Loss/(cycles− 1). (3.19)

Where, ΔT is the cooling range, with a typical value of 17 ⁰C. Cycles refer to the cooling

water circulation rate, which is typically 5 to 10.

3.2.2.2.3 Adsorbent Consumption by the Dehydration Unit

According to Abdi (2007) [13], aluminosilicate adsorbents may absorb between 13 and 22

kilograms ofwater per 100 kilograms of adsorbent. The equilibriumcapacity of new adsorbent

is expected to be about 20%, whereas the capacity of a sieve that’s been used for 3-5 years would

be around 13%. When determining adsorbent consumption, count all adsorption tanks. The

equation for calculating adsorbent needs is:

Ss = (n×mwt)/(0.15CssCtTs24× 365). (3.20)

mwt = mCO2(WCO2 −W). (3.21)
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Where, Ss is the amount ofmolecular sieves used to remove the water to required level (kg);

Css andCt are correction factors, provided inFigure 3.10; Ts is the lifespanof themolecular sieve,

with an average value of 4 years; n is the number of tanks;mwr is the water removed;mCO2 is the

CO2-rich gas flow rate (kg/hr); WCO2 is the water content of CO2-rich gas after compression;

W is the required water content of the final CO2 product.

Figure 3.10: First, Molecular sieve capacity correction for unsaturated inlet gas, and second one for temperature (Css and
Ct) [13].
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3.2.2.2.4 Energy Requirement for Absorbent Regeneration

Abdi (2007) [13] provides the following formula for calculating the energy necessary to desorb

water and heat the molecular sieve:

Qw = 1706×mwr. (3.22)

Qsi = 0.409× Ss (Trg − Tr). (3.23)

Qhl = 0.9478× (Qw + Qsi). (3.24)

Qtr = Qw + Qsi + Qhl. (3.25)

where,Qw is the desorptionofwater heat duty (kJ);mwr is thewater removedby amolecular

sieve (kg);Qsi is the duty to heat themolecular sieve to regeneration temperature (kJ);Qhl is the

regeneration heat loss (kJ); Qtr is total regeneration heat duty (kJ); Trg is the temperature of

molecular sieve regeneration; Tr is the initial temperature of molecular sieve (⁰C).

3.2.2.2.5 Natural Gas Combustion and Emissions

Combustion of natural gas provides the heat that is necessary for the process of adsorbent re-

generation. Table 3.6 contains information on the emission factors caused by the internal com-

bustion of natural gas [24]. The following equation may be used to determine the emissions

resulting from combustion natural gas:

Ei = Fi × Qw. (3.26)

where, Ei = emission of ith pollutant; Fi = emission factor of ith pollutant;Qtr = total regen-

eration duty.

51



Emissions Emission Factor (Kg/Mj)
CO2 5.06E-02
Pb 2.11E-10
NO2 9.27E-07
PM 3.20E-06
SO2 2.53E-07
TOC 4.64E-06
CH4 9.70E-07
VOC 2.32E-06
As 8.43E-11
Ba 1.85E-09
Cd 4.64E-10
Cr 5.89E-10
Co 3.54E-11
Cu 3.58E-10
Mn 1.60E-10
Hg 1.10E-10
Ni 8.86E-10
Se 1.01E-11
V 9.67E-10
Zn 1.22E-08

Table 3.6: The emission factors caused by the internal combustion of natural gas [24].

3.3 LifeCycle InventoryModelingofCCSTransporta-

tion and Injection

The step that connects the CO2 sources to the storage locations is the transport of CO2. By

taking into account the length ofCO2 transportation, surface temperature, and the features of

a saline aquifer such as reservoir pressure, thickness, depth, and permeability, the LCI models
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designed for energy consumption and fugitive emissions address the geological variations.

3.3.1 Modeling of Transportation

3.3.1.1 Principle of Transportation Technology

Pipeline transportation and the utilization of ocean tankers are the current procedures for long-

distancemovement of substantial volumes of carbon dioxide. Carbon dioxide pipelines are not

new, and they currently span more than 2,500 kilometers in the western United States, trans-

porting about 50 million tons of CO2 yearly from natural and industrial sources to enhanced

oil recovery operations [4]. A comprehensive model is figured out in the following parts.

3.3.1.2 SchematicModel of Transportation

The key processes inCO2 pipeline transport systems, according to LCA, are pipeline transport

and intermediate recompression through compressor. Figure 3.11 depicts a schematic of the

LCI model created for the CO2 pipeline transport system. The LCI model determines CO2

density and viscosity, CO2 pipeline diameter, CO2 pressure drop in the pipeline, and the en-

ergy necessary for recompression. Emissions from recompression stations and pipelines are

also quantified using updated emission factors.

3.3.1.2.1 Operational and Design Parameters

The first item of information required to figure out the LCA model is to get operational and

design parameters. The pipeline inlet and output pressures, as well as the CO2 temperature,

are input variables in the LCI model. Table 3.7 summarizes the operating and design charac-

teristics for CO2 pipeline transportation discovered in the literature. According to [14], the

following regression equations [3.7] can be used to compute CO2 density and viscosity as a

function of pressure and temperature.
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Figure 3.11: The LCI model of CO2 pipeline transport system.

Common Design
Properties

Hamelinck et al.
(2001)[115]

Heddle et al.
(2003)[29]

McCollum and
Ogden (2006)[14]

Pipeline Inlet
Pressure [MPa]

7.5 10.3-15.2 15.2

Pipeline Outlet
Pressure [MPa]

10.3

CO2 Temperature 10 25 25
CO2 density [kg/m3] 899 884 884
CO2 viscosity [Pa s] 0.00008220 0.00006060 0.00006060

Table 3.7: Operational and design parameters for CO2 pipeline transportation [14].

Y = ax6 + bx5 + cx4 + dx3 + ex2 + fx+ g. (3.27)

where Y is density (kg/m3 ) or viscosity (Pa s); x is pressure (MPa); a, b, c, d, e, f, g are

regression coefficients. For different temperatures, the regression coefficients for density (or

viscosity) are provided in Figure 3.12 and Figure 3.13 .
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Figure 3.12: The coefficients for density calculations [14].

Figure 3.13: The coefficients for viscosity calculations [14].

3.3.1.2.2 Composition of Product in Pipeline

The CO2 product composition (an example Table 3.10) for pipeline transportation is not sub-

ject to any standard specifications. Under the limitations of the pipeline architecture, the CO2

pipeline operators often set minimum standards for composition. While low nitrogen concen-

tration is crucial for EOR, it would not be as crucial for alternative storage methods. A lower

defined maximum H2S level may be present in a CO2 pipeline that passes through inhabited

regions [4].
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Compositions Indicative Concentration (%)
CO2 98.3
NO 0.1
SO2 0.5
H2S 0.2
CO 0.7
H 0.2

TOT 100

Table 3.8: Composition of CO2 product in a pipeline [25].

3.3.1.2.3 Mass Flow Rate and Pipeline Diameter

One of the key elements that affects the pipeline diameter is the CO2 mass flow rate from a

power plant. The following equation [75] describes how CO2 mass flow rate and pipeline di-

ameter are related:

D = [m/(0.25πρv)]0.5 . (3.28)

where: D=pipeline diameter [m];m=CO2mass flow rate [kg/s]; ρ =CO2 density [kg/m3];

v = flow velocity [m/s], which is typically from 2-3 m/s [14].

According to [11], ForCO2 pipes, the highest practical diameters are 1,600mm (63 in) for

land-based pipelines and 1,500 mm (59.06 in) for ocean-based pipelines.

3.3.1.2.4 Pressure Drop in the Pipeline

Regarding [11], Due to frictional forces, the pressure decreases as CO2 moves through the

pipeline. The pressure loss in a CO2 pipeline can be calculated using the equation below for a

typical CO2 pipeline transport velocity of between 2 and 3 m/s.

Δp = ρf(Lv2/2d). (3.29)
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where, Δp = pressure drop (Pa); d= pipeline diameter (m); v= CO2 flow velocity (m/s);

L=pipeline length (m); η = density(kg/m3); f is the dimensionless pipeline friction number

with a roughness of 0.5mm.

3.3.1.2.5 Energy Consumption and Emissions from Recompression and Booster Stations

Heddle et al. (2003) [29] stated that in order to achieve power consumptionbybooster stations

for increasing CO2 pressure during pipeline transport, recompression may be necessary at spe-

cific locations along the length of the pipeline to overcomepressure decrease. Recompression is

frequently required for pipes longer than 150 km (90 miles). As a result, the energy consumed

by booster stations to raise CO2 pressure can be calculated using the following equations:

nbooster = INT(L/150). (3.30)

Ppower = nbooster × (Q× ΔP)/(3, 600, 000× η). (3.31)

Where, the number of the booster stations, nbooster; INT (number) is the function that

rounds a number down to the nearest integer; L is the length of the CO2 pipeline; Ppower =

power consumption (MW); Q =CO2 flow rate [m3/hr]; ΔP = pressure increase in the booster

(kPa); η = pump efficiency, typically 0.75.

The emission factors for natural gas-powered internal combustion engines are shown in

the table below (Regarding [26]). The following equation could be utilized to compute these

emissions:

Ei = Fi × Ppower. (3.32)

where, Ei = emission of ith pollutant; Fi = emission factor of ith pollutant (fromTable 3.9);

Ppower = power consumption (MW), calculated using last Equation.
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Pollutants Emission factors(kg/MW)
Nox 3.42E+00
CO 5.76E+00
CO2 1.70E+02
SO2 9.10E-04
TOC 5.54E-01
CH4 3.56E-01
VOC 4.58E-02
PM 1.47E-02

Table 3.9: The emission factors for natural gas‐powered internal combustion [26].

3.3.1.2.6 Pipeline and Booster Station Fugitive Emissions

Fugitive emissions are those caused by leaks in pressurized equipment, and these leaks typically

occur through valves, flanges, seals, connections, open end lines, or similar equipment [30].

The IPCC’s preset emission factors are used in facility level emission computations (2006) (and

Table 3.10). The fugitive CO2 emissions from the capture site to the storage site can be esti-

mated as follows:

EfCO2 = (L× Fp + nbooster × Ppower × Fb)/Plant capacity. (3.33)

where, EfCO2= total fugitive emissions (tonne/yr); L= length of theCO2 pipeline (km); Fp=

fugitive emission factor of pipeline (tonne/km/yr); Fb= fugitive emission factor of booster sta-

tion (tonne/MW/yr); nbooster= number of booster station. Ppower = power consumption (MW),

The fugitive emissions of other gases included in theCO2 product are computed as follows:

Ef = EfCO2 × Cgas/CCO2 . (3.34)

where, Ef = total fugitive emissions (tonne/yr); CCO2 = the concentration of CO2 in the

CO2 product; Cgas = the concentration of the gas (e.g. NOx, SOx, etc.) in the CO2 product.
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Type Low Medium High Unit
Pipeline 0.23 2.32 23.24 Tonne/km/yr
Booster 6.97 23.24 116.2 Tonne/MW/yr

Table 3.10: Emission factors from the [27].

On the other hand, the equipment level emission model can be utilized if comprehensive

information on pipeline components, such as the number of valves, flanges, or connections,

is available. The emission factors for these equipment level shown in Table 3.11. Also, the

fugitive CO2 emissions from a pipeline equipment are provided by [24, 27]:

ECO2 = ΣFi ×N. (3.35)

where, ECO2 = Emission rate ofCO2; Fi =Applicable average emission factors for themajor

equipment type; N =Number of pieces of equipment in the process.

Equipment Type Emission Factor (kg/hr/source)
Valves 7.47E-03

Pump Seals 3.98E-03
Connectors 3.32E-04
Flanges 6.47E-04

Open-ended Lines 3.32E-03
Drains 5.31E-02

Table 3.11: The emission factors for fugitive emissions from pipeline equipments [28].

3.3.2 Modeling of CO2 Injection

3.3.2.1 CO2 Injection System

The number of injection wells and theCO2 surface injection pressure are governed by theCO2

mass flow rate and CO2 storage reservoir parameters such as pressure, thickness, depth, and
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permeability, which effect the number of injectionwells and theCO2 surface injection pressure.

The CO2 injection system usually includes of wellheads, distribution manifolds at the end of

transport pipes, distribution pipelines to wells, extra compression facilities, monitoring and

control systems, and injection wells Figure 3.14.

Figure 3.14: A CO2 injection system for CO2 saline aquifer storage [15].

3.3.2.2 SchematicModel of CO2 Injection

The maximum allowable bottomhole injection pressure, the CO2 injectivity, the number of

injection wells, the energy needed for the injection pumps and the CO2 heater, the emissions

from the injection pumps and the CO2 heater, and the fugitive emissions from the CO2 injec-

tion surface facilities are all calculated using the LCImodel. A schematic of the LCImodel for

a CO2 injection system is shown in Figure 3.15.
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Figure 3.15: The LCI model of CO2 Injection.

3.3.2.2.1 MaximumAllowable Injection Bottomhole Pressure

In consideration of [116, 117], The injection bottomhole pressure (BHP) is the CO2 pressure

at the injection well’s bottom. To minimize uncontrolled fracturing of the reservoir rock, the

top limit of injectionBHP (ormaximumpermittedBHP) is established at the fracture pressure

of the reservoir rock. Thanks to such research, the fracture pressure of the reservoir rock may

be calculated using the equations below.

Gf = γ− βe−αd. (3.36)

Pf = Gfd. (3.37)

wherePf is the fracture pressure at depth (Pa),Gf is the fracture gradient (Pa/m), d is depth,

and α, β and γ are coefficients with the values: 4.36 × 10-4 m -1, 9.24 kPa/m, and 22.62 kPa/m

respectively.
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3.3.2.2.2 CO2 injectivity and wells number

Herzog et al. (2003) [29] investigated injectivity and defined it as the injection rate divided by

the excess pressure above the reservoir equilibrium pressure driving the injection, whereasCO2

injectivity represents themass injection rate ofCO2 (q) that can be injected per unit of reservoir

thickness (h) and per unit of downhole pressure difference.

I = q/(BPH− Pres)h. (3.38)

where, q is the injection rate (m3/s); BHP is the bottomhole pressure (MPa); Pres is the

reservoir pressure (MPa).

Law and Bachu’s [118] empirical relationship is used to quantify CO2 injectivity, where

CO2 mobility is the CO2 mobility in the reservoir and may be determined by [29]:

CO2 injectivity = 0.0208× CO2 mobility. (3.39)

CO2 mobility = ka/μinter. (3.40)

where μinter represents the CO2 viscosity in the reservoir near the bottom of the injection

well (Pa.s), ka is the absolutely permeability of the reservoir and can be calculated from the

following equation [118]:

ka = (kh × kv)0.5. (3.41)

where kh and kv are the horizontal and vertical permeabilities of the reservoir respectively

(mD).

According toMcCollumandOgden (2006), if the reservoir temperature (Tres) is unknown,

the following equation can be used to estimate the reservoir temperature (Tres).
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Tres = Tsur + d× (Gg/1, 000). (3.42)

whereTsur is the surface temperature, andGg is the geothermal gradientwith a typical value

of 25 o C/km.

Finally, the CO2 injection rate per well is calculated by the following equation [15]. Ad-

ditionally, the quantity of injection wells (N) is determined by the rate of CO2 delivery to the

injection site (Mf) as well as the rate of injection per well.

Qwell = (CO2 injectivity)× h× (BHP− Pres). (3.43)

N = Mf/Qwell. (3.44)

where Qwell is the injection rate per well (kg/s), h is the thickness of the reservoir, and Pres

is the reservoir pressure.

This study applies the parameters of CO2 storage reservoirs in the United States presented

by Herzog (2003) [29] in saline aquifers to reflect a real analysis (Table 3.12).

Parameter Unit Typical Aquifer Aquifer
Pressure Mpa 8.4 5 – 11.8
Thickness M 171 42 – 703
Depth M 1239 694 – 1784

Permeability md 22 0.8 – 585

Table 3.12: The parameters of CO2 storage reservoirs in the United States [29].

3.3.2.2.3 Carbon Dioxide Injection Surface Pressure

Carcoana (1992) [119] developed the equation for the CO2 injection surface pressure (Ptf)

when:
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P2
wf = P2

tfexp(s) + (1.57× 108 × (SG)q2TZf(MD) [exp(s)− 1])/Sd2. (3.45)

where, Ptf = tubing flowing pressure (kPa); Pwf = the injection bottomhole pressure (kPa);

q = average CO2 injection rate (MMm3/day); SG = CO2 specific gravity; Z= CO2 deviation

factor, Z=0.56 is assumed to be practically; D = reservoir depth (m); d = Well tubing inside

diameter (cm); MD =measured depth, which is the TVD; n = tubing roughness; T = average

temperature in the tubing; f = friction factor; S = 0.0375(SG)(TDV)/TZ;

3.3.2.2.4 Energy Consumption and Emissions from the Injection Pumps and Heater

The CO2 injection pumps are used to compress the CO2 to the needed pressure if the CO2

pipeline output pressure is less than the requiredCO2 surface injection pressure. The injection

pumps’ energy consumption and emissions can be computed using EquationPpower = nbooster×

(Q× ΔP)/(3, 600, 000× η), which was originally proposed for CO2 pipeline transportation.

It could be necessary to put a CO2 heater between the injection pumps and the insertion

point. The CO2 heater energy consumption and associated emissions model is created as an

alternative. The CO2 heater’s goal is to maintain the CO2’s temperature at around 21 °C [15].

The heater will be set to the required temperature in order to control the CO2’s discharge tem-

perature. The CO2 heater’s energy consumption can be determined using:

Ech = n× Qwell × SHc × (Tc,o − Tc,i)/η. (3.46)

where: Ech = the energy requirement forCO2 heating (kJ); η = the efficiency of the heating

devices, typical value 0.8; n = number of injection wells; Qwell = CO2 injection rate per well

(kg/s); (Tc,o−Tc,i) = the increase inCO2 temperature (⁰C);Tc,o =Temperature ofCO2 entering

theCO2 heater (⁰C);Tc,I =Temperature ofCO2 exiting theCO2 heater (⁰C); SHc = specific heat

of CO2 at required injection pressure (kJ/kg ⁰C) and SHc = 17.14P-0.5275 , this P is the CO2
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Source Amount Unit
Storage Stations 2.86E-02 tonne CO2/station-hr

Distribution Pipelines 7.25E-05 tonne CO2/km-hr
Heaters 7.62E-05 tonne CO2/heater-hr
Wellheads 2.99E-05 tonne CO2/well-hr

Injection Pumps 3.52E-04 tonne CO2/compressor-hr

Table 3.13: Fugitive emission factors for gas transmission and storage equipment [30].

pressure at the outlet of the CO2 heater (MPa) (NIST).

3.3.2.2.5 Fugitive Emissions

Toestimate the fugitive emissions fromCO2 injectionplants, a facility level emissions technique

might be utilized. The natural gas emission factors are changed to get the adjusted emission

factors [27]. The same equations used in the transportation section are used to compute the

fugitive CO2 emissions during injection. Table 3.13 shows emission factor in case of facility

level approach.

3.4 Life Cycle InventoryModelling of CO2 Storage

As stated before, this research takes into account only saline aquifer of geological storage. Saline

aquifers are reservoir rocks that are porous and permeable and hold saline water in the pore

space between the rock grains (Figure 3.16).

3.4.1 Principle of Saline Aquifer

Saline aquifers can be sandstone or limestone formations with good size, depth, porosity, and

caprock stability. The reservoir must be large enough to be able to store the life time CO2

emissions from the planned emission source. Porosity and permeability must be high enough

to give adequate pore space for CO2 storage and allow CO2 input. Moreover, more than 800
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Figure 3.16: Saline Aquifer of CO2 Storage [16].

meters below sea level is necessary for CO2 storage because at that depth, CO2 is in its dense

phase and takes up significantly less pore space than it does in its gaseous form. Additionally,

due to its lower density thanbrine, injectedCO2must beprevented frommigrating vertically by

an impermeable caprock that lies on top [16]. Finally, it’s also vital to note that the four major

methods by which injected CO2 is stored in the storage reservoir are immobilization under

traps, dissolving in salt water, capillary trapping, and geochemical reaction in the pore spaces.

On the other hand, it’s important to look at the patterns of migration and distribution in

the saline aquifer. CO2 can be stored in aquifers both confined and unconfined (Figure 3.16).

Gas storage methods are equivalent to CO2 storage schemes in confined aquifers. The free

phase CO2 is confined by structural and/or stratigraphic features, and the injection ends be-

fore the gas reaches a spill point. If the reservoir structure is understood, migration paths and

the form of the injected CO2 plume may be reasonably predicted. CO2 storage in unconfined

aquifers entails injecting CO2 into vast regional aquifers that lack major structural or strati-

graphic closures. CO2 migration paths in unconfined aquifers are more complicated than in

confined aquifers.

During the CO2 injection, when CO2 reaches a given distance laterally, the lateral flow ve-

locity slows and buoyancy becomes apparent. The buoyancy causes the free phase CO2 plume

to float to the formation’s top. In aquifers with high vertical permeability, buoyancy causes the

injectedCO2 tomove upwards along themost permeable pathway until it hits the impermeable
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caprock, where it forms a thin free phase CO2 layer under the caprock’s top (Figure 3.17, first

one). While, buoyancy has a negligible impact on aquifers with low vertical permeability, and

during the injection time, movingCO2 does not reach the top of the formation (Figure second

one).

Figure 3.17: CO2 saturation distribution [17].

3.4.2 SchematicModel of Saline Aquifer Storage

Examining the studies of Ennis-King and Paterson (2002) [120] and Sarapalli and McGrail

(2002) [121] helps define the LCI model of saline aquifer storage. The LCI model divides the

system into compartments and tracks the migration of injectedCO2 in the saline aquifer, since

this establishes the geological boundaries and time period of theCO2 storage system. Quantify-

ing theCO2 plume, the thickness of theCO2 layer, the time it takes for theCO2 plume to reach

the top of the formation, the dissolution, capillary trapping, CO2 lateral movement after injec-

tion ceases, and finally modeling the alternative leakage pathways interconnecting the caprock

are all necessary to achieve this goal.

It is significant to note that the dispersion of dissolved CO2 in groundwater and surface

waters is not examined by this LCImodel, which only determines the quantity ofCO2 reaching

the atmosphere. If CO2 leaks out from the storage aquifer, buoyancy will cause it to move

via various areas of the overburden, such as water-saturated porous zones, surface water, or

unsaturated soil zones, to shallower layers. Finally, the barrier between the atmosphere and the
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landmay be overcome by theCO2 flow. Moreover, the LCImodel’s temporal horizon is 1,000

years, and figure 3.15 summarizes all that has been stated.

Figure 3.18: The LCI Model of Saline Formation Storage.

3.4.2.1 CO2 Distribution around theWellbore during Injection

Buckley-Leverett theory, with constant injection rate, uniform formation characteristics, and

no gravity effects, may be used to determine the radial distribution ofCO2 around the injection

well (Equation 3.47).

πr2/t = (q/φρghi)× (dΦ/dS). (3.47)

where, r is the radial distance; t is time (s); q is the mass injection rate of CO2 (m3/s); ρg is

the gas density (kg/m3); φ is porosity (%); hi is the height of the well completion interval (m); S

is water saturation (%); andΦ = (krw/μw)/(krw/μw+krg/μg)where, krw and krg are the relative

permeability to water and to free phase CO2, and μw and μg are the corresponding viscosities

(Pa·s).
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In termsof Saripalli andMcGrail (2002) [121],An applicationof theBrooks-Corey relative

permeability relationship may be used to simplify the equation for Φ, where the two phase

relative permeabilities in granular porous media are written as:

krw/krg = Sεw/(1− Sβw)(1− Sw)2. (3.48)

3.4.2.2 The Lateral Extent

Ide et al. (2007) [18] proved that when the lateral flow rate is slow, the density difference be-

tween free-phase CO2 and brine can be big enough to produce a gravity effect. Ennis-King

and Paterson (2002) [120] estimated the radial extent where the gravity is dominant (Equa-

tion 3.49).

L2 = (ht.μg.R
2.q)/(kv.krg.Δρg.π.φ.ρg.hi). (3.49)

Where, L is the radial extent; ht is the thickness of the saline aquifer; μg is the free phase

CO2 viscosity (Pa·s); R is the dimensionless front radius; kv is the vertical permeability (mD);

q is the mass injection rate of (m3/s); krg is the relative permeability to water and to free phase

CO2 respectively (%); ρg is the gas density (kg/m
3), φ is porosity (%); hi is the height of the well-

completion interval (m).

3.4.2.3 Dissolution of CO2 during and after Injection

One the one hand, because CO2 is minimally soluble in water, it is reasonable to assume that

the gas phase and formation water are locally in equilibrium. Next, Ennis-King and Paterson

(2002) [120] provided the fraction of the injected gas that is dissolved in the formation water

as follows:

P = (R2 − 1)/(R2 − 1+ ρg/(ρw.Xc)). (3.50)
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Where, R is the dimensionless front radius; ρg is the density of the CO2 phase (kg/m3); ρw
is the density of the aqueous phase (kg/m3); and Xc is the mass fraction of dissolved carbon

dioxide in the aqueous phase at saturation.

One the other hand, after the cessation of CO2 injection, free-phase CO2 can still dissolve

through the convective mixing effect under three different mass transport frameworks: pure

diffusive transport initially, rapid infinite-acting convective mass transport afterwards, and

slow finite-acting convective mass transport afterwards [122]. The rate of dissolution in the

diffusive regime is influenced by molecule diffusion and decreases quickly with time. Mass

transfer overall is proportional to t0.5. Fresh, Unsaturated brine is pushed upward to theCO2-

brine interface during the infinite-acting convection, whereas plumes of CO2 saturated brine

with higher density migrate downward. Convection speeds up the CO2’s disintegration. At

the termination of infinite active convection, the dissolution fraction might exceed 50%. After

the plume tips of CO2 saturated brine have reached the bottom of the reservoir, finite-acting

convection finally takes place, and convection dramatically slows down. According to Riaz et

al. (2006) [123] and Hesse et al. (2006a) [122], convective transport must happen before the

dissolved CO2 diffusive boundary layer reaches a threshold thickness. The following equation

represents the crucial period for the initiation of convection:

tc = 146× (φ.μ2wD)/(KgΔρgw)
2. (3.51)

where, tc is the crucial period for the initiation of convection; Where φ is the porosity (%);

μw is the viscosity of the brine (Pa·s); D is the diffusivity (m2/s); K is the absolute permeability;

g is the gravitational acceleration and Δρgw is the density difference between the CO2 saturated

and the unsaturated brine with a typical value of 5 kg/m3.

The transport time from the first to the second regime (ton), the transport time from the

second to the third regime (tslow), and the time required for the brine in the reservoir to be-

come entirely saturated with dissolved CO2 (tsat) are all taken into account. (Tsat) is attained in

practice when the reservoir is 95% saturated. with reference to Hesse et al. (2006a) [123], the
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equations for these times are:

ton = 6251× (φ.μ11/5w .D6/5)/(KvΔρgwg)
11/5H1/5. (3.52)

tslow = 15× (φ.μw.H)/(Kv.Δρgw.g). (3.53)

tsat = 230× (φ.μw.H)/(Kv.Δρgw.g). (3.54)

Where, φ is the porosity (%); μw is the viscosity of the brine (Pa·s); D is the diffusivity (m2/s);

kv is the vertical permeability (mD); g is the gravitational acceleration and Δρgw is the density

difference between theCO2 saturated and the unsaturated brinewith a typical value of 5 kg/m3.

The permeability of prospective storage aquifers can range from 1mD to 3D, and the crit-

ical timeframes can range from a few days (tc 10 days) in a high permeability aquifer to a few

thousands of years (tc 2,000 years) in a low permeability aquifer. As a result, CO2 dissolution

will be an important trapping mechanism in high permeability aquifers, where occurrence is

usually rapid and the dissolution rate is high, whereas in low permeability aquifers dissolution

trapping will not significantly reducemobileCO2 before the critical time, that might be several

hundred years after convection begins, and the dissolution rate will be low [122].

3.4.2.4 CO2 Capillary Trapping in the Aquifer

Ide et al. (2006) explained about cpillarry trapping which is residual trapping and occurs when

awetting phase (likewater) is becomingmore saturatedwhile a non-wetting gas phase is becom-

ing less saturated. Gravity takes over afterCO2 injection stops, causing free phaseCO2 tomove

to the aquifer’s surface. Then the gas saturation of the zones where free gas CO2 is migrating

out diminishes. This drop in saturationmight cause capillaries to break off, and trappingCO2.

Capillary trapping can therefore be utilized to immobilize the quantity of free gas phase CO2

that might leak from the aquifer in CO2 storage. Moreover, timing of capillary trapping and
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fraction of CO2 trapped by capillary trapping are related toNgv, given by [18]:

Ngv = (Kv.L.Δρgw.g)/(H.u.μbrine). (3.55)

Where kv is the vertical permeability (mD), L the aquifer length (m), Δρgw the density dif-

ference between formation water and free-phaseCO2 (kg/m3), g the acceleration of gravity, H

the aquifer height (m), u the total average Darcy flow velocity (m/s), and brine is the viscosity

of brine (Pa·s).

Here, the relationship between capillary trapping rate and Ngv is demonstrated via a dia-

gram (Figure 3.19). The free gas phaseCO2 that is present in the thin layer beneath the caprock

cannot be trapped because there is no mechanism to reduce the gas saturation there, and sys-

tems with stronger gravitational forces have higher CO2 saturation in the uppermost zone and

consequently have less gas available to trap somewhere else. As a result, an aquifer with high

Ngv has much less trapping [18].

Figure 3.19: The last proportion of injected CO2 that was trapped againstNgv [18].
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3.4.2.5 CO2 Leakage Calculation

There are three possible scenarios in which the leakage might occur: a permeable zone in the

caprock, the fractures in the caprock, the abandoned well.

First, regardingDaddy’s law, If the caprock has considerable permeability zones, free phase

CO2 in contact with the permeable zones will move to the top because of buoyancy. Moreover,

when the free phaseCO2 flow through a permeable zone, theCO2 fluid is single phase flow. Be-

cause caprock is commonly found at depths more than 1,000 m and CO2 remains is supercrit-

ical phase while leaking through the caprock, the hypothesis of single phase flow is reasonable.

The hydrostatic assumption means that the buoyancy of free-phase CO2 floating beneath the

top layer of the saline aquifer provides the forcemovingCO2 upwards. According to [124], the

free phase CO2 flow through a permeable zone is calculated by equation:

Q =
[
kzone.krg.π.r2zone/μc

]
×

[
(ρw − ρc).ghc/lzone

]
. (3.56)

Where, kzone is the intrinsic permeability (mD); krg is relative permeability to CO2 (%); hc is

the thickness of free-phaseCO2 floating beneath the top layer (m); μc is the viscosity of theCO2

(Pa·s); ρw, ρc are the density of brine and free phase CO2 respectively (kg/m3).

Sencondly fracture, With regards to [125], CO2 could leak through faults in the caprock.

If the faults connect to the atmosphere, the CO2 leakage could be released directly into the

atmosphere. A fault is characterized in this study as two smooth, parallel plates embedded in

caprock with negligibly low permeability. For free phase CO2 to enter a fracture, The CO2

floating under the top aquifer layer causes the following vertical buoyancy pressure on the top

aquifer layer:

Pb = (ρw − ρc)ghc. (3.57)

where, Pb is vertical buoyancy pressure; hc is the thickness of free-phase CO2 floating (m);

ρw, ρc are the density of brine and free phase CO2 respectively (kg/m3); g is gravitational accel-
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eration (m/s2).

ForCO2 to open the fracture, Pb must exceed the capillary pressure (Pc), thus hb (the thick-

ness of free phaseCO2 layer that can open the fracture) is needed to satisfy the equation below,

where, σ is theCO2-brine interfacial tension, and theCO2 fluidmovement between the fracture

and surrounding caprock is small enough to be neglected.

hb ≥ 2σ/(ρw − ρc)gd. (3.58)

Besides, calculation of CO2 flow rate by the aquation of [125]:

Q = (wd3/12μc)× (ΔP/L). (3.59)

Where, w is the width of the fracture (m); d is aperture of the fault (m); L is the length of

the fracture (m); ΔP is the pressure drop across the fracture (Pa) which is (ρw − ρc)ghc.

Additionally, it is crucial to note that in this study, last equation is based on the assumption

that the fracture is confined by two smooth, and parallel plates. As a result, d is considered

as a real apeture of the fault. Also, this aquation is under the consideration that CO2 moves

as a single-phase. This is feasible when the faults only contact the caprock, because caprock is

commonly found at depths greater than 1,000m, andCO2 remains in supercritical phase while

leaking through the caprock at this depth [126].

Final case,CO2 leakage from abandonedwells is themost directCO2 leaking channel to the

surface and can happen more faster than others. Due to deterioration and corrosion, CO2 can

leak through several paths in a wellbore. The cement fill, cement plug, the interface between

the cement fill and the formation rock, and the interface between the cement fill and the well

casing are all conceivable paths. These potential leakage paths are depicted in Figure 3.20 given

by Celia (2006) [127].

Before determining the CO2 flow rate of an abandoned well leaking, it is important to re-

member that the CO2 fluid is single phase; the leakage pathways initially contain water and
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Figure 3.20: The potential CO2 leakage paths from abandoned well.

initial conditions are hydrostatic; and the optimal way for CO2 to migrate up along the central

wellbore once it reaches the open wellbore is to do without leaking into the annulus and the

formations around the wellbore. According to Brown (2000) [126], Nicot et al. (2006) [125],

and Poiseuille’s Law, the three forms of the CO2 flow rate are computed with the following

equations as gas channel, fracture, and microannulus respectively:

Q = (πR4/8μc)× (ΔP/L). (3.60)

Q = (wd4/12μc)× (ΔP/L). (3.61)
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Q = (πR3/8μc)×
[
(1− κ4)− (1− κ2)2/Ln(1− κ)

]
× (ΔP/L). (3.62)

where, Q is the flow rate of CO2 (m3/s); ΔP is the pressure drop across the channel or

fracture or microannulus (Pa); R is the radius of the channel or mcroannulus (m); L is the

length of the channel or fracture or microannulus (m); μc is the viscosity of supercritical CO2

(Pa.s); d is the aperture of the fracture (m); κ is the ratio of internal to external radius of the

microannulus.

At the end of this part, it could be advantagous to take an eaxmple of typical parameters

for microannulus, fracture and gas channel from the study of [31]:

Leakage pathway geometry Value (μm)
Gas channel radius 110
Fracture aperture 30

Microannulus thickness 12

Table 3.14: An example of typical parameters for microannulus, fracture and gas channel [31].

3.4.2.6 CO2 Migration and Attenuation in different Zones

Migration andAttenuation ofCO2 are characterized into four Parts and will be discussed such

as water-saturated porous zone, unsaturated soils abovewater table, surface water, and deep sea

respectively.

First one, CO2 can migrate upwards as small individual bubbles if the CO2 leakage flow

from the source zone, such as fractured rock or permeable zones, is minimal. This is especially

true in coarse and highly permeable porous media. When the flow is substantial, however, a

linked channel of CO2 gas can emerge between the leading edge of water displacement and

the source of CO2 leakage [19]. The Corapcioglu et al. (2004) [128] approach may be used

to calculate the bubble flow’s velocity. In exceptionally coarse gravels, the bubble flow in the

porous medium can reach a maximum velocity of around 18 cm s-1, but it is much slower
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in normal sediments. While, The multiphase flow mechanism that controls the channel flow

regime can bemodeled using a reservoir engineering strategy, such as themodel offered by Silin

et al (2006)[124]. CO2 rises roughly vertically in porous media with volumetric flux, F (m/s),

determined by:

F = (kv.krg/μc)Δρgw.g. (3.63)

Where, kv is the vertical absolute permeability (mD); krg is relative permeability (%); μc is

the CO2 viscosity (Pa·s); Δρgw is the density difference of CO2 and water (kg/m3).

A fraction of the leaking CO2 will dissolve into surrounding water whenCO2 migrates up-

wards through the porous zone [125]. BeforeCO2 leakage through the water-saturated porous

zone, the whole water column (between the CO2 source zone and the water table) exposed

to the CO2 plume would have to achieve maximum solubility concentrations of CO2 [129].

Therefore, if there is not enough leakage, the CO2 might completely dissolve into the ground-

water. According to Nicot et al. (2006) [125], the attenuation rate ofCO2 resulting fromCO2

dissolution in water-saturated porous zone may be approximated as follows:

Ra = vw.Cw.Vw/Mc. (3.64)

Vw = φ.H.S. (3.65)

Where,Mc is the CO2 leakage rate (kg/s); vw is the groundwater horizontal velocity (m/s);

Cw is the solubility ofCO2 in water (kg/m3);Vw is the volume of water on top area of leak (m3);

φ is the porosity of the water-saturated zone (%); H is the thickness of the water-saturated zone

(m); S is the horizontal cross-sectional area of the CO2 plume (m2).

Secondly, with regards to Altevogt and Celia (2002) [130]; Oldenburg (2003) [129], if

concentrated CO2 is discharged to unsaturated soil via a fractured rock, leaky abandoned well,

or other similar pathway, the buoyancy driving force is reversed because CO2 is denser than
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soil gas, and CO2 migration will be governed by advective and diffusive transport processes.

Pressure gradients cause the CO2 to migrate higher and cause advective fluxes. Concentration

gradients induce diffusive fluxes, which diffuse CO2 laterally into the soil zones nearby. The

density contrast is easily overcome by pressure gradients, resulting in CO2 discharge near the

ground’s surface. However, the unsaturated soil zone can reduce seepage and near-surfaceCO2

concentrations and attenuate CO2 leakage by permeability trapping, and solubility trapping

by infiltration or residual water. The seepage flux and near-surface gas concentrations are most

significantly governed by the leakage rate and the radius of the leaking source zone.

It could be helpful to note that certain CO2 leakage rates were utilized in the study by Al-

tevogt and Celia (2002) [130] to assign the CO2 attenuation rates of a typical unsaturated soil

zone, as follows table below:

CO2 leakage perm2 (kgm−2s−1) Attenuation rate (%)
≤10-8 96

10-8÷10-7 66
10-7÷q0-6 19
≥10-6 1

Table 3.15: The CO2 attenuation rates of a typical unsaturated soil zone

At the third stage, according to Oldenburg and Lewicki (2006) [19], If concentrated CO2

leaks into surface water via a fractured rock, a leaky abandoned well, or another pathway, CO2

transport tends to be by ebullition for relatively high leakage flux and/or deep water bodies,

and diffusion or dispersion for relatively low leakage flux and/or shallow water bodies. During

migrating across surface waters, a portion of CO2 will be dissolved and dissociated in water.

The transfer of dissolved CO2 in surface waters is dependent on aqueous phase diffusive and

dispersive mechanisms. Dispersion andmixing will expose surface water to the atmosphere on

a regular basis, where it can possibly equilibrate with atmosphericCO2, resulting in an efficient

out-gassing that will eventually release the majority of dissolved CO2 to the atmosphere. As a

result, CO2 storage, rivers, lakes, estuaries, and continental shallow ocean water are ineffective
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in mitigating CO2 leakage and seepage fluxes. Furthermore, during CO2 migration in surface

water, the dissociated portion of CO2 is low.

In the last phase that CO2 leaks into the deep sea, regarding Figure 3.21 due to the high

hydrostatic pressure,CO2 is in the liquid or supercritical phase and has a greater solubility than

in shallow water. The supercritical or liquid droplets of the leaking CO2 float higher due to

buoyancy, changing from supercritical to liquid and eventually to gas. Large droplets typically

break off into smaller ones due to instability [131].

Figure 3.21: CO2 solubility in relation to depth [19].

Due to the high solubility of CO2 and slow velocity, a significant portion of CO2 that is

rising through the deep sea dissolves into the water. The dissolvedCO2 will spread throughout

the water, and the seawater that has been saturated with CO2 and is more dense may result

in sinking plumes [132]. This approach significantly attenuates CO2 leakage flow and can be

thought of as a CO2 disposal method. So CO2 that finally enters the atmosphere is regarded as

an air emission.

By reviewing the study of Brewer et al. (2002) [132], the radius and mass change of a CO2

droplet induced by dissolution while moving through the deep sea may be derived:

(rt − r0) = −Vm.Γ.(t− t0). (3.66)
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(mt −m0) = −4/3× π(r3 − r30)× ρCO2
. (3.67)

Where, t is time (s); t0 is the initial time (s); r0 is the initial radius of the droplet (m); rt is

the radius of the droplet at time t (m); Γ is the dissolution rate (mol/m−2s−1), which equals to

3 μmol/m−2s−1; Vm is the specific volume of the droplet (m3mol−1); m0 is the initial mass of

the droplet (kg); mt is the mass of the droplet at time t (kg); ρCO2
is the density ofCO2 (kg/m3).

3.4.2.7 The Free-phase CO2 Lake’s Outlook

Finally, CO2 injection, CO2 dissolution, capillary trapping, and CO2 leakage influence the fate

of the saline aquifer’s free-phase CO2 pool. The progressive reduction of the thickness of the

CO2 layer floating under the caprock due to capillary trapping, dissolution by convective mix-

ing, and leakage is considered to be nearly equal to the rate of reduction of free-phaseCO2mass

in the pool. As a result, the overallmass balance equation of free-phaseCO2 in the reservoirmay

be completed as:
dM/dt = Fi − Fd − Fc − Fo. (3.68)

where, M is the mass of the free-phase CO2 in the reservoir, t is time, Fi is the flow rate of

CO2 injected in the reservoir, Fd is the rate of dissolution, Fc is the rate of capillary trapping, Fo

is rate of leakage.

3.5 Summary

Depending on the kind of solvent utilized, solvent regeneration in chemical absorption CO2

capture methods takes substantial energy to operate. Particulate matter, trace metals, and acid

gases can be eliminated from flue gases using a chemical absorption technique. Depending

on the solvent employed, the chemical absorption process producesNH3. Solvent loss is also

caused by oxidative degradation, carbamate polymerisation, absorber emission, and solvent re-

activity with acid gases. The LCI models use empirical relationships to calculate the energy
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consumption for solvent regeneration and solvent loss by reaction with acid gases; electricity

consumption and the use of cooling water and process water; and acid gas removal rates, par-

ticulate matter and trace element removal rates, solvent loss due to oxidative degradation and

carbamate polymerisation, solvent emission via absorber, heat stable salts generation, and acti-

vated carbon consumption. Finally, using engineering calculations, theCO2 conditioning LCI

model created quantifies compressor energy usage, heat input for the drier, adsorbent use for

the drier, and cooling water consumption.

The created LCI model offers a flexible structure for calculating energy consumption and

emissions fromCO2 pipeline transport, taking into consideration the mass flow rate ofCO2 to

be carried, pipeline length, inlet/outletCO2 pressure, and temperature. TheCO2 injectionLCI

model developed accounts for the CO2 storage reservoir features that influence the maximum

permissible injection bottomhole pressure, CO2 injectivity, and the number of injection wells

utilized in calculating the energy consumption and emissions from the CO2 injection system.

Usingmodified emissions factors, fugitive emissions from theCO2 pipeline and recompression

boosters, and injection plant can be computed at the facility or equipment level.

By quantifying the radial extent of theCO2 plume, the thickness of the thinCO2 layer, the

time it takes for the CO2 plume to reach the top of the formation, the dissolution, capillary

trapping, and the lateral movement of free gas phaseCO2 after injection ceases, the LCImodel

of aCO2 storage in saline aquifer examines themigrationof injectedCO2, which determines the

geological boundary and the timeframe of theCO2 storage system. Themodel also determines

the possibility for CO2 leakage from CO2 storage by simulating other leakage paths, such as

porous caprock zones, fractures, and abandoned wells that cross the caprock. The final CO2

flux that crosses the land-atmosphere boundary and enters the atmosphere is calculated by the

model, which also analyzes the mitigation of leaked CO2 out of the saline aquifer upwards

through various compartments within the overburden, including the water-saturated porous

zones, surface water, or unsaturated soil zones.
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4
Life Cycle Impact Assessment & Case Study

4.1 Introduction

This chapter provides the research results on the environmental impacts of post-combustion

CO2 capture, transportation and injection, and storage in a specific power plant case study. The

LCI models described in chapter 3 are programmed here in this chapter as Excel spreadsheets,

Sima pro, and Gabi software. LCI models of power plants with alternative post-combustion

CCS options can be constructed by selecting various LCI models and connecting them to-

gether. The LCI model of the Asnaes coal power plant in Kalundborg, Denmark, with post-

combustion capture using MEA, transport and injection, and saline storage of the Havnsø

structure is used to show the possibilities of the created models in this chapter. To begin, this

method simulates the emissions from the constructed capture system, transportation, and in-

jection, as well as the corresponding life cycle assessment (LCA) environmental impacts. It

also analyzes the significance of technical, operational, and geographical variations using the

83



sensitivity analysis presented. Moreover, the significance of uncertainty and variability in the

input parameters for each component unit process is assessed byway of an uncertainty analysis.

This analysis makes use of the LCI model input data parameters, which are listed in the tables,

figures, and appendix that are presented in the following sections. Lastly, in the portion about

storage, themodel is utilized to determinewhich operational characteristics, reservoir qualities,

and the parameters of alternate leakage paths have a substantial influence on the LCA environ-

mental impact outcomes.

4.2 Case Study

The Danish case study for SACS and GESTCO projects focuses on the possible capture and

storage of carbon dioxide emissions from the coal-fired power station Asnaes in the Danish

city of Kalundborg [20]. Asnaes Power Station is situated near the city of Kalundborg on the

northwest coast of Zealand in eastern Denmark (Figure 4.1). It is the largest power plant in

Denmark, with four operational units and an installed capacity of 1,757 MW. In addition to

generating electricity for the grid, the power plant also generates district heat for Kalundborg

and process steam for the nearby industrial sector. This power plant’s technical characteristics

are shown in Table 4.1.

It is essential to realize that the remaining lifetime of the current units is limited, as the

SACS andGESTCOprojects only account for units 5 and 6, which are base load plants. There-

fore, in this thesis, the case study of the LCIA scenario is constructed according to the com-

bined capacity of units 5 and 6, which is 1,340MW.

On the other hand, considering the storage location for Kalundborg, the GESTCO re-

gional study has already evaluated the potential for underground CO2 storage in Denmark

[20, 133]. Initially, two sites were selected for the Kalundborg case study. Both are domal

closures on the Gassum Formation in the Kalundborg region (Figure 4.2). In both structures,

the reservoir unit consists of shoreface sandstones of the Gassum Formation and marine mud-
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Figure 4.1: Asnaes Power Station is situated near the city of Kalundborg.

Data Unit 2 Unit 4 Unit 5 Unit 6
Electrical output MW 147 270 640 700

District heat output MJ/s 100 - 150 -

Steam output MJ/s 144 50 158 -

Electrical Efficiency % 40.0 40.3 39.9 48.0

Fuel input MJ/s 368 670 1604 1458

Flue gas (dry, 6%O2) Nm3/s 132 240 575 523

Flue gas (wet, act. O2) Nm3/h 443,927 809,307 1,913,644 1,708,181

Max. CO2 capture kg/s 31 57 137 125

Operation mode Peak load
Closes

2008
Base load Base load

CO2 emissions tons/year 188,528 - 3,401,143 3,391,500

CO2 capture tons/year 169,675 - 3,061,029 3,052,350

Table 4.1: The power plant’s technical characteristics.

stones of the Fjerritslev Formation as cap rock. Based on the preliminary screening and compar-

ison of the two structures (Table 4.2), the Havns structure was selected for supplemental case

study investigation which covers around 160 km2 and is 15 km away from the source plant

[20].
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Figure 4.2: Depth structure map of the Havnsø and Røsnæs closures [20].

Economic/Risk evaluation Havnsø Røsnæs
3-D seismic High costs Low costs

DRILLING Low costs Medium costs

Transport Onshore pipeline Offshore pipeline

Monitoring Wells Seismic

Permission requirements
National and

local authorities

OSPAR/

National and local authorities

Risk project High seismic costs Fault sealing capacity

Risk humans Low None

Risk environment Low Low

Table 4.2: The Characteristics of Havns and Røsnæs structure.

4.3 Post-combustionCC,Transportation, and Injec-

tion

Asnaes Power Station is a coal-fired facilitywith a capacity of 1,340MWwith post-combustion

capture, conditioning, transportation, and injection systems. Table 4.3 shows themain features

of the base case scenario in regards to the technology used for the entire system, the operational
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conditions, and the geographical establishment in relation to the fuel used, the distance to the

storage site, and the depth of the storage formation used as an illustration of the model’s capa-

bility.

Base Case Scenario
Post-combustion CO2 capture, conditioning,
transport and injection in the 1,340 MW plant

CO2 capture energy

consumption

(MW/1,340MW)

1,250

Chemical absorption CO2

capture technology
MEA

SOx removal rate 95%

NOx removal rate 0.8%

CO2 capture rate 95%

Compression pressure (MPa) 13.80

Pipeline distance (Km) 15

Storage formation depth (m) 1,500

Table 4.3: The Base Case Scenario for The Asnaes Power Plant.

The Sima Pro LCA program calculates the LCI data for the upstream processes indicated

in the figures of Appendix 1with the relevant characteristics were presented as tables. Also, the

final LCI model has been provided in Figure 4.3, and it is important to note that the coal com-

bustion process with some removal processes (NOx, PM, SOx) are presented there, but only

for initial calculations of direct emissions and trace metals, as this is required for the implemen-

tation of the case study; otherwise, this research does not account for their LCIA. In addition,

this scenario examines the following characteristics and capabilities of the model generated for

a final system:

1. Direct emissions and resource consumption;

2. Life cycle environmental impacts;
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3. Sensitivity analysis (the effect of post-combustion CC, transport, and injection on the
LCIA);

4. Uncertainty analysis (the influence of LCI input data uncertainty on emission/resource
consumption estimates and the LCIA).

Upstream processes consist of (excluding the plant combustion process) Post-combustion

capture system,MEAproduction,MEAtruck transport, ammoniaproduction, ammonia truck

transport, CO2 pipeline infrastructure, CO2 capture facility infrastructure, compressor infras-

tructure, and injection system. Sources of upstreamLCIdata used as references in this study are

listed in the tables below. They are based on the research of Koornneef (2008) [32], Emmeneg-

ger et al., (2007)[33], Althaus et al., (2007) [35] and Röder et al., (2004) [34].

Figure 4.3: The component LCI model of the case study power plant.

4.3.1 Direct Emissions and the Fate of Air Emissions

Significant direct emissions are not produced by the SCR (Selective Catalyst NOxReduction),

ESP (Electrostatic Precipitators PM), FGD (Flue Gas Desulphurisation SOx), CO2 capture,

CO2 conditioning, CO2 pipeline transport, or CO2 injection unit. Almost all emissions are
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initially produced by the coal combustion process; however, coal combustion is not considered

in this study because the CCS system is the only objective. Even so, in some cases, such as the

investigation of direct emissions and trace metals, coal combustion is analyzed with SCR, ESP,

and FGD, because these processes occur before to the CCS processes.

Concerning air emissions in power generation with post-combustion CCS include CO2,

PM-10, SO2, SO3, NO, NO2, HCl, HF, and Hg. These air emissions are initially produced

by the coal combustion process and are subsequently eliminated in full or in part by pollution

control units such as SCR, ESP, FGD, and theCO2 capture unit. The LCImodels assess the re-

moval rate of air emissions of concern throughout the flue gas treatment processes, taking into

account that pollution control units affect each other and can affect many types of emissions.

Figure 4.4 shows that the CO2 capture unit removes 95% of CO2 without affecting other

pollution control units. ESP removes 99.7% of PM-10, while FGD, CO2 capture device, re-

moves 0.11%. TheCO2 capturing unit (MEA) removes 0.02% of SO2 after FGD removes 95%.

SCR, ESP, FGD, and CO2 capture unit eliminate SO3 emissions (MEA). SCR can only re-

duce NO emissions to 23.08%. SCR with CO2 capture unit (MEA) reduces NO2 emissions

by 17.31%. FGD and CO2 capture unit (MEA) decrease HCl and HF emissions to 0.05% and

0.15%, respectively. ESP, FGD, and CO2 capture unit (MEA) decrease mercury vapour by

1.97%. Pollution control units limit CO emissions [24].

4.3.2 TraceMetals

After coal combustion, the tracemetals arepartitioned and released to the environment through

different routes: with air emissions, MEA captures solid wastes, FGD wastes, gypsum, fly ash

or bottom ash. The LCI models developed successfully calculate the partitioning of 17 trace

metals across the flue gas treatment chain in a power plant with CO2 capture [24].

Figure 4.5 illustrates that themost of emissions of antimony (Sb), cadmium(Cd), chromium

(Cr), cobalt (Co), lead (Pb), manganese (Mn), nickel (Ni), copper (Cu), thallium (Tl), vana-

dium (V), barium (Ba), and silver (Ag) are found in bottom ash. During combustion, the ma-
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Figure 4.4: The fate of air emissions after the pollution control units of a 1340 MW power plant with carbon capture.

jority of Arsenic (As), Beryllium (Be), and Zinc (Zn) are vaporized andmostly found in fly ash.

Notable is the fact that 3.95% of mercury is discharged to the environment as a vapour. Ap-

proximately 51.40% ofmercury is found in the gypsumbyproduct of the FGDprocess, 12.52%

in the MEA solid wastes, and 31.08% in the fly ash.

Figure 4.5: Trace metal segregation across the pollution control units of the Asnaes power plant’s CO2 capture system.
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4.3.3 Life Cycle Impact Assessment (LCIA)

In section Appendix II, the emissions from the 1340MWbase case power plant scenario with

post-combustion capture, transport, and injection, as well as the upstream processes, such

as MEA production, MEA transport by truck, ammonia production, ammonia transport by

truck, CO2 pipeline infrastructure, CO2 capture facility infrastructure, and compressor infras-

tructure, are presented. This study implements the impact category for the case study con-

cerning GWP (Global Warming Potential), AP (Acidification Potential), EP (Eutrophication

Potential), POCP (Photochemical Ozone Creation Potential), HTP (Human Toxicity Poten-

tial), FAETP (Freshwater Aquatic Ecotoxicity Potential), and TEPT (Terrestrial Ecotoxicity

Potential).

4.3.3.1 GWP (GlobalWarming Potential)

Figure 4.6 depicts the total GWPof the case study power generation scenario with just capture,

transport, and injection components considered. 78%of this impact is due to post-combustion

carbon. Other upstream processes, such as MEA production, Ammonia production, and

transportation infrastructure, account for 11%, 6%, and 4% of the GWP, respectively. This

chart also demonstrates that the primary emissions causing GWP are CO2, CH4, and NO.

4.3.3.2 AP (Acidification Potential)

Figure 4.7 demonstrates that themajority of acidification potential (AP) is caused byCO2 post-

combustion MEA from power generation, which represents for 98% of the total. The manu-

facture ofMEA amounts for 1.48% of AP, whereas the other processes contribute less than 1%.

Figure 4.7 further shows that the primary sources of AP are emissions to the air (such as NO,

NO2, NOx, SO2, NH3, and NH4) and to fresh water (such as HCl, HF, and H2SO4). The

primary source of NO, NO2, and NH3 emissions is electricity generating with CO2 capture.

Specifically, theNH3 emissions result from theMEA capture process.
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Figure 4.6: Global warming potential for the base case.

Figure 4.7: Acidification potential for the base case.

4.3.3.3 EP (Eutrophication Potential)

Figure 4.8 demonstrates that the majority of Eutrophication Potential (EP) is attributable to

post-combustion CO2 and MEA generation, accounting for 81% and 16% of EP, respectively.

The main areas of eutrophication consequences are emissions to air, emissions to fresh water,

and emissions to soils, according to an analysis of the data on life cycle impacts. NO,NO2, and

NH3 emissions are mostly caused by power generating with CO2 capture. MEA production
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processes result in emissions to fresh water, including nitrate, total organic bounded carbon,

and chemical oxygen demand (COD).

Figure 4.8: Eutrophication potential for the base case.

4.3.3.4 POCP (Photochemical Ozone Creation Potential)

Figure 4.9depicts thePhotochemicalOzoneCreationPotential (POCP),which ismostly caused

by capture post-combustion. The total value of the POCP is negative because the emissions of

nitrogenmonoxide from power generation and capture have a negative effect on the POCP, as

measured by a characterization factor of -0.427 kg Ethane equivalent. Nitrogen oxide, carbon

monoxide, NMVOCs (non-methane volatile organic compounds), and nitrogen dioxide rep-

resent the majority of these emissions.

4.3.3.5 HTP (Human Toxicity Potential)

Figure 4.10 shows that MEA production accounts for the vast majority (92%) of HTP. In ad-

dition to emission, post-combustion of capture system contributes 7.7% to HTP. ethylene ox-

ide emissions to air and to freshwater, exclusively fromMEA production, dominate the HTP,

accounting for 53.39% and 39.09% respectively. Post-combustion capture system emissions

include Arsenic (to the air) and Selenium (to air and soil).
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Figure 4.9: Photochemical Ozone Creation Potential for the base case.

Figure 4.10: Human Toxicity Potential for the Base Case.

4.3.3.6 FAETP (Freshwater Aquatic Ecotoxicity Potential)

Figure 4.11 illustrates that the majority of Freshwater Aquatic Ecotoxicity Potential (FAETP)

is accounted for by upstream activities such as capture post-combustion, MEA production,

pipeline transport infrastructure, and compressor infrastructure, accounting for 68%, 15%,

10%, and 5%, respectively. Vanadium, selenium, and beryllium emissions to the atmosphere

account for 13.8% of FAETP. Approximately 28.4% of all emissions include barium, copper,

vanadium, ethylene oxide, and nickel are in the fresh water. Three elements account for 57.8%
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of FAETP soil emission: selenium, vanadium, and beryllium.

Figure 4.11: Freshwater Aquatic Ecotoxicity Potential for the base case.

Figure 4.12: Terrestrial ecotoxicity potential for the base case.

4.3.3.7 TEPT (Terrestrial Ecotoxicity Potential)

Figure 4.12 demonstrates that the majority of the Terrestrial Ecotoxicity Potential (TETP) is

attributable toCO2 post-combustion and transportation infrastructure, accounting for 83.2%
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and 16.8% of the TETP, respectively. A comprehensive examination of the life cycle impact

data reveals that TETP is mostly caused by air and soil metal emissions. Specifically, the post-

combustion system consists of 41% vanadium and 10% arsenic in the soil, as well as 20% mer-

cury, 19% arsenic, and 5% chromium. Additionally, transportation infrastructure produces

vanadium and chromium emissions into the atmosphere at rates of 50% and 17%, respectively,

while only 33% chromium is released into the soil.

4.3.4 Sensitivity Analysis

The scenarios studied in this part cover post-combustionCO2 capture, conditioning, transport,

and injection scenario selections to evaluate the relevance of technological, operational, and ge-

ographical options on the overall system life cycle environmental effect performance. The LCI

model built at the unit process level provides an examination of the choices thatmay be consid-

ered when reviewing or constructing a power generating post-combustion capture, transport,

and injection scenario. The use of LCImodel parameters in regard to these alternatives enables

the practitioner to depict technical, operational, and geographical variances in the environmen-

tal evaluation of power production systems.

It is crucial to remember that chapter 3 has all of the necessary LCI input data, formulas,

and parameters discussed in detail. Table 4.4 also illustrates how each characteristic relates to a

certain section of chapter 3 and highlights this connection.

This studywould give correct information for planners to verify that a CCS option chosen

does not result in upstream or downstream changes that would raise the total environmental

consequences of the system. The selections for the base case scenario (Table 4.4) are utilized as

a benchmark for all categories of parameters other than the one being analyzed. The changes in

LCAenvironmental effect indicator scores are provided in the following paragraphs, beginning

with technological alternatives and continuingwith operational aspects. According to research,

significant design variables, such as the kind of chemical absorption capture technology used,

could also affect the environmental impacts of the post-combustion capture system, transport,
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and injection during its entire life cycle.

Types Characteristics
Base Case
Scenario

Sensitivity
analysis

alternatives

Research
Reference

Chapter 3
Reference Part

Technology

Option

Chemical Absorption

Capture
MEA KS1 K̃+/PZ [32, 134, 135] 3.2.1

CO2 Capture

Energy Consumption

(MW)

1250 60 1̃00% [32, 136] 3.2.2

Operational

Option
CO2 Capture Rate 95% 55 9̃9% [32, 137] 3.2.2

Geographical

setting

Compression

pressure (MPa)
13.8 10.8 1̃6.8 [138, 139] 3.2.2

Pipeline distance (Km) 15 2.5 2̃0 [140, 135] 3.2.1

Table 4.4: Base case scenario and sensitivity analysis options for the case study.

4.3.4.1 Chemical Absorption Capture System

Figure 4.13 demonstrates that FAETP, GWP, POCP, and TETP are about 10% lower for post-

combustion capture with K_PZ or KS1 than for capture with MEA. The considerable reduc-

tion inHTP is due to the lower create requirements of capturewithK_PZorKS1 compared to

capture with MEA, which reduces HF emissions from KS1 manufacturing, the major source

of HTP. Since K_PZ does not create NH3, post-combustion capture reduces EP and AP sig-

nificantly. KS1 post-combustion capture createsmoreNH3 than previousmethods, increasing

EP and AP.

4.3.4.2 CO2 Capture Energy Consumption

According to Figure 4.14, a 10% decrease in the amount of energy consumption by the CO2

capture process results in a reduction of around 2% in the GWP, AP, EP, and POCP as well as
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Figure 4.13: Life‐cycle level comparison of chemical absorption capture technologies and their environmental impacts in
post‐combustion CO2 capture.

approximately 1% in the FAETP, TETP, and HTP.

Figure 4.14: The effects of energy efficiency and CO2 capture on the environmental impacts.

4.3.4.3 CO2 Capture Rate

By ignoring a portion of the flue gas, power plant managers can run at varied CO2 capture

rates during post-combustion CO2 capture. Figure 4.15 indicates that when the CO2 capture

rate increases, the GWP reduces considerably, but other environmental consequences increase

somewhat. Since any change in the CO2 capture rate has a direct impact on energy consump-

tion by CO2 capture, CO2 conditioning, CO2 transportation, and CO2 injection processes, it
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is evident that POCP, EP, and AP are more sensitive to a change in the CO2 capture rate than

the other impact categories, with the exception of the GWP.

Figure 4.15: The effect of CO2 capture rate on the environmental impacts.

4.3.4.4 Compression Pressure

Figure 4.16 demonstrates that the outlet pressure of theCO2 conditioning unit has a negligible

impact on the life-cycle environmental impacts of power generation with CO2 capture, trans-

port, and injection, as its proportion of energy consumption is relatively small in comparison

to other parameters involved in these processes.

Figure 4.16: The effect of compression pressure on the environmental impacts.
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4.3.4.5 Pipeline Transport Distance

Figure 4.17 demonstrates that a 2.5km change in the length of the transport pipeline leads

in a 0.5% change in FAETP, a 0.4% change in TETP, and a GWP. These changes reflect the

pipeline infrastructure, natural gas consumption forCO2 compression, andCO2 fugitive emis-

sions from the CO2 pipeline.

Figure 4.17: The effect of pipeline transport distance on the environmental impacts.

4.3.5 Uncertainty Analysis

This section quantifies the uncertainty associated with each environmental impact and emis-

sion source using the Monte Carlo simulations of the LCA program GaBi. In section Ap-

pendix III, the input parameters specified for each unit process component in power genera-

tion with post-combustion CO2 capture have been detailed, along with their respective ranges.

Monte Carlo simulation determines output statistical features like mean, median, standard de-

viation, and different level of confidence regarding these categories: major compounds direct

air emission, and direct life cycle environmental impacts. The base case scenario described in

Table 4.3 is used for the uncertainty evaluation for the Asnaes power plant.
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4.3.5.1 Major Compounds Direct Emission

The outcomes of the uncertainty analysis formain compound direct air emissions are displayed

in Figure 4.18 (section Appendix III contains the appropriate statistical measurements). Stan-

dard deviations for CO,NH3, NO,NO2,N2O, and CO2 emissions are less than those for HF,

HCl, SO2, and SO3, because these gases are impacted by fewer pollution management mecha-

nisms, as shown . Variability in CO2 capture rate is the source of emission uncertainty.

Figure 4.18: Monte Carlo analysis of air emissions at direct emission level for the base case.

4.3.5.2 Direct Life Cycle Environmental Impacts

Figure 4.19: Monte Carlo analysis of the environmental impacts at direct emission level for the base case.

Life cycle environmental impacts of power generation including post-combustion CO2

capture usingMEA,CO2 transport, and injection can be seen in histogram form in Figure 4.19

(The statistical outputs are provided in section Appendix III). Because AP, EP, GWP, and

POCP are all dependent on air emissions, which have lower uncertainty than the emissions of
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trace metals that dominate TETP, FAETP, and HTP, the results reveal that the uncertainty of

AP, EP, GWP, and POCP is smaller.

4.4 CO2 Storage Scenario

Why theHavnsø structure was chosen for this case study was discussed at the beginning of this

chapter. Therefore, this section examines the specifics of this structure, including its character-

istics and geological schematic, input LCA factors, inventory model and impacts assessment,

leakage parameters, and sensitivity analysis.

Figure 4.20 depicts that at depth around 1,500 – 2,000 m, the saline aquifer of the Havns

structure is created by porous sandstones of the Gassum Formation and sealed bymarinemud-

stones of the Fjerritslev Formation, which operate as caprock. A reasonable guess put the

amount of CO2 that might be stored at close to 900 million tonnes. Table 4.5 has a full de-

scription of the Havns structure.

Figure 4.20: Schematic geological cross‐section through the Havnsø structure [20]
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Characteristics Values
Reservoir Gassum

Lithology Siliciclastic sandstone

Onshore/offshore 2/3 onshore, 1/3 offshore

Depth 1500 m

Thickness 150 m

Permeability 500 mD

Porosity 22%

Pressure 150 bar

Pore volume 3, 670km3

Temperature 50 ºC

Storage capacity 923Mt

Seal Fjerritslev Formation

Lithology Marine mudstone

thickness 500 m

Area of closure 166km2

Table 4.5: The Characteristics of the Havnsø structure.

4.4.1 LCIModel Parameters

In Table 4.6, the LCImodel parameters and input data are displayed. It is expected thatCO2 is

injected into the aquifer using a vertical injection well 8 kilometers from the south-east bound-

ary of the formation, as seen in Figure 4.20 and Figure 4.21, respectively. Figure 4.21 depicts

the well in greater detail. The well is perforated 1,750m below sea level with a well-completion

gap of 150m. Larsen et al. (2007) [20] suggest that the geological characteristics of theHavnsø

reservoir will permit injection of 200 kg CO2/sec, or roughly 6 Mt/year, for more than a cen-

tury.
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Figure 4.21: Stratigraphic depth section of the well showing the lithostratigraphic units and their thickness [20].

4.4.2 InventoryModel Result of theHavnsø structure

For the purpose of analyzing the CO2 leakage behavior, it is supposed that a permeable zone,

a fault, and an abandoned well are positioned adjacent to the CO2 injection well (Table 4.7,

[21]). In accordance with Akervoll et al. (2006), the CO2-water relative permeability curves

developed for the Sleipner project are applied for reservoir modelling (Figure 4.22).

Figure 4.22: Relative CO2‐Water permeability curves [21]
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Parameters Values
Reservoir thickness H=150 m
Injection well-

completion interval
Hw=100 m

reservoir length L=30,000 m
Depth 1,500 m
Angle 3.64°
Prosity φ = 0.22

Horizontal permeability kh = 500mD
Vertical permeability kv = 100mD

Temperature 50°C
CO2 saturation Sgf = 0.905

Average CO2 saturation Sg = 0.6
Water viscosity μw = 0.00043Pa.s
CO2 viscosity μg = 0.000043Pa.s
CO2 solubility 53.4kg/m3

CO2 density 634kg/m3

Water and CO2

density difference
Δρ = 350kg/m3

CO2 injection rate 200kg/s
Period 100 years

Diffusivity D = 1.00E− 09m2s−1

Table 4.6: The results for the base case

Zone Values
Permeable zone

Distance to injector (Dp) 1,000 m
Intrinsic permeability (Kp) 10 mD
Radius of the zone (rp) 100 m

Thickness of the zone (Lp) 500 m
Fault

Distance to injector (Df) 2,000 m
Aperture(df) 100 μm
Width (wf) 10 m
Length (Lf) 500 m

Abandoned well
Distance to injector (Dw) 3,000 m
Radius of Gas channel (rg) 110 μm
Length of Gas channel (Lg) 50 m

Aperture of Fracture 30 μm
Width of Fracture 0.75 m
Length of Fracture 50 m

Table 4.7: The results for the base case.

Now is the time to investigate the base case for the case study in order to analyze impact

assessment and the subsequent relative features. This is achieved by examining three main re-

search: [20], [141], and [21].

According to the LCI model results, the radius of the injected CO2 distributes around 10

km, with 14.74% of the injected CO2 dissolved during the injection. Capillary trapping is the

major way to reduce free phase CO2 during a 1,000-year period, and it will absorb approxi-

mately 67% of the remaining free phase CO2. In terms of CO2 leakage, when considering the

three pathways described for a CO2 injection well, it is vital to note that the permeable zone,

with an initial leakage rate of 0.23 kg/s, is the principal source of CO2 to the environment.
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Other pathways’ leakage rates gradually decrease with time, notably during 900 years, since

capillary trapping and convective mixing effect immobilize the free phase CO2, reducing the

thickness of the CO2 layer beneath the caprock (Figure 4.23). Table 4.8 summarizes the find-

ings for the base case scenario based on the three studies indicated.

Characteristics Values
CO2 injection Radial Distribution| 10 km

CO2 dissolved rate 14.74 %
CO2 Convective Mixing

tc 0,23 year
ton 32.49 year
tslow 889.82 year
tsat 13347.23 year

Dissolution rate 4.13E+07 kg/year
CO2 Capillary Trapping

Ngv 22.57
Trapping rate 67 %

Trapping period 900 years
Average annual trapping 4.70E+08 kg

Table 4.8: The results for the base case.

Figure 4.23: CO2 leakage rate through different pathways.

According to the IPCC (2005) [4], around 3.0109 kgCO2 leaks throughout the 1,000 year

after injection, accounting for approximately 0.8% of the total CO2 injected (Figure 4.24).
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Figure 4.24: CO2 leakage to the atmosphere.

4.4.3 Sensitivity Analysis

The purpose of the sensitivity analysis is to determine the operational and reservoir parameters,

as well as the leakage pathways parameters, that have substantial effects on CO2 leakage. The

difference between the base case and sensitivity analysis was summarized in Table 4.9.

Keep in mind that chapter 3 has a thorough discussion of all of the input data, formulas,

and parameters required by the LCI. Furthermore, Table 4.9 demonstrates the connection be-

tween each characteristic and certain chapter 3 sections.
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Type Characteristics Base Case
Sensitivity
Analysis

Research
Reference

Chapter 3
Reference Part

Operational and

reservoir

parameters

Injection rate 200 kg/s 50-150

[20, 141]

3.3.2

Permeability 500 mD 1000-2000 3.4.1

Aquifer depth 1500 m 1200-2000 3.4.1

Injection period 100 years 25-50 3.3.2

Leakage

pathways

parameters

Permeable zone:

Permeability
10 mD 1-100

[21, 4]
3.4.1

Fault: Width 10 m 1-20 3.4.1

Gas channel:

Radius
1 mm 11-55 3.4.1

Table 4.9: The Base case scenario and sensitivity analysis data of the storage.

4.4.3.1 Operational and Reservoir Parameters

The sensitivity analysis of operational and reservoir factors, including injection period, injec-

tion rate, reservoir permeability, and reservoir depth.Figure 4.25a and Figure 4.25d demon-

strate that the injection period and injection rate have a substantial effect on the CO2 leakage

to total CO2 injected proportion. A thicker CO2 layer forms beneath the caprock as a result

of higher injection rates or longer injection periods, which increases the ratio of CO2 leakage

to total CO2 injected. On the other hand, Figure 4.25b and Figure 4.25c show that reservoir

permeability and reservoir depth have little effect on the ratio of CO2 leakage to total CO2 in-

jected.
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(a) (b)

(c) (d)

Figure 4.25: Sensitivity analysis of operational parameters and reservoir parameters: (a) injection period; (b) permeability;
depth of the saline aquifer; (d) injection rate.

4.4.3.2 Leakage Pathways Parameters

Increased permeability of the permeable zone can greatly increase the ratio of CO2 leakage to

totalCO2 injected, as shown in Figure 4.26a. Figure 4.26b indicates that a change in the fault’s

width can result in a considerable change in the ratio of CO2 leakage to total CO2 injected, but

with a low impact. Figure 4.26c demonstrates that a significant change in the ratio of CO2

leakage to total CO2 injected can arise from a change in the radius of the gas channel in an

abandoned wellbore.
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Figure 4.26: Sensitivity analysis of parameters of a: the permeability of a permeable zone; b: the width of the fault; c: the
radius of the gas channel.

4.5 Summary

In this study, a life cycle inventory (LCI) model was created to calculate the direct emissions of

the Asnaes coal power plant in Kalundborg, Denmark, equipped with post-combustion CO2

capture, CO2 conditioning, CO2 pipeline transport, and CO2 injection into the saline storage

formation of the Havnsø structure. This study shows that post-combustion capture systems

are the primary contributors to direct air emissions. A CO2 capture unit that captures 95% of

the CO2 in the flue gas can further reduce PM10, SO2, SO3, NO2, HCl, HF, Hg vapour, and

other trace metals present in flue gases after FGD. Due to the fact that the majority of trace

motels are present naturally in coal and its combustion, this research did not take that into
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consideration in detail.

Theoutcomesof life-cycle environmental impacts of power generationwithpost-combustion

CO2 capturewithMEA, transport, and injection indicate that the post-combustion capture sys-

tem generates all impact categories with the exception of HTP, which is dominated by MEA

production. Emissions into the atmosphere are the main cause of AP, EP, GWP, HTP, and

POCP. Both FAETP and TETP can be traced back to air or soil trace metal emissions. The

results of the sensitivity analysis indicate that the life-cycle impacts in all categories are sensitive

to changes in the CO2 capture rate and energy consumption of CO2 capture, since these pa-

rameters have a major impact on energy consumption. Moreover, the results indicate that the

life-cycle impacts in the categories are not affected by changes in pipeline length or the needed

CO2 pressure for transportation. The findings of uncertainty analysis reveal that direct emis-

sions of CO, NH3, NO, NO2, N2O, and CO2 are less uncertain than emissions of HF, HCl,

SO2, and SO2 because emissions of HF, HCl, SO2, and SO2 are impacted by emission control

mechanisms, which often increase uncertainty in emissions. In addition, the uncertainty of

AP, EP, GWP, and POCP is lower than that of TETP, FAETP, and HTP because the first

group is dependent on air emissions, which have a lower degree of uncertainty than emissions

of trace metals, which dominate the second group.

Analyzed in the section on storage are operational and reservoir factors, as well as leakage

pathway parameters, which have a substantial influence on CO2 leakage. The results indicate

that the injection period and injection rate significantly impact the ratio ofCO2 leakage to total

CO2 injected, while reservoir permeability and reservoir depth have little effect. Also, the CO2

leakage rate is greatly affected by characteristics such as the permeability of the permeable zone,

the width of the fault, and the radius of the gas channel.
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5
Conclusion

Through this study, a comprehensive and adaptable LCA frameworkwas created for the ”Gate-

to-Gate” assessment of possible CCS technology alternatives. The LCI models developed for

the post-combustion capture system included the models chemical absorption CO2 capture,

CO2 conditioning unit, CO2 pipeline transport, CO2 injection, and saline storage formation,

which account for technological and geographical differences and generate reliable LCI data in

a transparent manner.

This study tracked the final destination of direct emissions and trace metals of concern

in CCS systems by using LCI models created for such a goal. In addition, it can also predict

potential leakage paths forCO2 and analyze themovement of injectedCO2 inside the reservoir.

To quantify flows of materials, natural resources, energy, intermediate products, or emissions

at the component unit process level, an LCI model was conducted using the case study, the

Asnaes coal power plant inKalundborg, Denmark, with post-combustion capture usingMEA,

transport and injection, and saline storage of theHavnsø structure. This model was developed
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using basic chemical principles or empirical relationships that, to a greater extent, account for

the technological, spatial, and temporal scales.

Post-combustion chemical absorption (MEA) CO2 capture unit captures 95% of the CO2

and emits less PM-10, SO2, SO3, NO2, HCl, HF, mercury (Hg) vapor, and trace metals than

conventional powerplants. Thepercentageof tracemetals released into the environmentwithin

a thousand years is less than 0.5% for most trace metals except As, Hg, and Se. It is surface im-

poundments that are the primary sources of soil contamination from trace metal emissions.

Emissions from the post-combustionCO2 capture system predominate throughout all impact

categories and throughout the life cycle, with the exception of HTP, where emissions from

MEAproduction play a larger role. There are verymodest life-cycle environmental effects from

the other upstream operations, such as MEA production, MEA transport, ammonia produc-

tion, ammonia transport, power plant infrastructure, CO2 pipeline infrastructure, CO2 cap-

ture facility infrastructure, and compressor infrastructure. Emissions into the atmosphere are

amajor contributor to the AP, EP, GWP,HTP, and POCP. The FAETP andTETP aremainly

due to trace metal emissions to air or soils.

Changes in the CO2 capture rate and the amount of energy needed to capture CO2 can

have a sensitive impact on all of the categories. On the other hand, the length of the pipeline

and the amount of CO2 pressure needed for transport do not change the life-cycle impacts

in most categories. Using K PZ or KS1 to chemically absorb CO2 has a lower impact on the

environment over its entire life cycle than using MEA to do the same thing. Moreover, the

post-combustionCO2 capture plant’s direct emissions of CO,NH3, NO,NO2,N2O, andCO2

are less uncertain than the emissions of HF, HCl, and SO2 and SO3. The levels of uncertainty

associated with TETP, FAETP, and HTP are higher than those associated with AP, EP, GWP,

or POCP.

The results of this study show that the ratio of potential CO2 leakage to total CO2 injected

is sensitive to changes in the injection period and injection rate. This is because a thicker CO2

layer beneath the caprock is the result of either high injection rates or long injection durations,
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both of which increase the risk ofCO2 leakage. In addition, theCO2 leakage rate is significantly

influenced by factors including the permeability of the permeable zone, the width of the fault,

and the radius of the gas channel.

There is still an opportunity for future advancements towards enhancing the effectiveness

of LCAonCCS technology. thus add some remarks andquestions thatmight be advantageous

here:

1. The time period during which the Global Warming Potential (GWP) of greenhouse
gases (e.g. CO2, CH4, etc.) is computed affects the GWP of these gases. A gas that is
rapidly evacuated from the atmosphere may initially have a significant impact, but its
significance diminishes with time. For example, methane has a GWP100 of 25 (CO2-
equivalent) over 100 years, whereas its GWP20 is 72 over 20 years [142].

2. Current and predicted CCS systems make CO2 capture and storage energy-intensive.
Should power generating CO2 be captured and stored in geological formations at the
cost of abiotic resources? The answer dependents upon the comparative valuation of the
impacts of climate change against the impact of abiotic resource depletion. The IPCC
FourthAssessmentReport (2007) states that climate changewill have uncertain impacts
on systems of nature and humanity over a multi-century timescale and that most of the
observed increase in global average temperatures since themid-20th century is likely due
to anthropogenic GHG concentrations.

3. Somekindsof life cycle effects, such asAP,EP, and soon, are increasedbypost-combustion
CCS. However, in a global perspective, the emissions contributing to these categories
comemostly fromother industries (upstreamprocesses) rather thanpower stations. This
suggests that the rise in other types of environmental impacts produced by CCS can be
mitigated by lowering emissions from other sectors where advanced pollution control
technology can be easily implemented at lower prices.

4. Despite numerous research, the processes and mechanisms involved in CO2 storage in
saline aquifers and potentialCO2 leakage through other pathways are still poorly under-
stood. Impurities in CO2 geological storage formations (such as SOx, NOx, H2S, and
trace elements) have unknown environmental impacts that must be investigated. Once
theCO2 storage processes andCO2 leakage mechanisms are better known, it is desirable
to improve the CO2 storage LCI model further. Numerical simulations are the way to
go if exact prediction of CO2 migration or assessment of CO2 leakage is required.
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Appendices

Appendix I

LCI data for the upstream processes

Material & Process Amount Unit
Steel (High alloyed) 307 T

Concrete 1 m3

Transport 9.5 kt.km

Tot CO2 Capture 94 Mt

Lifetime 30 Year

Table 1: LCI data for CO2 capture System [32].

Material & Process Amount Unit
Steel (Low alloyed) 65 T

Concrete 65 m3

Diesel 1978 Gj

Electricity 61 MWH

Copper 7 T

Polyethylene 20 T

Capacity 40 MW

Tot CO2 Compressed 62 Mt

Lifetime 30 Yt

Tot CO2 Leakage 18 Kt

Table 2: LCI data for CO2 compressor infrastructure [33] [34].
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Material & Process Amount Unit
Sand 1.0372 kg

Diesel 1.7606 MJ

Steel 0.2554 kg

Bitumen 0.00123 kg

Polyethylene 0.00247 kg

Transportation 121.4362 kg.km

Tot CO2 transported 1000 kg

Wastes 0.5914 kg

Table 3: LCI data for onshore CO2 pipeline infrastructure [33, 32].

Material & Process Amount Unit
Well 18 k3

Sand 712,000 t

Steel (High and un-alloyed) 11,900 t

Concrete 10,463 m3

Transportation 74,922,800 t.km

Copper 425 t

Tot CO2 Injection 219 Mt

Lifetime 30 Year

Table 4: LCI data for CO2 injection facility [32].
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Material & Process Amount Unit
Input

Ethylene oxide 816 g

Ammonia) 788 g

Electricity 0.333 KWH

Natural gas 2 MJ

Transport 11.23 t.km

Infrastructure chemical plant 4E10 p

Output

Monoethanolamine 1 kg

Waste heat 1.2 MJ

Ethylene oxide to air 1.63 g

Ethylene oxide to water 1.47 g

Ammonium to water 1.58 g

CO2 26.5 g

Nitrate to water 6.97 g

Ammonia to air 3.04 g

COD, BOD 21.3 g

TOC, DOC 8.02 g

Table 5: LCI data for MEA production [35, 32].
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(a)

(b)

(c)

(d)

(e)

(f)

Figure A.1: LCI data by using Sima Pro software; a. MEA production; b. capture construction; c. compressor system; d.
pipeline infrastructure; e. injection infrastructure; f. post‐combustion system.
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Appendix II

Parameters and Data Relating to Post-Combustion Carbon Dioxide Capture Life Cycle

Assessment Results ; US EPA, 1998 [24]

Figure A.2: The calculations of life cycle emissions of power plant with post‐combustion CO2 capture, transport and
injection
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Figure A.3: Figure A.2 continued

Figure A.4: Figure A.2 continued
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Figure A.5: The direct emissions and the consumption of resources in power plant with post‐combustion (MEA) capture,
transport and injection (per 1 MWh electricity generated).

Appendix III

The input parameters for uncertainty analysis : U.S. Environmental Protection Agency

(USEPA), 1998c [24]

Figure A.6: Statistical outputs of air emissions at direct emission level

123



Figure A.7: Statistical outputs of environmental impact at direct emission level
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