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## Abstract

Nowadays data are everywhere and it becomes increasingly important to collect and analyze them in the correct way in order to obtain useful information, since a broad number of fields on a scientific and industrial level need data analysis to solve a wide range of problems.
With the advent of highly performing computers as well as measurement and processing systems, data are exploding progressively in both size and complexity, therefore requiring careful analysis to address the issues arising from this phenomenon: just think of the sensors that can make thousands of measurements in a few moments and that subsequently need a proper analysis to extract the information.
This scenario introduces the so-called high dimensional data, characterized by a number of predictor variables which is (possibly much) larger than that of observations: this type of data can be found in different areas such as economy, bioinformatics, astronomy, geology, chemistry, physics, and so on.
This phenomenon poses several problems when using the traditional approaches, so it is necessary to apply some methods that are suited and adapted to this context: one of this is Partial Least Squares regression (PLS), a technique initially designed for linear regression that exploits a dimensionality reduction approach to find a few orthogonal components which explain as much variance of the predictors as possible while being correlated to the response.

The focus of this thesis is to adapt PLS for classification from a new point of view with respect to those are now present in the literature, since in most cases PLS is used as a discriminatory tool rather than a classifier, meaning that it only separates the classes of the response variable and does not effectively perform the final classification (delegated to an additional classifier). This is our starting point: indeed, the aim of this work is to design a new classification method purely based on PLS. To achieve this, there are two main ingredients: the first one involves the formulation of PLS as an iterative procedure that minimizes the distance between response and modelled response (that in the Euclidean space corresponds to the least squares problem) through the steepest descent method; the second one is the use of compositional data, through which
it is possible to consider the response as compositions (and therefore probabilities), giving a rigorous mathematical justification to the classification criterion used by the model, and make use of proper transformations that allow to perform calculations that link spaces with different structures.

Exploiting these factors, we developed a new approach that adapts PLS for classification providing a clear theoretical foundation, focusing on the binary response case. The case of $G>2$ class is presented in its general framework but it requires further studies for a more detailed discussion.

Different procedures are proposed which share the underlying approach but differ in the space in which the calculations are made and in the transformation applied to the data.
These classification techniques have the same performance of Partial Least Squares - Discriminant Analysis (PLS-DA) , which is the most used state-of-the-art tool to perform classification using PLS; nevertheless, PLS-DA is not a purely PLSbased method since it also requires additional classifiers, as Linear Discriminant Analysis (LDA), to predict the classes of the observations.

Moreover, the proposed methods present a good predictive ability also in traditional scenarios, that is when the number of $X$-variables is much lower than that of observations and the collinearity between predictors is mild or moderate: in this setting, the results are comparable to those of logistic regression. The classification procedures are tested against both simulated and real datasets, also giving the evidence of their theoretical properties.
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## Chapter 1

## Guideline

The aim of this thesis is to fit PLS in the classification context, defining a new method to perform it with a precise mathematical justification and without using any additional classifier during the procedure.
Thus, first of all PLS is presented as it was designed, i.e. an algorithm to solve linear regression problems with continuous response variables, as well as some other post-processing steps that can be applied to it; then, some methods related to PLS are described to give a wider view of the model.
After this introductory part, the most common techniques that exploit PLS in the classification scenario are illustrated in Chapter 4: at the state of the art, PLS is mainly used as an initial discriminatory step, which means that it does not effectively assign a class to an observation, but more simply separates the samples so that subsequently a classifier can distinguish the classes and perform the classification.
Nevertheless, there are some methods that approach the use of PLS as a pure classifier: an overview about them is also given.
The new methods we designed for classification are presented in Chapter 6, where also the technical details are described. Finally, those techniques are tested using different datasets and the results are commented in Chapter 7.
The specifications regarding the mathematical notation employed in this work are given in the Appendix A, while in Appendix B proofs and additional clarifications about some details of the new methods explained in Chapter 6 are reported.

## Chapter 2

## Partial Least Squares regression

In this Chapter, Partial Least Squares regression (PLS) is presented in its original formulation, i.e. as a means of solving linear regression problems using a latent variable approach, and the motivation behind its ability to handle highdimensional problems is highlighted. Then, different versions of the algorithmic procedure used to build the model are given, as well as a description of a post-processing technique to extract the predictive part of the model. An alternative and new formulation of PLS based on gradient descent will be introduced in Chapter 6.

### 2.1 PLS and reasons behind it

Partial Least Squares regression (PLS) is a method for relating two data matrices, the predictors $X(N \times P)$ and the responses $Y(N \times M)$ by a multivariate model; the regression is not performed using the measured predictors and responses, but using the so called latent variables that are obtained projecting the measured features along suitable directions. The latent variables span the latent space where the linear regression model is built. As a result, a bilinear decomposition is generated for both $X$ and $Y$, while a matrix of regression coefficients is calculated to predict $Y$ from $X$. The projection into the latent space reduces the dimensionality of the problem acting as a sort of regularization [43] [30].

A great advantage of PLS lies in its ability to handle data in high dimensional scenarios, especially when the number of predictors (which are affected by collinearity and are often noisy) is greater than that of observations.
The traditional approach to regression involves modelling $Y$ by means of $X$ using ordinary least squares (OLS), which works well if the $X$-variables are few and fairly uncorrelated (that means $X$ has full rank): with the advent of sophisticated and technological measuring instruments (spectrometers, chromatographs, sensor batteries, etc), the number of explanatory variables increased
considerably in many fields and they are no longer by their nature uncorrelated to each other.
This fact poses a problem, since OLS is no more capable of providing models and estimates suited to the context (more about this in Section 5.1).
Consider a standard linear regression to be used when $n>p: X$ is a $N \times P$ matrix, $y \in \mathcal{R}^{N}$ is the response vector and $e$ is a vector of independently and identically distributed $N\left(0, \sigma^{2}\right)$ errors.
The common model is $y=X \beta+e$ and the aim is to find the optimum vector $\hat{\beta}$ to minimize the residual sum of squares:

$$
\begin{equation*}
\hat{\beta}=\underset{\beta \in \mathcal{R}^{p}}{\operatorname{argmin}}\|y-X \beta\|_{2}^{2} \tag{2.1}
\end{equation*}
$$

The well-known solution of this problem is

$$
\hat{\beta}=\left(X^{\top} X\right)^{-1} X^{\top} y
$$

This closed form solution exists if the columns of $X$ are linearly independent and $X^{\top} X$ is invertible; it appears obvious that in the $p>n$ scenario, the variables are correlated, $X$ cannot have linearly independent columns and $X^{\top} X$ is not invertible.

On the contrary, PLS regression is able to solve the "large $p$ small $n$ " problem since it exploits dimensional reduction using orthogonal latent variables as new predictors in the model and therefore allows to analyze data composed of many correlated predictors: for this reason it now occupies an important position in the chemometric literature.

### 2.2 Historical notes about PLS

The first papers concerning PLS were published around 1975 by Herman Wold, a Norwegian-born econometrician and statistician who applied this technique to multiple blocks of data from the economic and social sciences [38]: indeed, in those years he realized the power of the latent variable concept in multivariate modelling, starting to show interest in Principal Component Analysis (PCA), which he then generalized to path models in latent variables using the PLS approach [42].
Subsequently, also his son Svante Wold (chemometrician), was attracted by the

PLS philosophy: at the beginning of the 80 's he started to work on PLS regression with Harald Martens and after several issues (and with the help of the professor of numerical analysis Axel Ruhe), they defined the well-known 2-block PLS regression approach based on the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm developed by H. Wold for path modelling.
The PLS version of Wold and Martens is called PLS2 to distinguish it from other implementations such as SIMPLS [15] and UPLS [9]. PLS2 was presented at a conference in Oslo in 1982 [39]; after that, he published together with his father and Harald Martens the first papers about PLS and multivariate calibration in 1983 [41] and an application for the analytical chemistry community [17]. In Martens' opinion, "there is no other statistical method with comparable versatility" with respect to PLS regression [19], since it provides both cognitive access to the relevant information and statistical tools for the reliability of the results. S. Wold suggested to use Projection to Latent Structures by partial least squares instead of Partial Least Squares to give a more descriptive meaning to PLS.

### 2.3 PLS2

To truly understand why PLS can overcome the high-dimensional problem, let's see how regression is performed.
The PLS model aims at finding a few new latent variables that captures the variance of the $X$ matrix ${ }^{1}$ but at the same time are correlated with the $Y$ block. In fact, for each latent variable PLS finds the direction that maximizes the covariance between $X$ and $Y$, in a sense adjusting the PCA directions to better predict the $Y$.
Thus, the idea is to find some variables, whose values are expressed by the score matrix $T(N \times A)$, that focus both on describing as much variance as possible of the $X$ block while being correlated to $Y$.

In general, given a matrix $X$ of predictors $\left[x_{1}, x_{2}, \ldots, x_{P}\right]$ and a matrix $Y$ of responses, the aim of PLS is to compute the regression coefficients matrix $B$ $(P \times M)$ defining the following model:

$$
\begin{equation*}
Y=X B+F_{A} \tag{2.2}
\end{equation*}
$$

where $A$ is the number of latent variables and $F_{A}$ is the matrix of residuals. Moreover, PLS does not require assumptions on the statistical distribution of the errors because regression is performed minimizing the norm of the matrix

[^0]of the residuals in an algebraic fashion. If $X$ is a full rank matrix and $A$ is chosen to be the rank of $X$, than the regression coefficients are the same of the OLS estimates. Since PLS is usually applied in cases when $P>N$, a value of $A$ smaller than the rank of $X$ is typically adopted.

PLS is an iterative algorithm where at each step $i$ a weight vector $w_{i}$ is calculated; the weight vector is used to project the residual matrix to obtain the score $t_{i}$. Thus, the weight vectors give the information about how much an explanatory variable $x_{i}$ contributes to form a latent variable. Note that the terms latent variable and component are used with the same meaning in the following.

The vector $w_{i}$ is found maximizing the covariance of the residual matrix of the $X$-block and $Y$; the matrix $T$ obtained juxtaposing the score vectors $t_{i},(i=$ $1, \ldots, N)$ is used to decompose $X$ and $Y$ such that:

$$
\begin{equation*}
X=T P^{\top}+E_{A} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
Y=T Q^{\top}+F_{A} \tag{2.4}
\end{equation*}
$$

where $E_{A}(N \times P)$ and $F_{A}(N \times M)$ are respectively the residuals of the $X$ and $Y$ block after A iterations and $P(P \times A)$ and $Q(M \times A)$ are the loadings, that can be expressed using $T$ and the original data $X$ and $Y$. Indeed, $P=X^{\top} T\left(T^{\top} T\right)^{-1}$ and $Q=Y^{\top} T\left(T^{\top} T\right)^{-1}$.
The general scheme of the matrix decomposition generated by PLS is shown in Figure 2.1.


Figure 2.1: Matrix decomposition of PLS model
We now present the most common formulation of PLS introduced by Martens
and Wold [41], based on the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm. PLS is called PLS2 in that case. Unless otherwise noted, PLS will be used to stand PLS2 in the following.
Let $X$ be the predictor matrix, $Y$ the response matrix, $A$ the number of components of the model and $\epsilon$ the parameter for the convergence check.

```
Algorithm 1: NIPALS - PLS
\(E_{0}=X, F_{0}=Y\);
    for \(i=1, \ldots, A\) do
        Set \(\tilde{u}_{i}\) the first column of \(F_{i-1}\);
        \(w_{i}=\frac{E_{i-1}^{\top} \tilde{u}_{i}}{\left(\tilde{u}_{i}^{\top} E_{i-1} E_{i-1}^{\top} \tilde{u}_{i}\right)^{\frac{1}{2}}} ;\)
        \(t_{i}=E_{i-1} w_{i} ;\)
        \(q_{i}=\frac{F_{i-1}^{\top} t_{i}}{\left(t_{i}^{\top} F_{i-1} F_{i-1}^{\top} t_{i}\right)^{\frac{1}{2}}} ;\)
        \(u_{i}=F_{i-1} q_{i} ;\)
        If \(\left\|\tilde{u}_{i}-u_{i}\right\| \leq \epsilon\), then go to 9 , else \(\tilde{u}_{i} \leftarrow u_{i}\) and go to 4;
        \(p_{i}=\frac{E_{i-1}^{\top} t_{i}}{t_{i}^{\top} t_{i}} ;\)
        \(b_{i}=\frac{u_{i}^{\top} t_{i}}{t_{i}^{\top} t_{i}} ;\)
        \(E_{i}=E_{i-1}-t_{i} p_{i}^{\top} ;\)
        \(F_{i}=F_{i-1}-b_{i} t_{i} q_{i}^{\top}\)
    end
```

Note that if we introduce the orthogonal projection matrix $\hat{Q}_{t_{i}}=I_{N}-\frac{t_{i} t_{i}^{\top}}{t_{i}^{\top} t_{i}}$ (that projects a given matrix $M$ onto the space orthogonal to the score vector $t_{i}$ ), the last two steps (11 and 12) can be written as:
$E_{i}=E_{i-1}-t_{i} p_{i}^{\top}=E_{i-1}-\frac{t_{i} t_{i}^{\top}}{t_{i}^{\top} t_{i}} E_{i-1}=\hat{Q}_{t_{i}} E_{i-1}$
$F_{i}=F_{i-1}-b_{i} t_{i} q_{i}^{\top}=F_{i-1}-\frac{u_{i}^{\top} t_{i}}{t_{i}^{\top} t_{i}} t_{i} q_{i}^{\top}=\hat{Q}_{t_{i}} F_{i-1}$
This calculations are important because also in the following algorithms $\hat{Q}_{t_{i}}$ is used to simplify the notation in the deflation steps, since it helps in defining the part of information orthogonal to the score vector and therefore to be explained in the following components. This particular form of the deflation step assures that the score vectors $t_{i}$ are a set of orthogonal scores.

Another formulation of the algorithm can be given since Höskuldsson observed that steps 3-8 are equivalent to solve the following eigenvalue equation [14]:

$$
\begin{equation*}
E_{i-1}^{\top} F_{i-1} F_{i-1}^{\top} E_{i-1} w_{i}=\lambda_{i} w_{i} \tag{2.5}
\end{equation*}
$$

Thus, let $X$ be the matrix of predictors, $Y$ be the matrix of responses and $A$ the number of latent variables; the algorithm can be re-formulated as follows.

```
Algorithm 2: NIPALS - PLS, Eigenvalue formulation
\(E_{0}=X, F_{0}=Y ;\)
for \(i=1, \ldots, A\) do
    \(E_{i-1}{ }^{\top} F_{i-1} F_{i-1}{ }^{\top} E_{i-1} w_{i}=\lambda_{i} w_{i} ;\)
    \(t_{i}=E_{i-1} w_{i} ;\)
    \(E_{i}=\hat{Q}_{t_{i}} E_{i-1} ;\)
    \(F_{i}=\hat{Q}_{t_{i}} F_{i-1} ;\)
end
```

where the matrix $\hat{Q}_{t_{i}}$ is used for the deflation steps of the $X$ and $Y$ block; at each step, indeed, the procedure removes the information explained by the $i^{t h}$ latent variable to define the residuals and use them at the next iteration to explain the part of data that is left. It is essentially the same algorithm as before, written in a more compact way and exploiting Equation 2.5.
It is worth noting that the $Y$-deflation step is not necessary to calculate the weights since $F_{i-1}$ can be substituted by $Y$ in 2.5 without to modify the solution. Again, the eigenvalue formulation is more suitable for theoretical investigations than the original form based on NIPALS as suggested by Rayens and Andersen [28] .
From a geometrical point of view, the solution of equation 2.5 is the solution of the problem of finding the versors $w_{i}$ and $c_{i}$ such that

$$
\begin{equation*}
w_{i}, c_{i}=\underset{w, c}{\operatorname{argmax}} \operatorname{cov}\left(E_{i} w, F_{i} c\right) \tag{2.6}
\end{equation*}
$$

If the score vectors $t_{i}=E_{i} w_{i}$ and $u_{i}=F_{i} c_{i}$ are introduced, at each step of PLS the covariance between the scores of the $X$ and $Y$ block is maximized. This point of view is useful to develop new versions of PLS, as done in the case of constrained PLS [32] [34].

The score matrix $T=\left[t_{1}, \ldots, t_{A}\right]$ can be calculated from the original measured predictors by $T=X W^{*}$ where $W^{*}$ is a transformation of the matrix $W=$ $\left[w_{1}, \ldots, w_{A}\right]$ to write the scores as a function of the original variables; the matrix $W^{*}$ can be computed as $W^{*}=W\left(P^{\top} W\right)^{-1}$.

As pointed out in 2.4 and using what we have just noticed, the $Y$ matrix can be written as

$$
\begin{equation*}
Y=T Q^{\top}+F_{A}=X W^{*} Q^{\top}+F_{A}=X B+F_{A} \tag{2.7}
\end{equation*}
$$

where $B=W^{*} Q^{\top}=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} Y+F_{A}$ is therefore the matrix of regression coefficients of $Y$ against $X$. It is worth noting that $B$ depends only on $W, X$ and $Y$.

It is important to specify how the number of latent variables is chosen when applying PLS regression. In general, when performing a prediction of a response variable using a set of predictors, the aim is to get the lowest possible error: to achieve this, the model must be not too complex (otherwise it tends to overfit the data, giving high variance) but also not too simple, because in that case it misses the relevant patterns between features and output and thus underfits the data, causing bias. For this reason, usually a tradeoff between bias and variance must be found: however, in PLS scenario there is no analytical form of the prediction error and it is not known how errors vary as a function of the number of latent variables, so the cross-validation procedure on training data must be used in order to find the number of latent variables with the maximum predictive power, which coincides with the minimum error in prediction.

The validation of the choice of the final model can be done through a permutation test, that is a procedure that builds sampling distribution by resampling the observed data, in particular shuffling the $y$ values for $n$ times without replacement: this is done assigning different response values to each observation from among the set of actually observed outcomes. This procedure is usually applied in experimental studies to test the null hypothesis that two treatment groups do not differ on the outcome: in fact, we want to assess whether the several $Q^{2}$ values $^{2}$ after the shuffling are similar with respect to the original one. The distribution of the null hypothesis is therefore the distributions of the $n Q^{2}$ calculated after the shuffling: if the values of the $Q^{2}$ were close to the original one, it would mean that the model would predict those outcome values anyway and that it fails to define specific patterns for the prediction (it would not have credibility because the result does not change even if the values in the response variable are exchanged).
The $p$-value of a permutation test consists in the proportion of samples for which the statistics (e.g. the $Q^{2}$ ) is higher than the original one, with respect to the total number of permutations. Since in most cases it is not possible for computational reasons to consider all the possible permutations (which are $n$ !), a reasonably large number of permutations is applied (usually 1000 or more).

[^1]Finally, the predictions of new observations can be calculated as:

$$
Y_{\text {new }}=X_{\text {new }} B
$$

or calculating the score matrix $T\left(T_{\text {new }}=X_{\text {new }} \mathrm{W}^{*}\right)$ and then multiplying by the transposed of the Y-loadings:

$$
Y_{\text {new }}=T_{\text {new }} Q^{\top}=X_{\text {new }} W^{*} Q^{\top}
$$

### 2.4 PLS1

Considering the simplest case of univariate $y$ response, which means that the $Y$ block is a $N \times 1$ vector, the algorithm aims at finding $b$ such that $y=X b+f_{A}$, where $f_{A}$ are the residuals after $A$ iterations.

The algorithm starts looking for a vector $w_{1}$ that is the result of the maximization problem:

$$
\begin{equation*}
\max _{\|w\|=1} \operatorname{cov}(X w, y) \tag{2.8}
\end{equation*}
$$

Then, the score vector $t_{1}$ is defined as projection of the $X$ data along $w_{1}$ and the matrix $X$ is deflated using the information gathered up by this component; the process that is repeated iteratively for $A$ times.
In its NIPALS formulation, the algorithm is:

```
Algorithm 3: NIPALS - PLS1
    for \(i=1, \ldots, A\) do
        \(w_{i}=X_{i-1}^{\top} y_{i-1} ;\)
        \(w_{i}=\frac{w_{i}}{\left\|w_{i}\right\|} ;\)
        \(t_{i}=X_{i-1} w_{i} ;\)
        \(p_{i}=\frac{X_{i-1}^{\top} t_{i}}{t_{i}^{\top} t_{i}} ;\)
        \(q_{i}=\frac{y_{i-1}^{\top} t_{i}}{t_{i}^{\top} t_{i}} ;\)
        \(X_{i}=X_{i-1}-t_{i} p_{i}^{\top} ;\)
        \(y_{i}=y_{i-1}-t_{i} q_{i} ;\)
        save \(w_{i}, t_{i}, p_{i}, q_{i}\)
end
```

At line 2, the direction vector that maximizes the covariance between the predictors and the response is found. Then, after its normalization, the original data $(X)$ are projected along it, resulting in scores $t$ (line 4).

The two final steps consist in the deflation of the $X$ and $y$ matrices, in such a way to remove the information explained by the current component. Thus, the response values therefore can be modelled as

$$
\begin{align*}
y & =\sum_{i=1}^{A} \hat{y}_{i}+f_{A}=q_{1} t_{1}+q_{2} t_{2}+\cdots+q_{A} t_{A}+f_{A}=  \tag{2.9}\\
& =T q^{\top}+f_{A}
\end{align*}
$$

where $T$ is a $N \times A$ matrix $\left(\left[t_{1}, t_{2}, \ldots, t_{A}\right]\right.$, with $\left.t_{i} \in \mathcal{R}^{N}\right)$ and $q \in \mathcal{R}^{A}$.
Again, the vector of coefficients $b$ can be defined as $b=W^{*} q^{\top}$, with $W^{*}=$ $W\left(P^{\top} W\right)^{-1}$.

### 2.5 What is PLS model?

Often, traditional statistical methods involve a parameter estimation based on distribution assumptions (e.g. require knowledge about the distribution of the errors). PLS exploits a different approach: indeed, it is an algorithmic procedure based on linear algebra that does not make probabilistic assumptions and therefore has no assumptions about the statistical model of the data.
Instead, it deterministically minimizes a given loss function in a vector space provided with distance; thus, the term "model" in the PLS context refers to the matrix decomposition ${ }^{3}$.
Moreover, the use of latent variables in PLS provides a mathematical frame which can be used to explore and relate data in a new domain, as well as to assess the number and nature of influencing phenomena, acting as interface between the experimental (measurable) data and the conceptual world, meaning the underlying structures existing as latent information [13]. This is of primary importance because one of the most important goals of all branches of science is to provide a description of the phenomena in a domain in terms of a small number of concepts [13], that is what PLS tries to achieve: nowadays, in many fields high dimensional data are emerging and methods that use latent variables try to convert them into communicable and accessible information.

### 2.6 Iterative deflation algorithm (IDA)

PLS regression is a special case of a more general strategy for regression that uses the so called Iterative Deflation Algorithm [30].
Given:

[^2]- the matrices $X$ and $Y$ of the data
- the number $A$ of latent variables (or equivalently the number of iterations)
- the weight matrix $W=\left[w_{1}, \ldots, w_{A}\right]$

The algorithm is the following:

```
Algorithm 4: Iterative Deflation Algorithm
\(E_{0}=X ;\)
\(F_{0}=y ;\)
for \(i=1, \ldots, A\) do
    \(t_{i}=E_{i-1} w_{i} ;\)
    \(E_{i}=\hat{Q}_{t_{i}} E_{i-1} ;\)
    \(F_{i}=\hat{Q}_{t_{i}} F_{i-1} ;\)
end
```

where the matrices $E_{i-1}$ and $F_{i-1}$ of the residuals are deflated using the orthogonal projection matrix $\hat{Q}_{t_{i}}$.
The algorithm produces orthogonal vectors $t_{i}$ and for a non-trivial choice of $W$ leads to:

$$
\begin{align*}
& Y=X W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} Y+F_{A}=X B+F_{A} \\
& X=X W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} X+E_{A} \tag{2.10}
\end{align*}
$$

where $B=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} Y$.
When $w_{i}$ is calculated using equation 2.5, PLS is obtained. If $w_{i}$ is the loading PCA-vector, Principal Component Regression (PCR) is obtained.

Notice that in this case we already have the matrix $W$ before the application of the algorithm ${ }^{4}$ : this might sound strange but actually the IDA is very useful for the transformation technique presented in Section 2.7.
In fact, an interesting property of this algorithm is that if a nonsingular matrix $L(A \times A)$ is used to transform the weight $W$, i.e.:

$$
\tilde{W}=W L
$$

and if those weights are used instead of $W$, the same residuals and the same $B$ are obtained. This property is used to apply the post-transformation.

[^3]
### 2.7 Post-transformation of PLS (ptPLS)

The post-transformation of PLS is a procedure through which it is possible to divide the latent space in a predictive part (meaning that it is useful in explaining the response) and the remaining non-predictive one, useless in describing the $Y$-block [34]: the strength of this technique lies in the fact that a smaller number of components is needed to describe the data and potential sources of noise can be detected.
Post-transformation has been introduced because PLS sometimes generates unsatisfactory decompositions with a number of latent variables that exceeds the rank of $Y$. This behavior is observed when $X$ data variation that is not correlated to $Y$ is used to build the latent variables: that $X$ data variation is called structured noise.

It is basically a three-step process:

1. A PLS model is built to obtain the weight matrix W
2. The weights are subjected to a suitable orthogonal transformation through a matrix $G$
3. IDA is applied with $\tilde{W}=W G$ as weight matrix

In step 2, the matrix $G=\left[G_{o} G_{p}\right]$ is defined as a juxtaposition of the columns $g_{o i}$ and the columns $g_{p i}$, related to the non-predictive and the predictive part respectively.
The block $G_{o}$ gives weight vectors $w_{o i}=W g_{o i}$, while $G_{p}$ defines the weight vectors of the predictive part $w_{p i}=W g_{p i}$ : let's now see how this matrix $G$ is built.
The block $G_{o}$ is composed of $M$ vectors, i.e. $G_{o}=\left[g_{o 1}, \ldots, g_{o M}\right]$ and they are calculated as follows.
Consider the singular value decomposition of $Y^{\top} X W: Y^{\top} X W=U S V^{\top} ; g_{o i}$ are the M eigenvectors extracted from:

$$
\begin{equation*}
\hat{Q}_{V} g_{o i}=\lambda_{o i g o i} \tag{2.11}
\end{equation*}
$$

with $\lambda_{o i}>0$. The block $G_{p}$ is made of $A-M$ columns $\left(\left[g_{p 1}, \ldots, g_{p(A-M)}\right]\right)$, computed as the eigenvectors of:

$$
\begin{equation*}
\hat{Q}_{G_{o}} g_{p i}=\lambda_{p i} g_{p i} \tag{2.12}
\end{equation*}
$$

with $\lambda_{p i}>0$ and $A$ is the total number of columns of $W$.
The minimum number of predictive latent variables is less or equal to $\min (\operatorname{rank}(Y), A)$.

Using $\tilde{W}$ in the iterative deflation algorithm, the $X$-block and $Y$-block are decomposed such that:

$$
\begin{align*}
X & =T_{p} P_{p}^{\top}+T_{o} P_{o}^{\top}+E_{A}  \tag{2.13}\\
Y & =T_{p} Q_{p}^{\top}+F_{A}
\end{align*}
$$

which means that $Y$ can be modelled using only the predictive part.
In this case, $P_{p}=X^{\top} T_{p}\left(T_{p}^{\top} T_{p}\right)^{-1}, P_{o}=X^{\top} T_{o}\left(T_{o}^{\top} T_{o}\right)^{-1}$ and $Q_{p}=Y^{\top} T_{p}\left(T_{p}^{\top} T_{p}\right)^{-1}$.
Now, the regression model becomes:

$$
Y=\left(X-T_{o} P_{o}^{\top}\right) B_{p t}+F_{A}
$$

where the original matrix of coefficients $B$ and the new $B_{p t}$ are linked by this relationship:

$$
B=\left[I_{p}-W_{o}\left(P_{o}^{\top} W_{o}\right)^{-1} P_{o}^{\top}\right] B_{p t}
$$

Thus, it is possible to define $B_{p t}$ as:

$$
B_{p t}=\left[I_{p}-W_{o}\left(P_{o}^{\top} W_{o}\right)^{-1} P_{o}^{\top}\right]^{-1} B
$$

Analyzing the predictive part of $X$ (i.e. $T_{p} P_{p}^{\top}$ ) is significantly important because it can be used to examine the $X$-variation that influence $Y$, while the nonpredictive one (i.e. $T_{0} P_{o}^{\top}$ ) can be used to analyze variation of the $X$-block that do not affect the response block but generates the structured noise.

### 2.8 Model interpretation

One of the main advantages of the PLS model lies in its interpretation: in fact, it is possible to extract information between predictors and response and also between predictors and latent scores by direct model interpretation, e.g. using plots [32].
In presence of modest correlation between predictors, the vector of regression coefficients can be used for model interpretation: in this setting, when a PLS model is made of few latent components, one possible way to investigate the relationship between predictors and responses is through the $w^{*} q$ plot, which shows their relation using a single plot (also in the case of more than one response variable).
However, when the correlation between predictors is strong, this is not true and the attention should be focused on other parameters like Variable Influence on Projection (VIP) and Selectivity Ratio (SR) or procedures as stability selection
[32]. There is no best parameter to interpret a model, since each of them is designed considering specific properties of the model, so they should be chosen according to the case.
As mentioned above, if the multicollinearity is not too strong and the model has few latent variables, a first tool to discover the relationship between predictors and responses is the $w^{*} q$ plot: $w_{i}^{*}, i=1, \ldots, A$ are the column of the $W^{*}$ matrix ${ }^{5}$ and $q_{i}, i=1, \ldots, A$ are the loadings of the $Y$-block. This graph is based on the relationship $B=W^{*} Q^{\top}$ and so the $w_{i}^{*}$ and the loading $q_{i}$ are reported in the same plot.

Another useful tool to investigate the relationship between (predictive) latent variables and predictors and between (predictive) latent variables and responses is the correlation loading plot, in which the Pearson's correlations between each latent variable and both the predictors and the responses are plotted together in the same graph. Indeed, this plot can be helpful for the interpretation of the model since the scores of the latent variables are orthogonal; when a strong collinearity is present, this tool gives a qualitative explanation and visualization of the relation between predictors and responses and it is recommendable over the previous one [32]. In fact, predictors that are positively or negatively correlated to the response of interest are the ones for which the related points in the graph are close to that of the response or to its image obtained by origin reflection.

To give an example, we consider a real dataset which is divided during its construction in training and test sets. Each observation of the dataset consists in a ${ }^{1}$ H Nuclear Magnetic Resonance (NMR) spectroscopy of post-mortem aqueous humor (the clear fluid filling the space in the front of the eyeball between the lens and the cornea) collected from sheep with both closed and opened eyes. Data processing was applied to obtain a dataset whose features are 43 quantified metabolites.
The $y$ values consist in the post-mortem intervals (PMI) after which the samples are collected, expressed in minutes (ranging from 118 to 1429).
The training set is composed of 38 observations and 43 quantified metabolites as predictors, while the test set for the prediction has 21 observations. More details about sample collection, experimental procedure and data pre-processing in [18].
The correlation loading plot of a model with 4 latent variables is shown in Figure 2.2: $p \operatorname{cor}[T p]$ denotes the Pearson's correlation between the predictive latent

[^4]variable and each predictor and between the predictive latent variable and the response. The same holds for $p \operatorname{cor}[\operatorname{To1}]$, but the first orthogonal latent variable is considered instead of the predictive one. The points associated to the 43 metabolites are plotted in green, while the one indicating the response (PMI) in blue.


Figure 2.2: Correlation loading plot of a PLS model with 4 latent variables

Predictors whose points are close to the response (Taurine, Choline, Succinate) or to its projection by origin reflection (Isoleucine, Leucine, Betaine) are those that are most correlated to the response variable PMI.

Kvalheim in 2010 introduced a new parameter, the SR, which can be used only when there is a single predictive latent variable [16]: it is based on the possibility to decompose the latent space into two orthogonal subspaces (as described in 2.13) and on the assumption that the similarity between a predictor and a latent variable gets bigger with the increasing of the variance explained by that latent variable. In particular, SR is defined for each predictor $i$ as the proportion between its variance explained by the predictive latent variable (computed using $X_{p}=t_{p} p_{p}^{\top}$, where $t_{p}$ and $p_{p}$ are the predictive latent score vector and the predictive $X$-loading vector respectively) and its variance not explained by that predictive latent variable (i.e. related to $X_{o}+E_{A}=T_{o} P_{o}^{\top}+E_{A}$, as in Equation 2.13), that is

$$
\begin{equation*}
S R_{i}=\frac{\operatorname{var}\left(X_{p i}\right)}{\operatorname{var}\left(X_{o i}+E_{i}\right)} \tag{2.14}
\end{equation*}
$$

The predictors with the highest SR are the most informative in explaining the predictive latent variable. A parametric test based on the $F$-distribution has been developed to select the most relevant $X$-variables.
Using the same dataset as before, it is possible to calculate the SR for each $X$ variable (Figure 2.3): it is worth noting that the predictors with the highest values are the same that resulted to be (positively or negatively) correlated with the response in the correlation loading plot (Figure 2.2).


Figure 2.3: Selectivity Ratio of a PLS model with 4 latent variables
Nevertheless, one of the most common parameter to investigate the importance of a variable in a PLS model is the VIP: for each measured X-variable, the VIP is computed as

$$
\begin{equation*}
V I P_{i}=\sqrt{\frac{P}{S S Y} \sum_{j=1}^{A} W_{i j}^{2} S S Y_{j}} \tag{2.15}
\end{equation*}
$$

with $A$ equal to the number of latent variables, $P$ the number of $X$-variables, $S S Y_{j}$ corresponding to the sum of squares of $Y$ explained by component $j$ and SSY the total sum of squares of $Y$.
VIP provides a ranking for the contribution of each $X$-variable in building the latent space [40]. Unfortunately, parametric tests for assessing if a variable with a certain VIP is significant have not been developed. VIP is mainly used for variable selection and model refinement.
An example of the VIP is given in Figure 2.4, where it is possible to note that the most-influencing $X$-variables in defining the latent space correspond to the previously mentioned predictors.


Figure 2.4: VIP of a PLS model with 4 latent variables

Finally, instead of evaluating the importance of predictors through parameters, it is possible to define a procedure, called stability selection, which aims at finding a subset of predictors that are helpful for the model. This technique is implemented drawing a consistent number of random subsamples of the data and then applying a PLS with VIP selection to each subsample: the most valuable predictors are those selected in more than half of the sub-models generated for each subsample [3]. The procedure has been recently improved including new measures of importance and a well-founded procedure for assessing which variable is relevant and which are irrelevant [31].

## Chapter 3

## PLS and related methods

PLS has many relationships with other regression techniques developed to solve linear problems where collinearity and noise affect the data: in fact, efforts have been made to include PLS in a more general system of regression methods.
To give a wider view of the model, in this Chapter we want to give a picture of those relationships, the common elements and those which instead distinguish PLS with respect to these.

Basically, when dealing with high-dimensional data, there are two main strategies that can be used to address the issue of multicollinearity: the first one is regularization, which imposes a penalization on the magnitude of regression coefficients, while the second consists in dimensionality reduction, a transformation of the original data from a high-dimensional space into a low-dimensional space in such a way that the new space representation retains the informative properties of the original data; this is what PLS does when looking for few latent components describing the data. We now present some famous methods related to PLS that implement dimensionality reduction or regularization, and then general frameworks that include PLS regression.

### 3.1 Principal Component Regression (PCR)

The first method related to PLS that comes to mind is PCA, a statistical procedure for dimensionality reduction that allows to summarize the information content in a large dataset by means of a smaller set of latent variables, which are linear combination of the original ones and try to describe as much as possible the variance of the data [1].
The orthogonal scores of PCA can be used as new variables for OLS, defining the PCR; unlike PLS, PCA in the regression context does not use the response variable to define the components and this is the main difference between the
two approaches: in fact, only the predictors are used to define the new latent variables.

The first component of PCA is the direction along which the variance of the data is maximized; the second one is the direction of maximum variance of the data subject to the condition of being orthogonal to the first. In general, each new component is defined as the direction that maximizes the variance of the data with the constraint of being orthogonal to the previous ones.
Indeed, the first weight vector is found solving the following maximization problem:

$$
\begin{equation*}
w_{1}=\underset{\|w\|=1}{\operatorname{argmax}}\{\|X w\|\}^{2}=\underset{\|w\|=1}{\operatorname{argmax}}\left\{w^{\top} X^{\top} X w\right\} \tag{3.1}
\end{equation*}
$$

When $w_{1}$ is found, the first score vector is computed as $t_{1}=X w_{1}$.
Generalizing, the $a^{\text {th }}$ component is calculated subtracting the contribution to explain the data of the previous $a-1$ principal components from $X$ :

$$
X_{a}=X-\sum_{s=1}^{a-1} X w_{s} w_{s}^{\top}
$$

and then finding the vector $w_{a}$ that maximizes the variance of $X_{a}$ :

$$
\begin{equation*}
w_{a}=\underset{\|w\|=1}{\operatorname{argmax}}\left\{\left\|X_{a} w\right\|\right\}^{2}=\underset{w}{\operatorname{argmax}}\left\{\frac{w^{\top} X_{a}^{\top} X_{a} w}{w^{\top} w}\right\} \tag{3.2}
\end{equation*}
$$

to calculate the $a^{\text {th }}$ score vector as $t_{a}=X w_{a}$.
In other words, the weight vectors are eigenvectors of the matrix $X^{\top} X^{1}$ whose associated eigenvalues correspond to the variance of the components.
Thus, the original matrix $X$ can be written as:

$$
\begin{equation*}
T=X W \tag{3.3}
\end{equation*}
$$

If $X$ is a $N \times P$ matrix and $A$ is the number of components of the model, $T$ is defined as a $N \times A$ matrix and $W$ has dimensions $P \times A$.
PCA is nowadays one of the most common techniques to perform dimensionality reduction, especially in high dimensional scenarios, such as those in which PLS is applied.
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### 3.2 Ridge regression

Ridge regression (RR) is a regression technique that imposes a regularization on the magnitude of the coefficients, in such a way to reduce their variance and to mitigate the problem of multicollinearity. In RR, the OLS loss function is augmented by a penalty factor regarding the coefficients in order to minimize the sum of squared residuals as well as the size of parameter estimates, in such a way to shrink them towards zero to reduce the complexity of the model ${ }^{2}$.
Thus, given a matrix $X \in \mathcal{R}^{N \times P}$ of predictors and a response vector $y \in \mathcal{R}^{N}$, $R R$ solves the following optimization problem:

$$
\begin{equation*}
\min _{\beta_{0}, \beta}\left\{\frac{1}{2 N} \sum_{i=1}^{N}\left(y_{i}-\beta_{0}-\sum_{j=1}^{P} \beta_{j} x_{i j}\right)^{2}+\lambda \sum_{j=1}^{P} \beta_{j}^{2}\right\} \tag{3.4}
\end{equation*}
$$

where $\beta_{0}$ is the intercept, $\beta$ the vector of coefficients of the predictors and $\lambda$ is the parameter that controls the amount of regularization of the model: setting $\lambda$ to zero implies performing a OLS regression, while as $\lambda$ increases, the penalty becomes more and more marked, shrinking the coefficients values towards zero.
Too high values of $\lambda$ are associated to a strong penalization and therefore can lead to low variance but high bias at the same time. On the other side, too low values of $\lambda$ can be not sufficient to properly reduce the variance of the estimates: thus, $\lambda$ must be chosen in such a way to find a tradeoff balancing variance and bias (for example performing a cross-validation).
It is important to note that RR is characterized by a L2 penalization ( $\lambda$ is multiplied by the sum of squared coefficients) which tends to evenly shrink the coefficient to zero.

### 3.3 Lasso

The Lasso (Least Absolute Shrinkage and Selection Operator) is very similar to RR, with the only difference consisting in the penalty term. In fact, the Lasso adds to the OLS loss function the sum of the absolute values of the coefficients: this difference has several implications, since the L1 regularization creates sparsity in the model, which means that the less important features' coefficients are set to zero, therefore removing those variables from the model. From this point of view, in contrast to RR, Lasso also acts as a variable selection procedure.

[^6]Lasso solves the following optimization problem:

$$
\begin{equation*}
\min _{\beta_{0}, \beta}\left\{\frac{1}{2 N} \sum_{i=1}^{N}\left(y_{i}-\beta_{0}-\sum_{j=1}^{P} \beta_{j} x_{i j}\right)^{2}+\lambda \sum_{j=1}^{P}\left|\beta_{j}\right|\right\} \tag{3.5}
\end{equation*}
$$

If the outcome values $y_{i}$ are centered, the intercept term $\beta_{0}$ can be omitted and the Lagrangian form of the problem becomes:

$$
\min _{\beta} \frac{1}{2 N}\|y-X \beta\|_{2}^{2}+\lambda\|\beta\|_{1}
$$

Actually, Lasso and RR can be seen as special cases of a more general setting, called Elastic Net, which combines the two methods and solves problem of the form:

$$
\min _{\beta_{0}, \beta}\left\{\frac{1}{2 N} \sum_{i=1}^{N}\left(y_{i}-\beta_{0}-\sum_{j=1}^{P} \beta_{j} x_{i j}\right)^{2}+\lambda_{1} \sum_{j=1}^{P}\left|\beta_{j}\right|+\lambda_{2} \sum_{j=1}^{P} \beta_{j}^{2}\right\}
$$

with $\lambda_{1}$ and $\lambda_{2}$ corresponding to Lasso and RR penalty parameters respectively. The same problem can be also written as:

$$
\begin{equation*}
\min _{\beta_{0}, \beta}\left\{\frac{1}{2 N} \sum_{i=1}^{N}\left(y_{i}-\beta_{0}-\sum_{j=1}^{P} \beta_{j} x_{i j}\right)^{2}+\lambda \sum_{j=1}^{P}\left[\frac{1}{2}(1-\alpha) \beta_{j}^{2}+\alpha\left|\beta_{j}\right|\right]\right\} \tag{3.6}
\end{equation*}
$$

where $\alpha$ is the parameter controlling how much Ridge regularization is used with respect to Lasso, and viceversa. In fact, $\alpha=1$ consists in applying the L1 regularization (and therefore the Lasso procedure), while $\alpha=0$ means using RR. If $0<\alpha<1$, a convex combination of the two methods is applied.

### 3.4 Canonical Ridge Analysis

An overview of the relation between different regression techniques can be introduced through the so-called Canonical Ridge Analysis (CRA) , which provides a unique formulation to collect different procedures like OLS, Canonical Correlation Analysis (CCA), RR and PLS as special cases of it [10].
Given a matrix $X$ of predictors and the response matrix $Y$, the CRA in general solves the following optimization problem:

$$
\begin{equation*}
\max _{\|w\|=\|c\|=1} \frac{[\operatorname{cov}(X w, Y c)]^{2}}{\left[\left(1-\eta_{X}\right) \operatorname{var}(X w)+\eta_{X}\right]\left[\left(1-\eta_{Y}\right) \operatorname{var}(Y c)+\eta_{Y}\right]} \tag{3.7}
\end{equation*}
$$

where $\eta_{X} \geq 0, \eta_{Y} \leq 1$ are the regularization terms and $w, c$ are respectively the weights of the $X$ and $Y$ blocks to get the scores of the latent variables (among
which the covariance is maximized).
Some special cases can be highlighted to show how CRA includes well-known procedures:

- $\eta_{X}=0$ and $\eta_{Y}=0$ implies CCA, which solves the following problem:

$$
\max _{\|w\|=\|c\|=1} \frac{[\operatorname{cov}(X w, Y c)]^{2}}{[\operatorname{var}(X w)][\operatorname{var}(Y c)]}=\operatorname{corr}^{2}(X w, Y c)
$$

- $\eta_{X}=1$ and $\eta_{Y}=1$ implies PLS since the problem becomes of the form:

$$
\max _{\|w\|=\|c\|=1}[\operatorname{cov}(X w, Y c)]^{2}
$$

This clearly applies also in the case of univariate response ( $y$ is a vector), getting:

$$
\begin{equation*}
\max _{\|w\|=1}[\operatorname{cov}(X w, y)]^{2} \tag{3.8}
\end{equation*}
$$

Moreover, in this setting and if $0 \leq \eta_{X} \leq 1, \mathrm{RR}$ is obtained. In fact, the optimization problem becomes

$$
\begin{equation*}
\max _{\|w\|=1} \frac{[\operatorname{cov}(X w, y)]^{2}}{\left(1-\eta_{X}\right) \operatorname{var}(X w)+\eta_{X}} \tag{3.9}
\end{equation*}
$$

which can be seen as:

$$
\begin{aligned}
& \max _{\|w\|=1} \frac{[\operatorname{cov}(X w, y)]^{2}}{\operatorname{var}(X w)-\eta_{X} \operatorname{var}(X w)+\eta_{X}}= \\
& \max _{\|w\|=1} \frac{[\operatorname{cov}(X w, y)]^{2}}{\operatorname{var}(X w)+\eta}= \\
& \max _{\|w\|=1} \frac{[\operatorname{corr}(X w, y)]^{2} \operatorname{var}(X w)}{\operatorname{var}(X w)+\eta}
\end{aligned}
$$

where $\eta_{X} \in[0,1]$ and $\eta \leq 0$ representing the regularization terms (ridge parameters) and $\eta=-\eta_{X} \operatorname{var}(X w)+\eta_{X}$.
Finally, imposing $\eta=0$ consists in considering the OLS case.
In fact, the optimization problem is the following:

$$
\begin{aligned}
& \max _{\|w\|=1} \frac{[\operatorname{corr}(X w, y)]^{2} \operatorname{var}(X w)}{\operatorname{var}(X w)}= \\
& \max _{\|w\|=1}[\operatorname{corr}(X w, y)]^{2}
\end{aligned}
$$

which is equal to:

$$
\begin{equation*}
\max _{\|w\|=1} \frac{[\operatorname{cov}(X w, y)]^{2}}{\operatorname{var}(X w)} \tag{3.10}
\end{equation*}
$$

that is exactly the OLS approach.
This is evident as imposing $\eta=0$ means not adding a constant to the diagonal of the $X^{\top} X$ matrix.
Thus it is possible to summarize some methods and the quantities they optimize:

```
PLS: var (Xw) \cdot <orr}\mp@subsup{}{}{2}(Xw,Yc)\cdot\operatorname{var}(\mp@subsup{Y}{c}{}
PCA: var(Xw)
CCA: }\mp@subsup{\operatorname{corr}}{}{2}(Xw,Yc
```

As it can be seen from Equations (3.8), (3.9) and (3.10), the optimization approaches differ for the denominators, since in RR the ridge parameter $\eta_{X}$ defines a convex combination between the PLS and OLS ones ( $\eta_{X}=1$ implies considering the PLS case while $\eta_{X}=0$ leads to OLS setting).

### 3.5 Continuum approach

Actually, different continuum approaches have been designed in such a way to find a common ground among PLS and other regression techniques. One of these [26], is designed as a method to encompass OLS, PLS and RR as special cases, developed for the case of a single response variable.
In general, since the aim is to determine a latent variable $t=X w$ having a good prediction ability, the vector of weights $w$ must be chosen in such a way to maximize the correlation between $t$ and $y$, i.e.:

$$
\begin{equation*}
\operatorname{corr}(t, y)=\frac{t^{\top} y}{\sqrt{t^{\top} t} \sqrt{y^{\top} y}}=\frac{w^{\top} X^{\top} y}{\sqrt{w^{\top} X^{\top} X w} \sqrt{y^{\top} y}} \tag{3.11}
\end{equation*}
$$

The vector of weights $w$ which is the solution of the latter is proportional to $\left(X^{\top} X\right)^{-1} X^{\top} y$. This is basically the OLS model:

$$
y=X\left(X^{\top} X\right)^{-1} X^{\top} y+e
$$

where $e$ is the vector of errors.
This procedure, as known, requires the inversion of matrix $X^{\top} X$, which can be a problem in case of presence of multicollinearity, phenomenon that leads to a bad quality of prediction and poor interpretability of the model.

In order to deal with this issue, PLS aims to find the vector $w$ that maximize the covariance between $t$ and $y$ : in this case, $w$ is proportional to $X^{\top} y$ and not to $\left(X^{\top} X\right)^{-1} X^{\top} y$ as in the OLS approach.
Thus, from this point of view PLS consists in a shrinkage of the matrix $\left(X^{\top} X\right)^{-1}$ towards $I$, the identity matrix. From this point of view, a continuum range of possibility between the two extreme points can be defined.
Let $\alpha$ be a constant such that $\alpha \in[0,1]$ : instead of using only $\left(X^{\top} X\right)^{-1}$ or $I$, a convex combination can be defined: in this way, $w$ is proportional to $[(1-$ $\left.\alpha)\left(X^{\top} X\right)+\alpha I\right]^{-1} X^{\top} y$.

The relationship between $X$ and $y$ can be modelled using a set of latent variables: in particular, the first one is $t_{1}=X w_{1}$, where $w_{1}$, as previously said, is proportional to $\left[(1-\alpha)\left(X^{\top} X\right)+\alpha I\right]^{-1} X^{\top} y$.
Then, the matrix of predictors $X$ and the response variable $y$ are regressed upon $t_{1}$, in such a way to determine the residual matrix of the predictors $(E)$ and the residual vector $f$ related to the $y$.
In a second step, the latent variable $t_{2}$ is created as $t_{2}=E w_{2}$, where in this case $w_{2}$ is proportional to $\left[(1-\alpha)\left(E^{\top} E\right)+\alpha I\right]^{-1} E^{\top} f$. This procedure can be repeated as many times as the number of latent variables that must be computed.

Note that in this setting, due to the construction of the approach, $\alpha=0$ gives the OLS regression while $\alpha=1$ corresponds to PLS regression.
Thus, the first step leads to the model:

$$
\begin{equation*}
\hat{y}=\gamma X\left[(1-\alpha)\left(X^{\top} X\right)+\alpha I\right]^{-1} X^{\top} y \tag{3.12}
\end{equation*}
$$

where $\gamma$ is the regression coefficient of $y$ upon the first latent variable $t_{1}$.
With a slight modification, it can be written as:

$$
\hat{y}=\frac{\gamma}{(1-\alpha)} X\left[\left(X^{\top} X\right)+k(\alpha) I\right]^{-1} X^{\top} y
$$

where $k(\alpha)=\frac{\alpha}{1-\alpha}$ and $k(\alpha) \in[0,+\infty)$.
As it can be noticed, the first-factor model of this approach is equivalent to the RR with a modification of a constant.
Indeed, one can test this type of regression with different values of $\alpha$ and look for the one which provide the minimization of the error (or maximization of the $Q^{2}$ ) with a numerical method.
For this purpose, a dataset has been defined in such a way to appreciate the influence of the parameter $\alpha$ on the model. Basically the construction of the dataset starts from a PCA model of a matrix $M$ of random numbers (a $100 \times 100$
matrix of numbers drawn from a Gaussian function with $\mu=0$ and $\sigma=1$ ) from which the loadings $P$ are extracted as right singular vectors.
The data in $M$ are projected along those directions to find the orthogonal scores $T(T=M P)$ and one of those scores is chosen as response, with additional noise; the loadings are then used again to compute the $X$ matrix as $X=T P^{\top}$. Figure 3.1 represents the Root Mean Square Error (RMSE) obtained in a 7 -fold cross validation using the first component of the model and different values of $\alpha$.


Figure 3.1: RMSE in cross-validation (RMSECV) as a function of $\alpha$

In Figure 3.2, instead, the RMSE in cross-validation for different numbers of components for PLS is shown.


Figure 3.2: RMSE in cross-validation (RMSECV) for PLS
Thus, the minimization of the error occurs for a fairly large value of $\alpha$, precisely for $\alpha=0.81$, that indicates that the model is closer to PLS than OLS.
To validate this result, we apply a permutation test: in this case ( $n=1000$ permutations) it is evident that the null hypothesis is rejected since the original $Q^{2}$ is at the extreme of the distribution, giving a $p$-value of 0.001 (Figure 3.3).


Figure 3.3: Permutation test ( $n=1000$ )

To sum up, PLS has many relationships and common elements with other regression techniques (primarily PCA as it is defined), which however differ from each other based on the quantity that is maximized in determining the weights and latent variables. Furthermore, PLS can be seen as the borderline case of a continuous approach that can go up to the classic OLS, including inside the RR. All these techniques are usually applied to perform linear regression, which is also the original aim of PLS; therefore, predictions are made on quantitative response variables. In Chapter 4 several methods that use PLS in the classification scenario are described.

## Chapter 4

## PLS for discrimination

Classification is a cornerstone in statistics; in many application areas, in fact, the variable to be predicted is qualitative and therefore PLS requires an appropriate adaptation of the algorithm to the categorical case, which is not the original purpose for which this technique was designed (i.e., to perform linear regression). There are many ways in which PLS can be applied within a classification framework; in most cases PLS is used as a discriminatory tool to separate the observation, but it needs a subsequent additional model to perform the actual classification (so it discriminates rather than classify): this is a crucial point since it is the reason why we want to develop a new technique that exploit PLS directly as a classifier.
A classification procedure based on PLS as discriminator is therefore commonly built following two main steps: first of all, the response variable is coded through an indicator $Y$-matrix containing the information about the class of each instance and a PLS model is built on it using the predictors. Then, the latent scores are used as input for a classifier (many types of classifiers or classification criteria can be used in this step).
In the following sections, the most common approaches are described.

### 4.1 PLS-Discriminant Analysis (PLS-DA)

PLS has been developed to perform regression: then, it cannot be applied to responses that are categorical variables. The idea underlying PLS-DA is to use a numerical representation of the categorical response that can be modelled by PLS. In classical regression, categorical variables are represented using a special coding that uses indicator variables: specifically, two coding systems are the most used, both using indicator variables composed of 0 and 1 .
The first one, in case of a $G$-class problem, uses a indicator matrix with $G$
columns, where each column is associated to a particular class. An observation belonging to class $i$ is codified with 1 in column $i$ and zero in the other columns: the obtained representation is overdetermined.
The other one uses a class as a control and an indicator matrix with $G-1$ columns. If the observation belongs to the control class, it is codified using 0 in all the columns, while if the observation belongs to class $i$ that is not the control class, it shows 1 in column $i$ and zero in the other columns.
Both systems can be used (and are used) to codify the categorical response in PLS-DA. After the coding, the indicator $Y$-matrix is centred or autoscaled ${ }^{1}$ and submitted to PLS. This approach is a heuristic approach to discrimination that is usually justified recalling that the directions discovered by Linear Discriminant Analysis (LDA) can be calculated applying CCA to relate the X-matrix of the predictors and the indicator $Y$-matrix specifying the class membership [6]. Here, since the predictors are correlated and noisy, CCA is substituted with PLS.
When the $G$ classes are equally populated and $X$ is centred, the objective function of PLS at each iteration is

$$
\begin{equation*}
\underset{\substack{w^{\top} T w=1 \\ c^{\top} c=1}}{\operatorname{argmax}} w^{\top} E_{i-1}^{\top} F_{i-1} c \Longrightarrow w_{i}: \operatorname{argmax} t_{i}^{\top}\left(\hat{Y} \hat{Y}^{\top}\right) t_{i} \propto \sum_{j=1}^{G} t_{i j}^{-2} \tag{4.1}
\end{equation*}
$$

where $\overline{t_{i j}}$ is the mean value of the score $t_{i}$ calculated considering the observations of class $j$. In other words, the among-groups sum of squares for each latent variable is maximised. In the general case of classes with a different number of observations, the maximum of the objective function depends on the number of observations of each class and the among-groups sum of squares is not maximised. In the case of a 2-class problem the differences between the mean scores of the two classes is always maximised: these properties can be proved with simple algebra.
Barker and Rayens [5] proposed a modification of the scaling factor used to scale the indicator $Y$-matrix in order to obtain a maximum of the objective function equal to the among-groups sum of squares both for equally and not equally populated classes.

Then, the representation of the observations in the latent space obtained by PLSDA should be more suitable for distinguishing the groups of observation than that obtained by PCA [8]. However, the within-group variation is not taken into account.

[^7]The matrix of the responses is modelled considering a linear regression model. As a consequence, the calculated responses are not 0 or 1 but they are in the whole real axis and the prediction of PLS-DA cannot be directly interpreted as class membership. For this reason, a second step must be performed to transform the results of PLS-DA into class membership: this is a drawback of PLS-DA. Several approaches can be applied to assess class membership: the traditional approach is that to classify an observation on the basis of the class response with the maximum value or to apply a some sort of classification rule optimized by cross-validation. Other approaches use the scores of the PLS-DA model as predictors to train classical classifiers, such as Naive Bayes classifiers and LDA.
Model interpretation is performed taking into account only the PLS part of the procedure and the tools described in Section 2.8 are applied. The lack of a method to assess the importance of the predictors in the whole procedure used for classification is another drawback of PLS-DA. It is interesting to note that most of the studies published in literature that use PLS-DA do not specify which scaling is applied to the indicator $Y$-matrix or which rule or technique is used to transform the results of the PLS regression in class membership, while PLS-DA is a two-step procedure. In the next section, PLS-DA is presented using a real dataset and simulated datasets.

### 4.2 Some examples

### 4.2.1 Classification through LDA

To give a practical example, a dataset with three classes is chosen; in particular, the observations are ${ }^{1} \mathrm{H}-\mathrm{NMR}$ olive oil spectra used for cultivar classification: the dataset is made of 45 observations, which are almost equally distributed among the three classes ( 16 observations for class 1,15 for class 2 and 14 for class 3 ), and 221 predictors. The dataset is divided in a training set and a test set, to perform the prediction on previously unseen samples: the test set includes 15 observations equally distributed among the classes.
The three possible outcomes of the response variables are "Coratina" (originally from the city of Corato, is an olive cultivar typical of Puglia and cultivated throughout the North Bari countryside), "Ogliarola" (one of the most widespread squeezing olive cultivars in the south of Italy, particularly present in Puglia and Basilicata) and "Peranzana" (an olive cultivar whose production area is the north-west area of the province of Foggia). More details about the dataset are provided in [25].

A first glance at the data can be given by applying a PCA on the autoscaled matrix of predictors $X$ and assessing which is the proportion of the total variance that the first latent variables are able to explain.


Figure 4.1: Proportion of explained variance of each component using PCA
These components captures most of the variance of the data (Figure 4.1): in fact, the first latent variable is able to explain more than $88 \%$ of the total variance, followed by a $4.50 \%$ of the second one; the first four components explain the $97 \%$ of the total variance of the data.
In Figure 4.2 data separation using the first two components of PCA is illustrated.


Figure 4.2: Scores of the first two latent variables

The first component is clearly not useful in separating the groups of observations. PLS-DA has been performed considering the autoscaled matrix of $X$ variables and autoscaled indicator $Y$-matrix with 3 columns and LDA on the score vectors in the second step.
In Figure 4.3 is presented an example of the discriminatory power of PLS and
in particular of the scores upon which LDA is performed: more precisely, those values are the scores of the two predictive components (post-transformation has been applied as explained in Section 2.7) of the model ${ }^{2}$. Unlike the first components of PCA (Figure 4.2), in this case the two predictive components of the model are useful in separating the classes.


Figure 4.3: Scores of the predictive components (3-class classification problem)

Indeed, three PCA components are necessary to separate the groups: Figure 4.4 shows the clusters of observations of the three cultivars created by the application of PCA with the first three components.


Figure 4.4: Scores of the first three latent variables
In this case it can be seen that PLS is able to markedly separate the samples, which is the best possible case: a traditional classifier will not have problem in

[^8]correctly classifying the samples.
Using LDA on the scores of a PLS model, the following results are obtained for different numbers of components (Figure 4.5).


Figure 4.5: Cohen's Kappa in calculation, cross-validation and prediction
We use the Cohen's Kappa as statistic since it represents the degree of accuracy and reliability in a statistical classification, it takes into account the possibility of the agreement occurring by chance and it can handle multi-class problems [21].
The Cohen's Kappa is defined as:

$$
\kappa=\frac{P(a)-P(e)}{1-P(e)}
$$

where $P(a)$ is the proportion of values in the confusion matrix that are in agreement, calculated as the sum of the diagonal terms (the ones for which the samples are correctly classified) divided by the total number of observations. Instead, $P(e)$ represents the expected proportion of chance agreement and it is computed as the sum of the multiplication of the marginal proportions for each class.
The Cohen's Kappa can take values from - 1 (worst situation) to 1 (perfect classification): if $P(a)=1, \kappa=1$ and the non-diagonal terms of the confusion matrix are all 0 ; therefore, the model correctly classifies all the observations.
If $P(a)=P(e)$, than the numerator is equal to 0 and so is $\kappa$, meaning that the result is that of a random classifier; finally, if $P(a)<P(e)$, the $\kappa$ value is lower than 0 and the model performs worse than a random classifier.
Note that PLS-DA can certainly also be used in 2-class problems (the simplest
case).
As it can be seen, the Cohen's Kappa does not present good values until three components are used in the model; from the fourth one, every instance is assigned to its true class in calculation, prediction and CV, which is performed with 6 folds on the training set.

### 4.2.2 Classification through other approaches

Another procedure consists in exploiting a Bayesian approach to classify the observations (we start from 2-class problem scenario): indeed, one can train a PLS model on the training set with a binary response, collecting all the values of the calculated $y$-value for the two classes. A normal distribution is subsequently fitted on the two set of values and finally a threshold can be set in the point where the two Gaussian curves cross, since in that point the probability of belonging to the two classes is assumed to be equal: using it, a new instance can be classified depending on whether its predicted value in the test phase exceeds the threshold or not. PLS is exploited in this case to discriminate between classes and the samples are than classified using a specific criterion; the threshold is used to assign a test sample to a specific class [24].
To exemplify this approach, a dataset is built starting from the definition of a matrix $D \sim \mathcal{N}(0,1)$ with 100 rows and 100 columns of random numbers drawn from a Gaussian distribution, from which the loadings $(P)$ are extracted as right singular vectors (the first three vectors are kept, so $P$ is a $100 \times 3$ matrix). The $y$ variable is defined as a sequence of 50 values equal to 1 and other 50 equal to 0 , defining the classes of the observations. The matrix of the predictors is made of a column $z_{1}$ that contains the information regarding the classes (since it is composed of a set of 50 random numbers from a Gaussian with $\mu=1, \sigma=0.1$, and other 50 random numbers from a Gaussian with $\mu=0, \sigma=0.1$ ), and other two columns $\left(z_{2}, z_{3}\right)$ that do not contain any information (they can be extracted from a Gaussian with a given mean and standard deviation, or other distributions) ${ }^{3}$. The matrix $Z=\left[z_{1}, z_{2}, z_{3}\right]$ is mean centred obtaining $Z^{\prime}$ and, since we want to have a matrix $T$ with orthogonal components, it is multiplied by its loadings $P^{\prime}$ found through the application of the PCA, resulting in $T \in \mathcal{R}^{100 \times 3}$. Finally, $T$ is multiplied by $P^{\top}$ to get the final $X$ matrix $(100 \times 100)$.
In Figure 4.6 the matrices generation scheme is reported.

[^9]

Figure 4.6: Matrices generation scheme

Figure 4.7 illustrates an example of the Normal distributions fitted on the calculated values during the training step where the observation are easily separable.


Figure 4.7: Gaussian distributions and threshold with $\sigma=0.1$

In this case the two classes are easily separable because the variance of the two groups in $z 1$ is quite low (0.1). The more the samples are easily separable, the more the PLS model is able to discriminate between them and the probability of making mistakes during the classification phase decreases.
In Figure 4.8 the standard deviation of the two groups of samples in $z 1$ is set to 0.25 , so the classes are less easily distinguishable than in the previous case. With respect to the previous example, the two curves are less tightly clustered around the mean, thus the probability that in the prediction phase an observation of a class may be beyond the threshold is higher.

Other examples are given in Figure 4.9 where $\sigma=0.5$ and $\sigma=1$ are considered:


Figure 4.8: Gaussian distributions and threshold with $\sigma=0.25$
the higher the value of the standard deviation, the more the spread of the observations around the mean increases, implying more problems in separating the samples.


Figure 4.9: Gaussian distributions and threshold with $\sigma=0.5$ (left) and $\sigma=1$ (right)

This method can be generalized to $G>2$ classes, starting from training a PLS model on the indicator $Y$-matrix; then, for each class, the samples of that class are separated from those of all the others classes using the threshold as for the 2-class procedure previously mentioned. A threshold is set using the calculated values in the training phase in such a way to separate that class from the others; in this setting, if the predicted value of a new test instance for a given class is greater than the threshold, the observation is assigned to that class [4].
However, there is a non-negligible drawback: using this criterion it can happen that two or more estimated class values exceed the related thresholds; in this case, the sample is defined as not assigned.
The same applies in the case in which no one of the estimated class values exceeds the related thresholds: in this case, the sample would not be recognised
as member of any class, so it is labeled as not assigned too.
In the ideal situation, only one of the predicted class values exceeds the threshold and the observation is assigned to that class.
In Figure 4.10 the number of not assigned samples and the Cohen's Kappa in calculation using the olive oil dataset with three response classes can be observed.


Figure 4.10: Cohen's Kappa and number not assigned samples in calculation

As it can be seen, the value of the Cohen's Kappa rises quickly and it is an increasing function of the number of latent variables, while at the same time the number of not assigned samples decreases, reaching zero after three components. The result obtained in prediction using the test set (which presents an equal number of observations between classes) is reported in Figure 4.11.

The number of not assigned samples has a minimum (as it should) when four latent variables are used, which also corresponds to the optimal number of components, that represent a compromise between a too simple model and a model that incurs in overfitting. When more than five component are used, the number of not assigned samples increase because the model overfits and values of bad predictions return to exceed more than one threshold, or no one at all, as for a very small number of latent variables.

A more direct procedure, instead, involves the training of a PLS model on the indicator $Y$-block and then use it to predict an instance assigning it to the class with the highest estimated class value [4].


Figure 4.11: Cohen's Kappa and number not assigned samples in prediction

It is important to underline that using this approach, all the samples are assigned to one and only one class, without having not assigned samples ${ }^{4}$.
In Figure 4.12 is shown the result using this method applied to the dataset of olive cultivar, which shows in this case a good prediction ability starting from a model with three components; as can be expected, with a smaller number of components the model is not able to easily distinguish the classes and the results in prediction are worse than the ones in calculation.


Figure 4.12: Cohen's Kappa in calculation and prediction

[^10]The intuition to assign the observation to the class with the highest predicted value is empirical and we want to give this procedure a well-defined mathematical justification: this is possible through the introduction of compositional data (presented in Chapter 6).

## Chapter 5

## Towards classification

The use of PLS in the context of classification as self-consistent classifier has been presented so far in some papers, even if in general it has not been explored so much in the literature. Some techniques that try to move towards the use of PLS as an effective classifier are now described.
However, first of all it is important to explain why traditional methods, like logistic regression, are not suitable to a high-dimensional scenario.

### 5.1 Logistic regression in high dimensional setting

When the response variable is categorical, one of the most common approaches to classification is to use logistic regression; however, it is important to understand why conventional techniques, as logistic regression, are not adequate when $p>n$.
Logistic regression is a statistical technique used when the response variable is binary (e.g. success vs failure, alive vs dead, etc) that models the logarithm of the ratio between the probability of success (event $Y=1$ ) and the probability of failure (event $Y=0$ ) as a linear combination of the predictors. The logarithm of this proportions is called $\log$-odds and it corresponds to the logit function whose input is the probability of success. Let's define the probability of success $p=P(Y=1)$. Then, the model is:

$$
\begin{equation*}
\operatorname{logit}(p)=\ln \left(\frac{p}{1-p}\right)=\beta_{0}+x^{\top} \beta \tag{5.1}
\end{equation*}
$$

where $x$ is the vector containing the values of the covariates of an observation and $\beta$ is the vector of regression coefficients of the model.
In this way, the link function (i.e. the logit) maps values in $(0,1)$ to $(-\infty,+\infty)$, which is the same domain of the linear combination of the predictors.

Using the inverse function (logistic) the probability $p$ can be written as:

$$
\begin{equation*}
p=\frac{1}{1+e^{-\left(\beta_{0}+x^{\top} \beta\right)}} \tag{5.2}
\end{equation*}
$$

Thus, once $\beta$ is estimated in the training phase, the prediction of a new observation $x_{i}$ can be made using [5.2] to find the probability of success and then using a threshold to effectively assign it to one of the two classes. In other words, logistic regression squeezes the output of a linear equation between 0 and 1 .
Indeed, the name of the method derives from the fact that the probability of the response being 1 is equal to the value of the logistic function whose input is the linear combination of the $X$-variables.
The $\beta$ coefficients of the model may be found via maximum likelihood estimation. Specifically, they can be estimated through Iteratively Re-weighted Least Squares (IRLS) procedure. IRLS is a method to solve optimization problems (as the Least Squares problem) through an iterative procedure that updates a weight vector; in fact, at each iteration the parameters are re-estimated as

$$
\hat{\beta}^{t+1}=\underset{\beta}{\operatorname{argmin}} \sum_{i=1}^{n} w_{i}\left(\hat{\beta}^{t}\right)\left|y_{i}-f_{i}(\beta)\right|^{2}
$$

where the optimization problems has an objective function of the form

$$
\underset{\beta}{\operatorname{argmin}} \sum_{i=1}^{n}\left|y_{i}-f_{i}(\beta)\right|^{p}
$$

with $p$ indicating a $p$-norm.
This technique is widely applied in several fields, but as for the other traditional methods, a high-dimensional setting poses different problems when trying to build a model. Indeed, the problems caused by the high-dimensional scenario highlighted in Section 2.1 hold also for this method.
In fact, when the number of predictors is (possibly much) larger than the number of observations, the existence and unicity of the vector of coefficients is not guaranteed and also this technique needs a regularization method (as the ridge penalty) to handle the high-dimensionality of the data.
This is one of the reasons why we want to adapt PLS also for the classification purpose. In the following sections, some adaptations of PLS for classification are discussed.

### 5.2 PLS logistic regression

In this section some classification techniques that try to approach PLS in their formulation are illustrated.
A work by Michel Tenenhaus [36] was written in 2000 to adapt the PLS algorithm to the case of logistic regression.
It was the first attempt to extend PLS towards classification based on a serious thought about what PLS is. Tenenhaus observed that the components of the weights of PLS1 can be calculated considering single OLS regression between the $y$-response and the residuals of each single predictor. This new formulation of PLS1 driven the development of the logistic version of PLS discussed in the following.
In Tenenhaus [36], a new estimation method is presented to fit a model such that

$$
\begin{equation*}
\ln \left(\frac{p}{1-p}\right)=X b \tag{5.3}
\end{equation*}
$$

where $b$ is the vector of regression coefficients.
The algorithm starts with the computation of the latent variables ( $m$ components $t_{h}$ with $h=1,2, \ldots, m$ ), working on the individual explanatory variables. Given the matrix $X$ made of $P$ centred predictor variables, the first component is found by computing the regression coefficient $a_{1 j}$ of $x_{j}$ in the simple logistic regression of the response variable $y$ on $x_{j}$ for each variable $x_{j}$, with $j$ going from 1 to $P$.
A vector $a_{1}$ is made up using these coefficients, then it is subsequently normalized and $w_{1}$ is computed:

$$
w_{1}=\frac{a_{1}}{\left\|a_{1}\right\|}
$$

Now the scores of the first component are ready to be computed:

$$
t_{1}=\frac{X w_{1}}{w_{1}^{\top} w_{1}}
$$

In computing the second component of the model, the information captured by the first one must be taken into account; in fact, first of all the residual matrix $E_{1}=\left[e_{11}, e_{12}, \ldots, e_{1 P}\right]$ of the linear regression of $X$ on $t_{1}$ is computed. Then, the regression coefficients $a_{2 j}$ of each $e_{1 j}$ are calculated in the multiple logistic regression of $y$ on $t_{1}$ and $e_{1 j}, j=1, \ldots, p$.
As before, the vector is normalized and $w_{2}$ is calculated as $w_{2}=\frac{a_{2}}{\left\|a_{2}\right\|}$.

At this step, the second score vector of the model is:

$$
t_{2}=\frac{X_{1} w_{2}}{w_{2}^{\top} w_{2}}
$$

The other components are calculated in the same way, adding the information of the previous component at each step.
For the $h^{\text {th }}$ latent variable, the residual matrix $E_{h-1}$ is computed on the latent variables $t_{1}, \ldots, t_{h-1}$.
Then, $a_{h j}$ are the regression coefficients of $e_{h-1, j}$ in the multiple logistic regression of $y$ on $\left[t_{1}, \ldots, t_{h-1}, e_{h-1, j}\right], j=1, \ldots, P$.
Then, $w_{h}=\frac{a_{h}}{\left\|a_{h}\right\|}$ and $t_{h}=\frac{E_{h-1} w_{h}}{w_{h}{ }^{\top} w_{h}}$.
This procedure assures that the score vectors $t_{i}$ are a set of orthogonal vectors.
After $h$ iterations, the set of weight vectors $w_{i}, i=1, \ldots, h$ and score vectors $t_{i}$, $i=1, \ldots, h$ are obtained, which compose the matrices $W$ and $T$.
The orthonality of the score vectors is then exploited when making a prediction, according to Equation 5.3: in fact, the following relationship holds

$$
\begin{equation*}
\operatorname{logit}(p)=X W^{*} q^{\top}=X b \tag{5.4}
\end{equation*}
$$

where $Q$ is matrix of loadings of the $Y$-block and $b=W^{*} q^{\top}$.
Usually the number of components of the model is choosen via cross-validation in order to have a sufficient number of latent variables to explain the response but at the same time avoid overfitting.
The technique has not been adapted to the general case of $G$ classes: the $G$ class classification problem can be solved using pairs of logistic-PLS models according to the standard approach used for logistic regression.

### 5.3 Other methods

Other methods have been designed towards the classification using PLS [7]; one of these was formulated by Nguyen and Rocke [22] and, given a number of latent components $A$, applies a PLS model on $Y$ using the $X$-variables as predictors, finding the score matrix $T$. Then parameters are estimated by running on $Y$ and $T$ the IRLS in the classical logistic regression framework.

A second method called Iteratively Re-weighted PLS (IRPLS) was developed by Marx [20] and tries to extend the concept of PLS into the framework of generalized linear models.

IRPLS is essentially an IRLS algorithm in which the PLS regression is used instead of the weighted least squares regression; it is worth noting that using the maximum number of PLS components corresponds to the least squares case. Moreover, in [20] the number of components is chosen to be equal to $\operatorname{rank}(X)$ : this choice can be not appropriate in the "large $p$ small $n$ " scenario since in this case the algorithm never converges. Other authors [23] use a similar procedure with $A<\operatorname{rank}(X)$. The principal drawback of this method is that convergence is not guaranteed.

Another method was designed in a work by Fort and Lambert-Lacroix [12], in which a new procedure is proposed to combine PLS and Ridge penalized logistic regression to extend PLS to the logistic regression model.
They suggest to replace the binary $y$ response with a pseudoresponse variable (indicated as $z^{\infty}$ at convergence of the algorithm) that has an expected value with a linear relationship with the covariates. This new dependent variable has some properties; in fact, at convergence of the Ridge-IRLS (RIRLS), which is a version of IRLS that substitutes the weighted regression with a weighted RR, it can be written as $z^{\infty}=X \hat{\gamma}^{R}+e$, where $\hat{\gamma}^{R}$ is the vector of regression coefficients. The method is called R-PLS since a ridge approach is applied to PLS: in this case, two parameters must be found by cross-validation, i.e. $\lambda$ (the ridge parameter) and $A$ (the number of latent variables).

A different approach to classification using PLS for a multiclass problem is that of Wang et al. [37] , in which a classification of four stages of cancer development ("normal", "hyperplasia", "dysplasia" and "early cancer") is performed in two steps.
First of all, the PLS components are extracted using the original explanatory variables and the response block, coded in three indicator variables (assumed as unordered).
Then, the following is assumed:

$$
\begin{equation*}
\ln \left(\frac{p_{k}}{p_{1}}\right)=\beta_{0 k}+\beta_{k}^{\top} s_{k} \tag{5.5}
\end{equation*}
$$

where $p_{k}=P\left(\right.$ class $\left.k \mid s_{k}\right)$ and $s_{k}$ is the vector of values of the PLS components for an instance belonging to class $k$.
The regression coefficients are computed through maximum likelihood and a sample is classified according to the class with the highest predicted probability from the logistic regression.

Finally, a work regarding the use of PLS in the context of classification was
presented in 2007 by Tenenhaus A. et al [35] and focused on a new algorithm, called KL-PLS (Kernel Logistic PLS), which essentially is a tool for supervised nonlinear dimensionality reduction and binary classification.
Indeed, it can be seen as a supervised dimensionality reduction method followed by a classification based on logistic regression.
The main idea of KL-PLS is to look for a discriminant space spanned by the KL-PLS components $\left(t_{1}, \ldots, t_{m}\right)$, where a simple model, such as the logistic regression may become efficient for classification.
In order to find such space, a kernel matrix is used to map the data into a higherdimensional space (with respect to the original) where the probability of finding the hyperplane increases with the dimension of the space.
The scheme of KL-PLS is quite intuitive:

1. The kernel matrix is computed
2. The $m$ KL-PLS components are calculated
3. Logistic regression of the response matrix $Y$ on the $m$ retained latent variables is performed

Let $X$ be a $N \times P$ matrix, with $N$ observations and $P$ explanatory variables and $y$ the dependent variable. A kernel matrix $K$ associated to $X$ is a $N \times N$ matrix in which each cell $k_{i j}$ represent the inner product between individuals $i$ and $j$ in the feature space $\mathcal{F}$; it follows that each column $k_{j}, j=1, \ldots, N$ represent the similarity between the individual $j$ and the whole dataset.
To determine the first KL-PLS component, a sequence of $N$ simple logistic regressions must be carried out:

Step 1: Compute the coefficients $a_{1 j}$ of $k_{j}$ in the binary logistic regression of $y$ on each $k_{j}, j=1, \ldots, N$.
Step 2: Normalization step, $w_{1}=\frac{a_{1}}{\left\|a_{1}\right\|}$
Step 3: Calculate the first score vector $t_{1}=K w_{1}$
The $h^{\text {th }}$ component tries to capture as much as possible the discriminant information not explained by the previous components.
Thus, at each step the residual matrix must be computed, that is $k_{h-1,1}, \ldots, k_{h-1, N}$ are calculated from the multiple regression of each $k_{j}$ on $t_{1}, \ldots, t_{h-1}$, giving $K_{h-1}$ as result.
Again, the $h^{\text {th }}$ latent variable is determined through $N$ logistic regressions:
Step 1: Compute $a_{h j}$ of $k_{h-1, j}$ by performing a binary logistic regression of $y$ on $\left[t_{1}, \ldots, t_{h-1}, k_{h-1, j}\right]$, with $j=1, \ldots, N$

Step 2: Normalize the vector, i.e. $w_{h}=\frac{a_{h}}{\left\|a_{h}\right\|}$
Step 3: Calculate the $h^{\text {th }}$ score vector: $t_{h}=K_{h-1} w_{h}$
Often it is useful to express the values of the score vector of a latent variable in terms of the original variables, that is finding a vector $w_{h}{ }^{*}$ such that $t_{h}=$ $K w_{h}{ }^{*}$ : this allows to compute directly the KL-PLS components for a new data set, using the relationship $t_{\text {test }}=K_{\text {test }} W^{*}$.
It must be noticed that the first component is already expressed in terms of the original variables, because $w_{1}{ }^{*}=w_{1}\left(\right.$ and $\left.t_{1}=K w_{1}\right)$.
The second component and the following ones are expressed in terms of the residuals, so $w_{h}{ }^{*} \neq w_{h}$, for $h>2$.
In the case of the second component, let $p_{1 j}$ be the regression coefficient of $t_{1}$ in the regression of $k_{j}$ on $t_{1}$, then $K=t_{1} p_{1}^{\top}+K_{1}$ and $t_{2}=K_{1} w_{2}$.
Thus we get:

$$
\begin{align*}
t_{2} & =K_{1} w_{2}=\left(K-t_{1} p_{1}^{\top}\right) w_{2}=\left(K-K w_{1} p_{1}^{\top}\right) w_{2}= \\
& =K\left(I-w_{1} p_{1}^{\top}\right) w_{2}=K w_{2}^{*} \tag{5.6}
\end{align*}
$$

where $w_{2}{ }^{*}=\left(I-w_{1} p_{1}{ }^{\top}\right) w_{2}$.
Extending this reasoning to the general case of the $h^{\text {th }}$ component, $t_{h}$ can be expressed as:

$$
\begin{align*}
t_{h} & =K_{h-1} w_{h}=\left(\sum_{i=1}^{k-1} t_{i} p_{i}^{\top}\right) w_{h}=\left(\sum_{i=1}^{k-1} K w_{i}^{*} p_{i}^{\top}\right) w_{h}= \\
& =K\left(I-\sum_{i=1}^{k-1} w_{i}^{*} p_{i}^{\top}\right) w_{h}=K w_{h}^{*} \tag{5.7}
\end{align*}
$$

where $w_{h}{ }^{*}=\left(I-\sum_{i=1}^{k-1} w_{i}{ }^{*} p_{i}{ }^{\top}\right) w_{h}$.
Also in this case, the choice of the number of components $m$ is usually guided by cross-validation.

However, as it can be noticed those methods are designed in such a way that PLS is initially used as first step for the discriminatory phase (calculating the components and trying to separate the classes); subsequently, an analysis is made on the PLS scores.
For this reason, we want to design a new technique purely based on PLS, which acts as a classification tool (which is not the case of PLS-DA).

## Chapter 6

## PLS for Classification

The methods described so far (especially PLS-DA in Chapter 4) are nowadays widely used and although they work and often give consistent results, their approach is empirical or PLS is used only as an initial discriminatory step and needs other classifier to effectively assign an observation to a specific class. Thus, in this Chapter we want to present the use of PLS with a different approach: to understand how this is possible, let's start to see PLS from a new point of view, through whose extension we can get to the new methods, which are then illustrated after the introductory part.

### 6.1 PLS and Gradient Descent

In addition to how it has already been described in Chapter 2, PLS can be seen as an algorithm that solves the least squares problem through an iterative approach where at each step the residuals of the $X$-block and $Y$-block are regressed using the first approximated solution obtained by steepest descent method. From this point of view, the concept of latent variables by projection are introduced only later since it is not strictly necessary to define the method (actually they are only two different versions to solve the same problem).
The objective function of PLS ${ }^{1}$ arises from the application of the steepest descent method maximizing the directional derivative and it is fully justified in the framework, as it is explained in the following sections.
Introducing PLS as a means of solving the least squares is very important because starting from this point of view it is possible to modify the algorithm for more general purposes, in the direction in which we want to move, therefore trying to adapt it to classification. Given this general introduction, let's proceed with the first case, i.e. PLS1.

[^11]
### 6.1.1 A new formulation for PLS1

PLS1 is the special case of PLS in which the response variable has only one dimension, so $y$ is a $N \times 1$ vector, where $N$ is the number of observations.
Given a matrix of predictors $X(N \times P)$ and a vector $y(N \times 1)$, that we consider mean-centred and scaled, let's consider the linear regression problem:

$$
\begin{equation*}
y=X b+e \tag{6.1}
\end{equation*}
$$

where $b(P \times 1)$ is the vector of regression coefficients and $e(N \times 1)$ is the vector of errors (no assumptions regarding the errors are done).
The core of the iterative procedure here described is the application of the gradient descent to reduce the distance between $y$ or its residuals and its approximation obtained considering a subspace of $X$.
Let's define $f_{i}$ the vector of residuals of $y$ at step $i^{2}$ and $E_{i}$ a subspace of the column space of $X$ at iteration $i$; the aim is to find the weight vectors such that:

$$
\begin{equation*}
\tilde{w}_{i+1}=\underset{w}{\operatorname{argmin}}\left\|f_{i}-E_{i} w\right\|_{F}^{2} \tag{6.2}
\end{equation*}
$$

being the solution $\tilde{w}_{i+1}=\tilde{w}_{i+1}^{(0)}+\Delta \tilde{w}_{i+1}+\ldots$, where $\Delta \tilde{w}_{i+1}=\alpha_{i+1} w_{i+1}$ and $\left\|w_{i+1}\right\|_{F}=1$. The Frobenius norm is used since in this Chapter we have to deal also with norm of matrices.
Starting from the initial guess $\tilde{w}_{i+1}^{(0)}=0_{p}$, the solution at the first iteration of the steepest descent algorithm is:

$$
\begin{equation*}
\tilde{w}_{i+1} \approx \Delta \tilde{w}_{i+1}=\alpha_{i+1} w_{i+1} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{i+1} \propto-\left.\frac{\partial\left\|f_{i}-E_{i} \tilde{w}_{i+1}\right\|_{F}^{2}}{\partial \tilde{w}_{i+1}}\right|_{\tilde{w}_{i+1}^{(0)}=0_{p}}=E_{i}^{\top} f_{i} \text { i.e. } w_{i+1}=\frac{E_{i}^{\top} f_{i}}{\left\|E_{i}^{\top} f_{i}\right\|} \tag{6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{i+1}=\underset{\alpha}{\operatorname{argmin}}\left\|f_{i}-\alpha E_{i} w_{i+1}\right\|_{F}^{2} \text {, i.e. } \alpha_{i+1}=\frac{f_{i}^{\top} E_{i} E_{i}^{\top} f_{i}}{f_{i}^{\top} E_{i} E_{i}^{\top} E_{i} E_{i}^{\top} f_{i}}\left\|E_{i}^{\top} f_{i}\right\| \tag{6.5}
\end{equation*}
$$

[^12]It is worth noting that the same solution is obtained by considering the direction $w_{i+1}$ that maximizes the following directional derivative:
$\underset{w_{i+1}}{\operatorname{argmax}} \nabla_{w_{i+1}}\left\|f_{i}-E_{i} \tilde{w}_{i+1}\right\|_{F}^{2}=\left.\underset{w_{i+1}}{\operatorname{argmax}} \nabla\left\|f_{i}-E_{i} \tilde{w}_{i+1}\right\|_{F}^{2}\right|_{\tilde{w}_{i+1}=0_{p}} w_{i+1} \propto \underset{w_{i+1}}{\operatorname{argmax}} f_{i}^{\top} E_{i} \tilde{w}_{i+1}$
that is $w_{i+1} \propto E_{i}^{\top} f_{i}$ and $\alpha_{i+1}=\underset{\alpha}{\operatorname{argmin}}\left\|f_{i}-\alpha E_{i} w_{i+1}\right\|_{F}^{2}$.
The algorithm is the following:

```
Algorithm 5: PLS1 - "Gradient descent" PLS1 algorithm
\(f_{0}=y\);
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        \(w_{i}=\frac{E_{i-1}^{\top} f_{i-1}}{\left(f_{i-1}^{\top} E_{i-1} E_{i-1}^{\top} f_{i-1}\right)^{\frac{1}{2}}} ;\)
        \(\alpha_{i}=\frac{w_{i}^{\top} E_{i-1}^{\top} f_{i-1}}{w_{i}^{\top} E_{i-1}^{\top} E_{i-1} w_{i}} ;\)
        \(E_{i}=\hat{Q}_{E_{i-1} w_{i}} E_{i-1} ;\)
        \(f_{i}=f_{i-1}-\alpha_{i} E_{i-1} w_{i} ;\)
    end
```

where $\hat{Q}_{E_{i-1} w_{i}}=I_{N}-\left(w_{i}^{\top} E_{i-1}^{\top} E_{i-1} w_{i}\right)^{-1} E_{i-1} w_{i} w_{i}^{\top} E_{i-1}^{\top}$ is the orthogonal projection matrix that projects a vector $v(P \times 1)$ onto the space orthogonal to $E_{i-1} w_{i}$. After $A$ iterations, the response variable $y$ is decomposed as:

$$
\begin{equation*}
y=X \beta_{A}+f_{A} \tag{6.6}
\end{equation*}
$$

where $f_{A}$ is the vector of residuals after $A$ iterations and the vector $\beta_{A}$ is:

$$
\begin{equation*}
\beta_{A}=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} y \tag{6.7}
\end{equation*}
$$

being $W$ the matrix of weights, i.e. $W=\left[w_{1}, \ldots, w_{A}\right]$.
The regression model in 6.1 is obtained if we consider $b=\beta_{A}$ and $f_{A}=e$.
In Appendix B.1 it is proved that the algorithm solves the least squares problem.
Moreover, one can prove that the algorithm is the PLS1 algorithm. Introducing the vector

$$
\begin{equation*}
t_{i}=E_{i-1} w_{i} \tag{6.8}
\end{equation*}
$$

the residuals of the $y$-block can be written as:

$$
\begin{equation*}
f_{i}=f_{i-1}-\alpha_{i} E_{i-1} w_{i}=\hat{Q}_{t_{i}} f_{i-1} \tag{6.9}
\end{equation*}
$$

and the algorithm becomes:

```
Algorithm 6: "Eigenvalue" PLS1 algorithm
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        \(w_{i}=\frac{E_{i-1}^{\top} f_{i-1}}{\left(f_{i-1}^{\top} E_{i-1} E_{i-1}^{\top} f_{i-1}\right)^{\frac{1}{2}}} ;\)
        \(t_{i}=E_{i-1} w_{i}\)
        \(E_{i}=\hat{Q}_{t_{i}} E_{i-1} ;\)
        \(f_{i}=\hat{Q}_{t_{i}} f_{i-1} ;\)
end
```

The "gradient descent" PLS1 algorithm will be used to solve the classification problem with 2-classes. It is interesting to note that steps 4 and 5 characterize the algorithm in the least squares sense.
On the other hand, steps 4 and 7 in the "eigenvalue" PLS1 algorithm are the ones that characterize the algorithm as a least squares solver, since Step 4 is used to find the direction that minimizes the least squares loss function $\left(\left\|f_{i}-E_{i} \tilde{w}_{i+1}\right\|_{F}^{2}\right)$ and Step 7 is a least squares regression considering the latent variable $t_{i}$.

### 6.1.2 A new formulation for PLS

Let's now come to the most general form of PLS algorithm (recall that PLS is used to stand PLS2), which is able to handle more than one response variable at the same time. Given a multiple $Y$-response $(N \times K)$ and the matrix $X(N \times P)$ of the predictors, that are mean-centred and scaled, the residual matrix $F_{i}$ and the matrix $E_{i}$ belonging to the column subspace of $X$, the objective function to be minimized in this case at iteration $i$ is:

$$
\begin{equation*}
\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}=\operatorname{tr}\left(F_{i}^{\top} F_{i}\right)-2 \operatorname{tr}\left(F_{i}^{\top} E_{i} \tilde{W}_{i+1}\right)+\operatorname{tr}\left(\tilde{W}_{i+1}^{\top} E_{i}^{\top} E_{i} \tilde{W}_{i+1}\right) \tag{6.10}
\end{equation*}
$$

The idea consists in considering the directional derivative

$$
\begin{equation*}
\nabla_{W_{i+1}}\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2} \tag{6.11}
\end{equation*}
$$

and looking for $W_{i+1}$ that maximizes 6.11 , i.e.:

$$
\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \nabla_{W_{i+1}}\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}=\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \operatorname{tr}\left(\left.\nabla\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}\right|_{\tilde{W}_{i+1}=0} W_{i+1}\right)
$$

Since $\nabla f(X)=\left(\frac{\partial f}{\partial X_{i j}}\right)$, we get:

$$
\begin{equation*}
\left.\nabla\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}\right|_{\tilde{W}_{i+1}=0}=F_{i}^{\top} E_{i} \tag{6.12}
\end{equation*}
$$

and also

$$
\begin{equation*}
\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \nabla_{W_{i+1}}\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}=\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \operatorname{tr}\left(F_{i}^{\top} E_{i} W_{i+1}\right) \tag{6.13}
\end{equation*}
$$

If the SVD of $F_{i}^{\top} E_{i}$ is introduced as

$$
\begin{equation*}
F_{i}^{\top} E_{i}=C_{i} S_{i} V_{i}^{\top} \tag{6.14}
\end{equation*}
$$

with $C_{i}=\left[c_{1}^{i}, \ldots, c_{a}^{i}\right], V_{i}=\left[w_{1}^{i}, \ldots, w_{a}^{i}\right], S_{i}=\operatorname{diag}\left(s_{j}^{i}\right)$, we get:

$$
\begin{equation*}
\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \nabla_{W_{i+1}}\left\|F_{i}-E_{i} \tilde{W}_{i+1}\right\|_{F}^{2}=\underset{\left\|W_{i+1}\right\|_{F}^{2}=1}{\operatorname{argmax}} \operatorname{tr}\left(C_{i} S_{i} V_{i}^{\top} W_{i+1}\right) \tag{6.15}
\end{equation*}
$$

The maximum of this quantity is obtained when $W_{i+1}=w_{1}^{i} c_{1}^{i^{\top}}$; in fact, in this case

$$
\begin{equation*}
\operatorname{tr}\left(F_{i}^{\top} E_{i} W_{i+1}\right)=\operatorname{tr}\left(F_{i}^{\top} E_{i} w_{1}^{i} c_{1}^{i \top}\right)=c_{1}^{i \top} F_{i}^{\top} E_{i} w_{1}^{i}=s_{1}^{i} \tag{6.16}
\end{equation*}
$$

We recall that $w_{1}^{i}$ satisfies the following equation

$$
\begin{equation*}
E_{i}^{\top} F_{i} F_{i}^{\top} E_{i} w_{1}^{i}=s_{1}^{(i) 2} w_{1}^{i} \tag{6.17}
\end{equation*}
$$

and also

$$
\begin{equation*}
c_{1}^{i}=\frac{1}{s_{1}^{i}} F_{i}^{\top} E_{i} w_{1}^{i} \tag{6.18}
\end{equation*}
$$

Therefore, in this setting the first approximation of $\tilde{W}_{i+1}$ if $\tilde{W}_{i+1}^{(0)}=0$ is considered is

$$
\begin{equation*}
\tilde{W}_{i+1}=\alpha_{i+1} w_{1}^{i} c_{1}^{i \top} \tag{6.19}
\end{equation*}
$$

The term $\alpha_{i+1}$ is a scalar equal to $\operatorname{argmin}\left\|F_{i}-\alpha_{i+1} E_{i} w_{1}^{i} c_{1}^{i \top}\right\|_{F}^{2}$ and it is defined as:

$$
\begin{equation*}
\alpha_{i+1}=\frac{\operatorname{tr}\left(F_{i}^{\top} E_{i} w_{1}^{i} c_{1}^{i \top}\right)}{\operatorname{tr}\left(c_{1}^{i} w_{1}^{i \top} E_{i}^{\top} E_{i} w_{1}^{i} c_{1}^{i \top}\right)}=\frac{s_{1}^{i}}{w_{1}^{i \top} E_{i}^{\top} E_{i} w_{1}^{i}} \tag{6.20}
\end{equation*}
$$

Thus, the proposed algorithm in this case is:

```
Algorithm 7: "Gradient descent" PLS algorithm
\(F_{0}=Y\);
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        solve \(E_{i-1}^{\top} F_{i-1} F_{i-1}^{\top} E_{i-1} w_{i}=s_{i}^{2} w_{i} ;\)
        \(c_{i}=\frac{1}{s_{i}} F_{i-1}^{\top} E_{i-1} w_{i} ;\)
        \(\alpha_{i}=\frac{s_{i}}{w_{i}^{\top} E_{i-1}^{\top} E_{i-1} w_{i}} ;\)
        \(E_{i}=\hat{Q}_{E_{i-1} w_{i}} E_{i-1} ;\)
        \(F_{i}=F_{i-1}-\alpha_{i} E_{i-1} w_{i} c_{i}^{\top} ;\)
    end
```

Thus after $A$ iterations of the procedure, the response is decomposed as:

$$
\begin{equation*}
Y=X \beta_{A}+F_{A} \tag{6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{A}=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} Y \tag{6.22}
\end{equation*}
$$

with $W=\left[w_{1}, \ldots, w_{A}\right]$.
When $A=\operatorname{rank}(X)$, given the SVD of $X: X=U S V^{\top}$,

$$
\begin{equation*}
\beta_{A}=V S^{-1} U^{\top} Y \tag{6.23}
\end{equation*}
$$

and the least squares problem is solved.
Moreover, introducing the score vectors $t_{i}, i=1, \ldots, A$ defined as in 6.8 , the residuals of the $X$ and $Y$ blocks can be written as:

$$
\begin{align*}
& E_{i}=\hat{Q}_{t_{i}} E_{i-1} \\
& F_{i}=F_{i-1}-\alpha_{i} E_{i-1} w_{i} c_{i}^{\top}=F_{i-1}-\frac{s_{i}}{t_{i}^{\top} t_{i}} t_{i} \frac{1}{s_{i}} t_{i}^{\top} F_{i-1}=\hat{Q}_{t_{i}} F_{i-1} \tag{6.24}
\end{align*}
$$

and noting that the vectors $w_{i}$ are equal to the PLS-weight vectors, we can conclude that the algorithm is equivalent to the PLS algorithm introduced in section 2.3.

So, the matrix of regression coefficients of PLS is the one presented in 6.22 and the blocks are decomposed as follows:

$$
\begin{equation*}
X=T P^{\top}+E_{A} \tag{6.25}
\end{equation*}
$$

$$
\begin{equation*}
Y=T\left(T^{\top} T\right)^{-1} T^{\top} Y+F_{A}=X B+F_{A} \tag{6.26}
\end{equation*}
$$

where $T=\left[t_{1}, \ldots, t_{A}\right], P=X^{\top} T\left(T^{\top} T\right)^{-1}$ and $B=\beta_{A}$, according to PLS. It is worth noting that the proposed derivation of PLS does not require the introduction of the concept of latent variable and that the objective function of PLS has been derived minimizing the least squares loss function without assumptions about the covariance of $X$ and $Y$. Moreover, steps 4 and 5 of the algorithm are the solution of the problem

$$
\begin{equation*}
w_{i}, c_{i}=\underset{w, c}{\operatorname{argmax}}\left(w^{\top} E_{i}^{\top} F_{i} c\right) \tag{6.27}
\end{equation*}
$$

that is the maximization problem 2.6 used in the standard formulation of PLS. This formulation will be used to solve the $G$-class classification problem with $G>2$ thanks to the capability of PLS to handle more than one response at the same time.

## 6.2 "Gradient descent" PLS and regularization

The iterative procedure used to define "gradient descent" PLS (and that of PLS1 in the case of single $y$-response) generates a series of estimations of the solution of the least squares problem and converges to the least squares solution when the maximum number of iterations is performed. However, the least squares solution may be a suboptimal solution in the case of real data. Indeed, the variance of the coefficients may result too large and model generalization may be hindered due to over-fitting. As a consequence, regularization is introduced to balance bias and variance in order to obtain good performance in predictions and improve generalization. In the case of PLS, regularization is not performed constraining the norm of the regression coefficients as for Ridge or Lasso regression but applying the so-called early stopping that is a general methods usually applied to control the complexity of the solution obtained by iterative methods [27]. In early stopping, the algorithm used to solve the problem is stopped at a certain iteration on the basis of some stopping rules. In PLS, strategies of crossvalidation are usually applied to determine the iteration that generates the minimum of the estimated error in prediction since an analytical expression of the error in prediction is not known, and the algorithm is stopped. As a results, the regression coefficients are regularized because they belong to a subspace of the column space of $X$ with a dimension much smaller than $\operatorname{rank}(X)$.

### 6.3 Transformation of the $Y$-response and PLS

The formulation of PLS based on gradient descent is suitable to solve the problem of regression when functions are used to transform the $Y$-response. We consider the function

$$
\begin{equation*}
g: \mathcal{R}^{K} \rightarrow \mathcal{R}^{L} \tag{6.28}
\end{equation*}
$$

that transforms the response $y$ into $g(y)=\left[g_{1}(y), \ldots, g_{L}(y)\right]^{\top}=z \in \mathcal{R}^{L}$. Moreover, we assume that the inverse $g^{-1}: \mathcal{R}^{L} \rightarrow \mathcal{R}^{K}$ of $g$ exists, i.e. $g^{-1} g(y)=y$ and $g g^{-1}(z)=z$.
The following regression model is considered

$$
\begin{equation*}
g(Y)=X B+E \tag{6.29}
\end{equation*}
$$

where $B(P \times L)$ is the matrix of regression coefficients and $E(N \times L)$ is the matrix of residuals. We assume that $X$ is mean-centred and scaled. The model parameters can be estimated by the following algorithm

```
Algorithm 8: "Gradient descent" PLS - X-space
\(F_{0}=g(Y) ;\)
\(E_{0}=X\);
for \(i=1, \ldots, A\) do
    solve \(\left.\underset{\left\|W_{i}\right\|_{F}^{2}=1}{\operatorname{argmax}} \nabla_{W_{i}}\left\|F_{i-1}-E_{i-1} \tilde{W}_{i}\right\|_{F}^{2}\right|_{\tilde{W}_{i}=0} ;\)
    calculate \(\alpha_{i}=\operatorname{argmin}\left\|F_{i-1}-\alpha E_{i-1} W_{i}\right\|_{F}^{2} ;\)
    \(F_{i}=F_{i-1}-\alpha_{i} E_{i-1} W_{i} ;\)
    Deflation step \(E_{i} \leftarrow E_{i-1}\);
end
```

that corresponds to the "gradient descent" PLS algorithm where $g(Y)$ is used instead of $Y$.
Specifically, the solution of step 4 is

$$
\begin{align*}
& W_{i}=w_{i} c_{i}^{\top} \text { such that } E_{i-1}^{\top} F_{i-1} F_{i-1}^{\top} E_{i-1} w_{i}=s_{i}^{2} w_{i} \\
& c_{i}=\frac{1}{s_{i}} F_{i-1}^{\top} E_{i-1} w_{i} \tag{6.30}
\end{align*}
$$

while

$$
\begin{equation*}
\alpha_{i}=\frac{s_{i}}{w_{i}^{\top} E_{i-1}^{\top} E_{i-1} w_{i}} \tag{6.31}
\end{equation*}
$$

and the deflation step 7 is

$$
\begin{equation*}
E_{i}=\hat{Q}_{E_{i-1} w_{i}} E_{i-1} \tag{6.32}
\end{equation*}
$$

After $A$ iterations, the matrix of the regression coefficients is

$$
\begin{equation*}
B=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} Y \tag{6.33}
\end{equation*}
$$

and

$$
E=F_{A}
$$

It is interesting to note that step 4 and 5 are solved in the Euclidean space where the matrix of the predictors is defined. We called this approach "regression in the $X$-space".
When the inverse transformation $g^{-1}$ is taken into account, the regression model

$$
g(Y)=X B+E
$$

can be solved considering the following iterative algorithm

```
Algorithm 9: "Gradient descent" PLS - \(Y\)-space
\(F_{0}=Y\);
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        solve \(\operatorname{argmax} \nabla_{W_{i}}\left\|F_{i-1}-g^{-1}\left(E_{i-1} \tilde{W}_{i}\right)\right\|^{2} ;\)
            \(\left\|W_{i}\right\|_{F}^{2}=1\)
        calculate \(\alpha_{i}=\underset{\alpha}{\operatorname{argmin}}\left\|F_{i-1}-g^{-1}\left(\alpha E_{i-1} W_{i}\right)\right\|^{2}\);
        \(F_{i}=g^{-1}\left(g\left(F_{i-1}\right)-\alpha_{i} E_{i-1} W_{i}\right) ;\)
        Deflation step \(E_{i} \leftarrow E_{i-1}\);
    end
```

that corresponds to the "gradient descent" PLS algorithm where $g^{-1}$ is used to transform the matrices in the $X$-space into its representation in the $Y$-space. We called this approach "regression in the $Y$-space". It is worth noting that the differences in steps 4 and 5 are calculated in the $Y$-space that could not be a Euclidean space (e.g. it could be a simplex).
After $A$ iterations, the following $Y$-block decomposition is obtained

$$
\begin{equation*}
F_{A}=g^{-1}\left(g(Y)-\sum_{i=1}^{A} \alpha_{i} E_{i-1} W_{i}\right)=g^{-1}(g(Y)-X B) \text { i.e. } g(Y)=X B+g\left(F_{A}\right) \tag{6.34}
\end{equation*}
$$

having $E_{i}$ the general form $E_{i}=X Z_{i}$ where $Z_{i}$ depends on the deflation step 7 . In this case we have

$$
\begin{equation*}
E=g\left(F_{A}\right) \tag{6.35}
\end{equation*}
$$

If $g^{-1}$ is a linear function, we have

$$
\begin{equation*}
Y=g^{-1}(X B)+F_{A} \tag{6.36}
\end{equation*}
$$

A special case of functions used to transform $Y$ is the link function used in the logistic regression that is discussed in the next section.

### 6.4 PLS for classification

We now present the central part of this thesis, focused on explaining how the classification problem can be solved by PLS through various methods, each exploiting different properties. Both the 2-class problem and the framework of its generization to $G>2$ classes are considered.

### 6.4.1 2-class classification problem

In the following, we shall consider two classes A and B, and the related conditional probabilities

$$
\begin{equation*}
0<P\left(\text { class }=j \mid x_{i}\right)<1 \text { with } j=\mathrm{A}, \mathrm{~B} \tag{6.37}
\end{equation*}
$$

being $x_{i} \in \mathcal{R}^{P}$ the vector of predictors of observation $i$. Given a training set of $N_{A}$ observations of class A and $N_{B}$ observations of class B, we shall assume that all the observations of the same class show the same conditional probability and specifically that

$$
P\left(\text { class }=A \mid x_{i}\right)=1-\epsilon \text { if the observation } i \text { belongs to class } \mathrm{A}
$$

and

$$
P\left(\text { class }=A \mid x_{i}\right)=\epsilon \text { if the observation } i \text { belongs to class } \mathrm{B}
$$

for $0<\epsilon<\frac{1}{2}$. Moreover, we shall consider the regression model

$$
\begin{equation*}
g\left(y_{i}\right)=x_{i}^{\top} b+e_{i} \tag{6.38}
\end{equation*}
$$

where $y_{i}=P\left(\right.$ class $\left.=A \mid x_{i}\right)$, the vector of regression coefficients is $b$ and $e_{i}$ is the vector of errors.

### 6.4.2 2-class classification problem solved by logistic-like method in the $X$-space

In this section, the transformation of the $Y$-response called logit function

$$
\begin{equation*}
g\left(y_{i}\right)=\ln \left(\frac{y_{i}}{1-y_{i}}\right), \text { with } y_{i} \in(0,1) \tag{6.39}
\end{equation*}
$$

whose inverse is the logistic function

$$
\begin{equation*}
g^{-1}\left(x_{i}\right)=\frac{1}{1+e^{-x_{i}}}, \text { with } x_{i} \in(-\infty,+\infty) \tag{6.40}
\end{equation*}
$$

is considered.
For the observations of the training set, the values of the logit function are
$g\left(y_{i}\right)=\ln \left[\frac{P\left(\text { class }=A \mid x_{i}\right)}{1-P\left(\text { class }=A \mid x_{i}\right)}\right]=\ln \left(\frac{1-\epsilon}{\epsilon}\right)>0$ for observations of class A and
$g\left(y_{i}\right)=\ln \left[\frac{P\left(\text { class }=A \mid x_{i}\right)}{1-P\left(\text { class }=A \mid x_{i}\right)}\right]=-\ln \left(\frac{1-\epsilon}{\epsilon}\right)<0$ for observations of class B
Here, we estimate the vector of the regression coefficients using the PLS "regression in the $X$-space" approach. The "regression in the $Y$-space" approach will be considered only after the introduction of the compositional data. Compositional data theory is required to properly take into account the different geometry of the $X$ and $Y$ spaces. It is worth noting that we can directly apply the "regression in the $X$-space" approach to the transformed response ignoring the geometry of the $y$-transformed space because the logit function is an isomorphism. Indeed, it corresponds to the additive-logratio transformation for a binary mixture, as it will be discussed in section 6.4.4.

The vector $g(y)$ of the responses is

$$
g(y)=\ln \left(\frac{1-\epsilon}{\epsilon}\right)\left[\begin{array}{c}
1_{N_{A}}  \tag{6.41}\\
-1_{N_{B}}
\end{array}\right]
$$

where $1_{N_{i}}$ is the vector with $N_{i}$ elements equal to 1.
After mean centering (being the mean vector $\bar{g}=\ln \left(\frac{1-\epsilon}{\epsilon}\right)\left(\frac{N_{A}-N_{B}}{N_{A}+N_{B}}\right)$ ), the vector of the responses is

$$
\tilde{g}(y)=2 \ln \left(\frac{1-\epsilon}{\epsilon}\right) \frac{1}{N_{A}+N_{B}}\left[\begin{array}{c}
N_{B} 1_{N_{A}}  \tag{6.42}\\
-N_{A} 1_{N_{B}}
\end{array}\right]
$$

and the solution of step 4 at iteration $i$ is the weight vector

$$
w_{i} \propto E_{i-1}^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right] \text {, i.e. } w_{i j} \propto\left(e_{j A}^{-(i-1)}-e_{j B}^{-(i-1)}\right)
$$

where $e_{j k}^{-(i-1)}$ is the mean of the residuals of the predictor $j$ at the iteration $i-1$ calculated using the observations of class $k$. It is interesting to note that the weight vectors are independent of $\epsilon$ and that they are the same obtained by PLS-DA for a 2-class problem. Moreover, they are a set of orthonormal vectors ${ }^{3}$. After $A$ iterations the following decompositions are obtained

$$
\begin{equation*}
X=T P^{\top}+E_{A} \tag{6.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{g}(y)=\sum_{i=1}^{A} \alpha_{i} t_{i}+F_{A}=X W^{*} \alpha+F_{A} \tag{6.44}
\end{equation*}
$$

The vector of the regression coefficients is

$$
b=W^{*} \alpha=2 \ln \left(\frac{1-\epsilon}{\epsilon}\right) \frac{1}{N_{A}+N_{B}} W^{*}\left(T^{\top} T\right)^{-1} T^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}}  \tag{6.45}\\
-N_{A} 1_{N_{B}}
\end{array}\right]
$$

and the vector of the residuals is $F_{A}$. The matrices $T, P, W^{*}$ are defined according to the standard PLS.

The class of a new observation $x$ is predicted estimating the logit function by

$$
\begin{aligned}
& \ln \left(\frac{P\left(\text { class }=A \mid x_{\text {new }}\right)}{P\left(\text { class }=B \mid x_{\text {new }}\right)}\right)=\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b+\bar{g} \\
& \propto\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} W^{*}\left(T^{\top} T\right)^{-1} T^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right]+\frac{1}{2}\left(N_{A}-N_{B}\right)
\end{aligned}
$$

where $\bar{x}$ is the vector of the mean values of the columns of $X$ and $L_{\text {scaling }}=$ $\operatorname{diag}\left(\frac{1}{f_{i}}\right)$ is the scaling matrix ( $f_{i}$ is a parameter that depends on the type of scaling that is applied). If the class membership is attributed on the basis of the maximum conditional probability, the predicted class is independent of $\epsilon$ because it depends only on the sign of the logit function.

[^13]Again, the score latent space can be post-transformed according to the posttransformation procedure proposed for PLS [33][29] obtaining a single predictive latent variable and the following model of $g(y)$

$$
g(y)=t_{p} q_{p}+\bar{g}+f_{A}
$$

where $q_{p}=\frac{t_{p}^{\top} \tilde{q}(y)}{t_{p}^{\top} t_{p}}$, is obtained. It allows the calculation of the conditional probability

$$
\begin{equation*}
P\left(\text { class }=A \mid x_{i}\right)=\frac{1}{1+e^{-\left(t_{p i} i_{p}+\bar{\delta}\right)}} \tag{6.46}
\end{equation*}
$$

### 6.4.3 Some notes about compositional data

Compositional data theory is one of the keys of this work. It allows us to consider the real nature of the probabilities to belong to a given set of classes, that is the constraint to sum to 1 . From an algebraic point of view, the $Y$-space of the probability and the $X$-space of the predictors are treated with the right geometry and their relationships studied using suitable isomorphisms.

## Background

Compositional data are vectors whose components are the proportion of some whole, carrying relative information; their fundamental property is that the sum is constrained to be equal to some constant (e.g. 1 for proportions, 100 for percentages or other constant $c$ for other cases).
Such type of data must be properly processed, since they are not simple vectors of real numbers: in fact, strange behaviours can occur when statistical methods for unconstrained data are applied to compositional data.
This is due to the fact that the space of compositional data is different from the real Euclidean space associated to uncostrained data.

Compositional data are present in many areas, such as petrology or geology (e.g. for geochemical or mineral compositions of rocks), economics (portfolio compositions), geography (land use compositions), agriculture, biology, medicine, etc. [2]

As previously said, standard statistical methods lose their applicability and interpretation when dealing with compositional data, so a new approach was designed by J. Aitchison in the 80 's, defining a theory based on log-ratios: a mathematical foundation of the analysis of compositional data is based on the
definition of a specific geometry on the simplex, through which it is possible to perform rigorous analysis using such data.

The sample space of compositional data is the simplex:

$$
\begin{equation*}
\mathcal{S}^{G}=\left\{x=\left[x_{1}, x_{2}, \ldots, x_{G}\right] \mid x_{i}>0, i=1, \ldots, G, \sum_{i=1}^{G} x_{i}=\kappa\right\} \tag{6.47}
\end{equation*}
$$

which means that $x$ is a G-part composition whose components are stricly positive real numbers that sum to $\kappa$.

Moreover, for any vector of $G$ real strictly positive component of the form

$$
\begin{equation*}
z=\left[z_{1}, z_{2}, \ldots, z_{G}\right] \in \mathcal{R}_{+}^{G} \tag{6.48}
\end{equation*}
$$

the closure of $z$ is:

$$
\begin{equation*}
\mathcal{C}(z)=\left[\frac{\kappa \cdot z_{1}}{\sum_{i=1}^{G} z_{i}}, \frac{\kappa \cdot z_{2}}{\sum_{i=1}^{G} z_{i}}, \ldots, \frac{\kappa \cdot z_{G}}{\sum_{i=1}^{G} z_{i}}\right] \tag{6.49}
\end{equation*}
$$

resulting in the same vector rescaled so that the sum of the components is equal to $\kappa$, with $\kappa$ depending on the measurements.

Euclidean geometry is not a proper tool when dealing with compositional data; as an example, let's consider two couples of compositions:

$$
[10,80,10],[20,70,10]
$$

and

$$
[60,30,10],[70,20,10]
$$

The Euclidean distance between each couple is undoubtedly the same, but in the first couple the first component is doubled, while in the second case it increases by only $16 \%$, so since we are dealing with proportions, the percentage increase seems to be much more suitable for the analysis of compositions than the absolute difference and thus the difference between those two couples does not appear to be the same.
This is only one possible example that motivates the need of defining a new geometry to analyze this type of data.
First of all, two operations which give the simplex a vector space structure must be defined.

## Vector space structure

The perturbation operation (analogous to addition in the Euclidean space) of a composition $x \in \mathcal{S}^{G}$ by a composition $y \in \mathcal{S}^{G}$ is defined as:

$$
\begin{equation*}
x \oplus y=\mathcal{C}\left[x_{1} y_{1}, x_{2} y_{2}, \ldots, x_{G} y_{G}\right] \tag{6.50}
\end{equation*}
$$

Power transformation (equivalent to multiplication by a scalar in real space) of a composition $x \in \mathcal{S}^{G}$ by a constant $\alpha \in \mathcal{R}$ is defined as:

$$
\begin{equation*}
\alpha \odot x=\mathcal{C}\left[x_{1}^{\alpha}, x_{2}^{\alpha}, \ldots, x_{G}^{\alpha}\right] \tag{6.51}
\end{equation*}
$$

The simplex $\left(\mathcal{S}^{G}, \oplus, \odot\right)$ with the perturbation operation and power transformation is a vector space.
The properties are reported in Appendix B.3. Definitions of inner product, norm and distance in this space to get a linear vector space structure are given in Appendix B. 4 .

## Mapping the simplex and the Euclidean space

Transformations are essential to achieve the goal of performing classification, because they allow us to make calculations by relating spaces with different structures. There are three main transformations, each with properties that characterize and differentiate it from the others: these properties will then be exploited in the algorithms based on the purpose and type of data.

- Additive-logratio transformation (alr): once a component (ref) is chosen as reference, the transformation is defined as:

$$
\begin{equation*}
\text { alr }: \mathcal{S}^{G} \rightarrow \mathcal{R}^{G-1} \text { s.t. } y \rightarrow\left(\ln \frac{y_{1}}{y_{r e f}}, \ldots, \ln \frac{y_{k}}{y_{r e f}}\right) \tag{6.52}
\end{equation*}
$$

The Additive-logratio transformation is an isomorphism but it is not an isometry because the distances in the simplex are not the same of the ones in the transformed space.

- Centred-logratio transformation (clr):

$$
\begin{equation*}
c l r: \mathcal{S}^{G} \rightarrow \mathcal{R}^{G} \text { s.t. } y \rightarrow\left(\ln \frac{y_{1}}{g(y)}, \ldots, \ln \frac{y_{G}}{g(y)}\right) \tag{6.53}
\end{equation*}
$$

where $g(y)=\left(\prod_{i=1}^{G} y_{i}\right)^{\frac{1}{G}}$, that is the geometric mean of the composition. The inverse of the clr transformation is the softmax transformation:

$$
\begin{equation*}
\operatorname{softmax}: \mathcal{R}^{G} \rightarrow \mathcal{S}^{G} \text { s.t. } y \rightarrow\left(\frac{e^{y_{1}}}{\sum_{i=1}^{G} e^{y_{i}}}, \ldots, \frac{e^{y_{G}}}{\sum_{i=1}^{G} e^{y_{i}}}\right) \tag{6.54}
\end{equation*}
$$

The clr is both an isomorphism and an isometry, but the representation in $\mathcal{R}^{G}$ does not use an orthogonal basis and the observations belong to a plane in $\mathcal{R}^{G}$.
It is important to point out that it is possible to apply all the methods developed in the uncostrained $\mathcal{R}^{G}$ space to analyze the relationships between data in the simplex if clr is applied to the data (softmax must then be applied on the data in $\mathcal{R}^{G}$ to bring the data back to the simplex $\mathcal{S}^{G}$ ).

- Isometric-logratio transformation (ilr): this transformation is an isometry (as the name suggests) and an isomorphism. Moreover, it uses an orthogonal basis to represent the data of the simplex $\left(\mathcal{S}^{G}\right)$ in the Euclidean space $\mathcal{R}^{\mathrm{G}-1}$ : for this reason, ilr is the natural transformation to be used if the goal is to apply algebraic methods for regressing classes (starting from compositional data) on predictors in the real space, because after the application of ilr both $X$ and $Y$ variables belong to space with the same norm and scalar product (this is fundamental to obtain consistent results).
Finally, there is an important relation between clr and ilr:

$$
\begin{equation*}
\forall \alpha \in \mathcal{S}^{G}, i l r(\alpha)=V^{\top} c l r(\alpha)=V^{\top} \ln (\alpha) \tag{6.55}
\end{equation*}
$$

where $V$ is a $G \times G-1$ matrix such that $V^{\top} V=I_{G-1}$ and $V V^{\top}=I_{G}-\frac{1}{G} 1_{G} 1_{G}^{\top}$.

### 6.4.4 2-class classification problem solved by logistic-like method in the $Y$-space

Given the two classes A and B, if we assume that

$$
0<P\left(\text { class }=j \mid x_{i}\right)<1
$$

we recognize that $P$ belongs to the simplex $\mathcal{S}^{2}$.
If $P\left(\right.$ class $\left.=B \mid x_{i}\right)$ is considered the reference, the alr-transformation generates
the following $\mathcal{R}$-representation

$$
\begin{equation*}
\text { alr: } \mathcal{S}^{2} \rightarrow \mathcal{R} \text { s.t. } P\left(\text { class }=A \mid x_{i}\right) \rightarrow \ln \left(\frac{P\left(\text { class }=A \mid x_{i}\right)}{1-P\left(\text { class }=A \mid x_{i}\right)}\right) \tag{6.56}
\end{equation*}
$$

i.e. $y_{i} \rightarrow \ln \left(\frac{y_{i}}{1-y_{i}}\right)$, that is equivalent to apply the logit function to $y_{i}=P($ class $=$ $\left.A \mid x_{i}\right)$. Its inverse is

$$
\begin{equation*}
\operatorname{alr}^{-1}(x)=\mathcal{C}(\exp (x, 0))=\mathcal{C}\left(e^{x}, 1\right)=\left(\frac{1}{1+e^{-x}}, \frac{e^{-x}}{1+e^{-x}}\right) \tag{6.57}
\end{equation*}
$$

that corresponds to the logistic function. Taking this is mind, we can now apply the PLS "regression in the $Y$-space" approach to estimate the parameters of the regression model

$$
g\left(y_{i}\right)=x_{i}^{\top} b+e_{i}
$$

Recalling the iterative algorithm introduced in section 6.3 for the "regression in the $Y$-space", it is important to note that the norm in steps 4 and 5 is not the norm of a vector in $\mathcal{R}^{N}$, but the norm of a compositional-data vector in $\mathcal{S}_{N}^{2}$ (which is a set of $N$ compositions each belonging to $\mathcal{S}^{2}$ ), and that the differences have to be calculated in the simplex because the vectors involved belong to the simplex and are not vectors in the Euclidean space. Moreover, alr is not an isometry and the solution of steps 4 and 5 must be obtained operating in the simplex.
Given $y \in \mathcal{S}_{N}^{2}$ mean centred ${ }^{4}$ and $X$ scaled and mean-centered, the algorithm can be re-written as

```
Algorithm 10: Logistic-like method for 2 classes in the \(y\)-space
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
    \(w_{i}=\left.\frac{d}{d \tilde{w}_{i}}\left\|f_{i-1} \diamond a l r^{-1}\left(E_{i-1} \tilde{w}_{i}\right)\right\|_{S}^{2}\right|_{\tilde{w}_{i}=0} ;\)
    \(t_{i}=E_{i-1} w_{i} ;\)
    \(\alpha_{i}=\operatorname{argmin}\left\|f_{i-1} \diamond \operatorname{alr}^{-1}\left(\alpha t_{i}\right)\right\|_{S}^{2} ;\)
    \(f_{i}=\operatorname{alr}^{-1}\left(\operatorname{alr}\left(f_{i-1}\right)-\alpha_{i} t_{i}\right) ;\)
        \(E_{i}=\hat{Q}_{t_{i}} E_{i-1}\)
    end
```

$$
\begin{aligned}
& { }^{4} \text { The mean of a set of } N \text { compositional data vectors } a_{i} \in \mathcal{S}^{D} \text { is defined as } \\
& \qquad \bar{m}=\operatorname{mean}\left(a_{1}, \ldots, a_{N}\right)=C\left(\sqrt[N]{a_{11}, \ldots, a_{N 1}}, \ldots, \sqrt[N]{a_{1 D}, \ldots, a_{N D}}\right) \\
& \text { in the case of } a_{i} \in \mathcal{S}^{2} \text { we have } \operatorname{alr}(\bar{y})=\operatorname{mean}\left(\operatorname{alr}\left(y_{1}\right), \ldots, \operatorname{alr}\left(y_{N}\right)\right)
\end{aligned}
$$

where $y$ and $f_{i}$ are compositional-data vectors with elements in $\mathcal{S}^{2}, \diamond$ is the difference between vectors in $\mathcal{S}_{N}^{2},\|x\|_{S}^{2}$ is the norm of the vector $x \in \mathcal{S}_{N}^{2}, X$ and $E_{i}$ are matrices in $\mathcal{R}^{N \times P}, w_{i}$ and $\tilde{w}_{i}$ are vectors in $\mathcal{R}^{P}$ and $\alpha_{i} \in \mathcal{R}$.
Specifically, in $\mathcal{S}_{N}^{2}$ we have

$$
\begin{aligned}
\|a\|_{S}^{2} & =\sum_{i=1}^{N}\left\|a_{i}\right\|_{S}^{2}=\frac{1}{2} \sum_{i=1}^{N}\left[\ln \left(\frac{a_{i 1}}{a_{i 2}}\right)\right]^{2}, \\
\text { with } a & =\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{n}
\end{array}\right] \in \mathcal{S}_{N}^{2} \text { and } a_{i}=\left(a_{i 1}, a_{i 2}\right) \in \mathcal{S}^{2}
\end{aligned}
$$

whereas the difference $\diamond$ is defined as

$$
\forall x, y \in \mathcal{S}_{N}^{2}, x \diamond y=\left[\begin{array}{c}
x_{1} \oplus\left((-1) \odot y_{1}\right) \\
\vdots \\
x_{N} \oplus\left((-1) \odot y_{N}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathcal{C}\left(\frac{x_{11}}{y_{11}}, \frac{x_{12}}{y_{12}}\right) \\
\vdots \\
\mathcal{C}\left(\frac{x_{N 1}}{y_{N 1}}, \frac{x_{N 2}}{y_{N 2}}\right)
\end{array}\right]
$$

being $\mathcal{C}(\cdot)$ the closure operator, i.e. $\mathcal{C}(a, b)=\left(\frac{a}{a+b}, \frac{b}{a+b}\right)$.
To obtain the explicit form of the algorithm, we calculate the derivative in step 4 , solve step 5 and simplify the expression of the residuals in step 6 . Firstly, we recognize that

$$
\begin{aligned}
\left\|f \diamond a l r^{-1}(E \tilde{w})\right\|_{S}^{2} & =\sum_{i=1}^{N}\left\|f_{i} \oplus(-1) \odot a l r^{-1}\left((E \tilde{w})_{i}\right)\right\|_{S}^{2}= \\
& =\sum_{i=1}^{N}\left\|\mathcal{C}\left(\frac{f_{i 1}}{a_{i l}^{-1}\left((E \tilde{w})_{i}\right)_{1}}, \frac{f_{i 2}}{\operatorname{alr}^{-1}\left((E \tilde{w})_{i}\right)_{2}}\right)\right\|_{S}^{2}= \\
& =\frac{1}{2} \sum_{i=1}^{N}\left[\ln \left(\frac{f_{i 1}}{f_{i 2}} \frac{a^{-1} r^{-1}\left((E \tilde{w})_{i}\right)_{2}}{a^{-1}\left((E \tilde{w})_{i}\right)_{1}}\right)\right]^{2}= \\
& =\frac{1}{2} \sum_{i=1}^{N}\left[\ln \left(\frac{f_{i 1}}{f_{i 2}} e^{-(E \tilde{w})_{i}}\right)\right]^{2}=\frac{1}{2} \sum_{i=1}^{N}\left[\ln \left(\frac{f_{i 1}}{f_{i 2}}\right)-(E \tilde{w})_{i}\right]^{2}= \\
& =\frac{1}{2} \sum_{i=1}^{N}\left[\operatorname{alr}\left(f_{i}\right)-(E \tilde{w})_{i}\right]^{2}
\end{aligned}
$$

Then, we have

$$
w_{i}=\left.\frac{d}{d \tilde{w}_{i}}\left\|f_{i-1} \diamond a l r^{-1}\left(E_{i-1} \tilde{w}_{i}\right)\right\|_{S}^{2}\right|_{\tilde{w}_{i}=0_{p}} \propto E_{i-1}^{\top} a l r\left(f_{i-1}\right)
$$

Step 6 can be re-written as
$\alpha_{i}=\underset{\alpha}{\operatorname{argmin}}\left\|f \diamond \operatorname{alr}^{-1}(\alpha t)\right\|_{S}^{2}=\underset{\alpha}{\operatorname{argmin}} \sum_{i=1}^{N}\left[\operatorname{alr}\left(f_{i}\right)-\alpha(E \tilde{w})_{i}\right]^{2}=\underset{\alpha}{\operatorname{argmin}} f(\alpha)$
and the minimum is

$$
\alpha_{i}=\frac{\sum_{j=1}^{N} \operatorname{alr}\left(f_{i-1, j}\right) t_{j}}{\sum_{i=1}^{N} t_{i}^{2}}=\frac{t_{i}^{\top} \operatorname{alr}\left(f_{i-1}\right)}{t_{i}^{\top} t_{i}}
$$

because $f^{\prime \prime}(\alpha)=\sum_{i=1}^{N} t_{i}^{2}>0$.
Step 6 can be re-written as

$$
f_{i}=\operatorname{alr}^{-1}\left(\operatorname{alr}\left(f_{i-1}\right)-\alpha_{i} t_{i}\right)=f_{i-1} \diamond \operatorname{alr}^{-1}\left(\alpha_{i} t_{i}\right)
$$

because alr and alr ${ }^{-1}$ are linear transformations, i.e.

$$
\operatorname{alr}(\alpha \odot a \oplus \beta \odot b)=\alpha \operatorname{alr}(a)+\beta \operatorname{alr}(b)
$$

and

$$
a l r^{-1}(\alpha a+\beta b)=\alpha \odot a l r^{-1}(a) \oplus \beta \odot a l r^{-1}(b)
$$

Finally, the algorithm to solve a 2-class classification problem using the logisticlike regression method in the $Y$-space is

```
Algorithm 11: Regression in the \(Y\)-space - alr
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
    \(w_{i}=\frac{E_{i-1}^{\top} \operatorname{alr}\left(f_{i-1}\right)}{\left[\operatorname{alr}\left(f_{i-1}\right)^{\top} E_{i-1} E_{i-1}^{\top} \operatorname{alr}\left(f_{i-1}\right)\right]^{\frac{1}{2}}} ;\)
    \(t_{i}=E_{i-1} w_{i} ;\)
    \(\alpha_{i}=\frac{t_{i}^{\top} \operatorname{alr}\left(f_{i-1}\right)}{t_{i}^{\top} t_{i}} ;\)
    \(E_{i}=\hat{Q}_{t_{i}} E_{i-1} ;\)
    \(f_{i}=f_{i-1} \diamond a l r^{-1}\left(\alpha_{i} t_{i}\right)\)
end
```

The weight vectors are a set of orthonormal vectors and the score vectors are orthogonal to each other. After $A$ iterations the following decompositions are
obtained

$$
X=T P^{\top}+E_{A}
$$

and

$$
f_{A}=y \diamond a l r^{-1}\left(\sum_{i=1}^{A} \alpha_{i} t_{i}\right)
$$

Using the inverse transformation of $a l r^{-1}$, i.e. alr, we have

$$
\ln \left(\frac{y_{i}}{1-y_{i}}\right)=\operatorname{alr}\left(y_{i}\right)=\sum_{j=1}^{A} \alpha_{j} t_{j i}+\operatorname{alr}\left(f_{A i}\right)=x_{i}^{\top} W^{*} \alpha+\operatorname{alr}\left(f_{A i}\right)
$$

Then, the vector of the regression coefficients is $b=W^{*} \alpha$ and $e_{i}=\operatorname{alr}\left(f_{A i}\right)$. The matrices $T, P, W^{*}$ are defined according to standard PLS. The class of a new observation $x_{\text {new }}$ is predicted estimating the probabilities

$$
\left(P\left(\text { class }=A \mid x_{\text {new }}\right), P\left(\text { class }=B \mid x_{\text {new }}\right)\right)=\operatorname{alr}^{-1}\left(\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} W^{*} \alpha\right) \oplus \bar{y}
$$

or the value of the logit function

$$
\ln \left(\frac{y_{\text {new }}}{1-y_{\text {new }}}\right)=\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} W^{*} \alpha+\operatorname{alr}(\bar{y})
$$

where $\bar{x}$ is the vector of the mean values of the columns of $X, L_{\text {scaling }}=\operatorname{diag}\left(\frac{1}{f_{i}}\right)$ is the scaling matrix and $\bar{y}$ is the mean of $y$ for the training set calculated in the simplex.

### 6.4.5 2-class classification problem solved in the framework of compositional data

The case of using alr as $Y$-transformation has been discussed in the previous sections. Here we summarise the results obtained using clr and ilr as $Y$-transformation distinguishing the case of regression in the $X$ - and $Y$-space.

## Regression in the $X$-space

The case of ilr-transformation is similar to that of alr because both transformation map $\mathcal{S}^{2}$ into $\mathcal{R}$ and the PLS regression follows the same lines of PLS1. Specifically, the mean centred $y$-response is

$$
\tilde{g}(y)=\frac{v_{1}-v_{2}}{N_{A}+N_{B}} \ln \left(\frac{1-\epsilon}{\epsilon}\right)\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right]
$$

where $v_{1}$ and $v_{2}$ depend on the orthogonal basis chosen for $\mathcal{S}^{2}$, and the weight vectors are

$$
w_{i} \propto E_{i-1}^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right] \text { i.e. } w_{i j} \propto\left(e_{j A}^{-(i-1)}-e_{j B}^{-(i-1)}\right)
$$

being $e_{j k}^{-(i-1)}$ the mean of the residuals of the predictor $j$ at the iteration $i-1$ calculated using the observations of class $k$.

The case of clr-transformation is only apparently different. Indeed, since clr maps $\mathcal{S}^{2}$ into a plane in $\mathcal{R}^{2}$, the PLS regression follows the lines of PLS with more than one response variable. Specifically, after mean centring of the $Y$ response we obtain

$$
\tilde{g}(y)=\frac{1}{\left(N_{A}+N_{B}\right)} \ln \left(\frac{1-\epsilon}{\epsilon}\right)\left[\begin{array}{cc}
N_{B} 1_{N_{A}} & -N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}} & N_{A} 1_{N_{B}}
\end{array}\right]
$$

When the PLS algorithm for the regression in the $X$-space is applied, the weight vector is

$$
w_{i} \propto E_{i-1}^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right] \text { i.e. } w_{i j} \propto\left(e_{j A}^{-(i-1)}-e_{j B}^{-(i-1)}\right)
$$

being $e_{j k}^{-(i-1)}$ the mean of the residuals of the predictor $j$ at the iteration $i-1$ calculated using the observations of class $k$. Indeed, introducing the vector

$$
z=E_{i-1}^{\top}\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right]
$$

the eigenvalue problem to be solved in step 4 becomes

$$
E_{i-1}^{\top} \tilde{g}(y) \tilde{g}(y)^{\top} E_{i-1} w_{i}=s_{i}^{2} w_{i} \Longrightarrow z z^{\top} w_{i}=s_{i}^{2} w_{i}
$$

whose solution is $z$.
Then, we can conclude that the weight vectors generated by PLS regression in the $X$-space are independent of the $Y$-transfomation applied and are equal to those obtained by standard PLS-DA for a 2-class problem. Moreover, the weight vectors are independent of $\epsilon$.
If the class membership is attributed considering the class with the greatest conditional probability, the prediction of a new observation is independent of $\epsilon$ and it is the same for all the three transformations, as proven in Appendix B.2.

## Regression in the $Y$-space

The case of alr-transformation has been discussed in the section 6.4.4. Here, we consider the case of ilr-transformation for the sake of simplicity. The case of clr-transformation requires a more complex solution since it maps $\mathcal{S}^{2}$ into $\mathcal{R}^{2}$ (it follows the same lines of the case of $G$-class problem solved in the $Y$-space discussed in section 6.4.9). We recall the algorithm for PLS regression in the $Y$-space in the case of simplex as $Y$-space and Euclidean space as $X$-space.

```
Algorithm 12: Compositional data framework - \(Y\)-space (2-class problem)
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        solve \(\underset{\operatorname{argmax}^{2}}{ } \nabla_{W_{i}}\left\|f_{i-1} \diamond g^{-1}\left(E_{i-1} \tilde{W}_{i}\right)\right\|_{S}^{2} ;\)
            \(\left\|W_{i}\right\|_{F}^{2}=1\)
        calculate \(\alpha_{i}=\operatorname{argmin}\left\|f_{i-1} \diamond g^{-1}\left(\alpha E_{i-1} W_{i}\right)\right\|_{S}^{2} ;\)
        \(f_{i}=g^{-1}\left(g\left(f_{i-1}\right)-\alpha_{i} E_{i-1} W_{i}\right)\);
        Deflation step \(E_{i} \leftarrow E_{i-1}\);
    end
```

where $g^{-1}$ is a function that maps the Euclidean space in the simplex, $y$ and $f_{i}$ are compositional-data vectors with components in $\mathcal{S}^{2}, \diamond$ is the difference between vectors in $\mathcal{S}_{N}^{2}$ and $\|x\|_{S}^{2}$ is the norm of the vector $x \in \mathcal{S}_{N}^{2}, X$ and $E_{i}$ are matrices in $\mathcal{R}^{N \times P}, W_{i}$ and $\tilde{W}_{i}$ are matrices in $\mathcal{R}^{P \times 2}$ or $\mathcal{R}^{P \times 1}$ depending on $g$, and $\alpha_{i} \in \mathcal{R}$.
The main advantage to use ilr instead of alr is that the application of ilr to the probabilities in $\mathcal{S}^{2}$ allows us to solve the problems in steps 4 and 5 using the properties of $\mathcal{R}^{N}$ because ilr is an isometry. Indeed, the minimization of the loss function in steps 4 and 5 can be performed in the Euclidean space being the norm the same of that calculated in the simplex. Then, we can use the Frobenius norm considering the ilr-transformation of $f_{i}$ and $\alpha_{i} E_{i-1} W_{i}$. This is not possible in the case of alr because it is not an isometry and we have to apply norm and the operations of the simplex.

If the vector $t_{i}=E_{i-1} w_{i}$ is introduced, step 7 becomes $E_{i}=\hat{Q}_{t_{i}} E_{i-1}$.
Considering $y$ mean centred and $X$ mean centred and scaled, Algorithm 13 is obtained.

Step 4 generates a set of orthonormal weight vectors $w_{i} \propto E_{i-1}^{\top} i l r\left(f_{i-1}\right)$ whereas

```
Algorithm 13: Ilr transformation - \(Y\)-space (2-class problem)
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        \(w_{i}=\underset{w^{\top} w=1}{\operatorname{argmax}} \nabla\left\|i l r\left(f_{i-1}\right)-E_{i-1} w\right\|_{F}^{2} ;\)
        \(t_{i}=E_{i-1} w_{i} ;\)
        \(\alpha_{i}=\operatorname{argmin}\left\|i l r\left(f_{i-1}\right)-\alpha t_{i}\right\|_{F}^{2} ;\)
        \(f_{i}=f_{i-1} \diamond i l r^{-1}\left(\alpha_{i} t_{i}\right) ;\)
        \(E_{i}=\hat{Q}_{t_{i}} E_{i-1}\)
    end
```

the coefficients are $\alpha_{i}=\frac{w_{i}^{\top} E_{i-1}^{\top} l l\left(f_{i-1}\right)}{w_{i}^{\top} E_{i-1}^{T} E_{i-1} w_{i}}$ according to PLS1.
After $A$ iterations, the following matrix decompositions are obtained

$$
X=E_{0}=T P^{\top}+E_{A}
$$

and

$$
y=i l r^{-1}\left(\sum_{i=1}^{A} \alpha_{i} t_{i}\right) \oplus f_{A}=i l r^{-1}\left(E_{0} W^{*} \alpha\right) \oplus f_{A}=i l r^{-1}(X b) \oplus f_{A}
$$

where $b=W^{*} \alpha$. T, $P, W^{*}$ are defined according to standard PLS.
A new observation $x_{\text {new }}$ is predicted by

$$
\begin{equation*}
y_{\text {new }}=\operatorname{ilr}^{-1}\left(\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b\right) \oplus \bar{y} \tag{6.58}
\end{equation*}
$$

where $\bar{x}$ is the vector of the mean values of the columns of $X, L_{\text {scaling }}=\operatorname{diag}\left(\frac{1}{f_{i}}\right)$ is the scaling matrix and $\bar{y}$ is the mean of $y$ for the training set calculated in the simplex.

### 6.4.6 G-class classification problem

In the following sections the lines to solve the general $G$-class classification problem by PLS will be drawn. We will not discuss in details every aspects of the presented methods, but we shall limit to present the general framework. Further studies are required for a more detailed discussion.

### 6.4.7 G-class classification problem solved by logistic-like method

The logistic regression based on PLS can be applied to solve a G-class problem according to the standard approach for multinomial logistic regression. Specifically, given $G$ classes of observations, $G-1$ logistic models are built considering the class $k$ as reference to calculate the conditional probabilities

$$
P\left(\text { class }=j \mid x_{i}\right)=P\left(\text { class }=k \mid x_{i}\right) e^{x_{i}^{\top} b_{j \mid k}+c_{j k}, \forall j \neq k}
$$

where $b_{j \mid k}$ and $c_{j \mid k}$ are the vector of regression coefficients and the constant term for the logistic-like PLS regression of class $j$ against class $k$, respectively.
Since $\sum_{j=1}^{G} P\left(\right.$ class $\left.=j \mid x_{i}\right)=1$, we have

$$
\begin{align*}
P\left(\text { class }=k \mid x_{i}\right) & =1-\sum_{\substack{j=1 \\
j \neq k}}^{G} P\left(\text { class }=j \mid x_{i}\right)= \\
& =1-P\left(\text { class }=k \mid x_{i}\right) \sum_{\substack{j=1 \\
j \neq k}}^{G} e^{x_{i}^{\top} b_{j \mid k}+c_{j \mid k}} \tag{6.59}
\end{align*}
$$

then

$$
P\left(\text { class }=k \mid x_{i}\right)=\frac{1}{1+\sum_{\substack{j=1 \\ j \neq k}}^{G} e^{x_{i}^{\top} b_{j k}+c_{j k k}}}
$$

and

$$
P\left(\text { class }=j \mid x_{i}\right)=\frac{e^{x_{i}^{\top} b_{j \mid k}+c_{j \mid k}}}{1+\sum_{\substack{j=1 \\ j \neq k}}^{G} e^{x_{i}^{\top} b_{j \mid k}+c_{j \mid k}}}, \forall j \neq k
$$

The estimation of the regression parameters can be performed both by regression in the $X$ - or in the $Y$-space. It is worth noting that $b_{j \mid k}$ and $c_{j \mid k}$ depend only on the two classes $j$ and $k$ and are independent of the other $G-2$ classes (assumption of independence of irrelevant alternatives). Moreover, in the case of the regression in the $X$-space the set of $G-1$ predictive latent scores could not be a set of orthogonal vectors and the classification model depends in principle on the choice of $\epsilon$.

### 6.4.8 G-class classification problem solved in the framework of compositional data in the $X$-space

The approach used in 6.4.1 and 6.4.5 to solve the 2 -class classification problem using the compositional data theory can be extended to the general case of Gclass classification problems. Given a training set of $G$ classes, we assume that if observation $i$ belongs to class $j$ one has

$$
P\left(\text { class }=j \mid x_{i}\right)=1-(G-1) \epsilon
$$

and for the other classes $(\forall k \neq j)$

$$
P\left(\text { class }=k \mid x_{i}\right)=\epsilon
$$

being $0<\epsilon<\frac{1}{G}$.
The training set can be represented by the response compositional-data matrix

$$
\left[\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{G}
\end{array}\right]=\left[\begin{array}{cccc}
{[1-(G-1) \epsilon] 1_{N_{1}}} & \epsilon 1_{N_{1}} & \cdots & \epsilon 1_{N_{1}} \\
\epsilon 1_{N_{2}} & {[1-(G-1) \epsilon] 1_{N_{2}}} & \cdots & \epsilon 1_{N_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
\epsilon 1_{N_{G}} & \epsilon 1_{N_{G}} & \cdots & {[1-(G-1) \epsilon] 1_{N_{G}}}
\end{array}\right]
$$

where $N_{i}$ is the number of observation for the class $i, \forall i=1, \ldots, G$.
After clr-transformation of the matrix, we have
$\operatorname{clr}\left(\left[\begin{array}{llll}y_{1} & y_{2} & \cdots & y_{G}\end{array}\right]\right)=\frac{1}{G} \ln \left[\frac{1-(G-1) \epsilon}{\epsilon}\right]\left[\begin{array}{cccc}(G-1) 1_{N_{1}} & -1_{N_{1}} & \cdots & -1_{N_{1}} \\ -1_{N_{2}} & (G-1) 1_{N_{2}} & \cdots & -1_{N_{2}} \\ \vdots & \vdots & \ddots & \vdots \\ -1_{N_{G}} & -1_{N_{G}} & \cdots & (G-1) 1_{N_{G}}\end{array}\right]$
Applying mean-centring we obtain

$$
\begin{aligned}
\tilde{Y}_{c l r} & =\ln \left[\frac{1-(G-1) \epsilon}{\epsilon}\right]\left[\begin{array}{cccc}
\left(\frac{1-N_{1}}{N}\right) 1_{N_{1}} & -\frac{N_{2}}{N} 1_{N_{1}} & \cdots & -\frac{N_{G}}{N} 1_{N_{1}} \\
-\frac{N_{1}}{N} 1_{N_{2}} & \left(\frac{1-N_{2}}{N}\right) 1_{N_{2}} & \cdots & -\frac{N_{G}}{N} 1_{N_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
-\frac{N_{1}}{N} 1_{N_{G}} & -\frac{N_{2}}{N} 1_{N_{G}} & \cdots & \left(\frac{1-N_{G}}{N}\right) 1_{N_{G}}
\end{array}\right] \\
& =\ln \left[\frac{1-(G-1) \epsilon}{\epsilon}\right] Y_{D A c t r}
\end{aligned}
$$

where $N=\sum_{i=1}^{G} N_{i}$ is the total number of observations and $Y_{\text {DActr }}$ is the $Y$ indicator matrix used in PLS-DA after mean-centering. Since

$$
E_{i-1}^{\top} \tilde{Y}_{c l r} \tilde{Y}_{c l r}^{\top} E_{i-1} \propto E_{i-1}^{\top} Y_{D A c t r} Y_{D A c t r}^{\top} E_{i-1}
$$

the weight vectors obtained applying the PLS "regression in the $X$-space" are the same generated by PLS-DA if only mean centring is applied as data pretreatment. Then, the weight matrix $W=\left[w_{1}, \ldots, w_{A}\right]$ can be used to calculate the matrix of the regression coefficients

$$
\begin{equation*}
B=W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top} \tilde{Y}_{c l r} \tag{6.60}
\end{equation*}
$$

and the class of a new observation $x_{\text {new }}$ is predicted by

$$
\begin{equation*}
\text { class } i=y_{i, \text { new }}=\max \left(y_{1, \text { new }}, \ldots, y_{G, \text { neww }}\right) \tag{6.61}
\end{equation*}
$$

being

$$
\left[\begin{array}{llll}
y_{1, \text { new }} & y_{2, \text { new }} & \cdots & y_{G, \text { new }}
\end{array}\right]=\operatorname{softmax}\left(\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} B+\bar{y}_{\text {clr }}\right)
$$

where $\bar{y}_{c l r, i}=\frac{1}{G}\left(\frac{N_{i}}{N}(G-1)\right) \ln \left[\frac{1-(G-1) \epsilon}{\epsilon}\right], \bar{x}$ is the vector of the mean values of the columns of $X$ and $L_{\text {scaling }}=\operatorname{diag}\left(\frac{1}{f_{i}}\right)$ is the scaling matrix.
The weight matrix is independent of $\epsilon$, the predictive latent scores are a set of orthogonal vectors and the presence of a particular class influences the probabilities of all the other classes (no assumption of independence of irrelevant alternatives).
In general, because

$$
\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} B+\bar{y}_{\text {clr }}=a t
$$

where $a=\ln \left(\frac{1-(G-1) \epsilon}{\epsilon}\right)>0$ and $t$ a row vector in $\mathcal{R}^{G}$, if

$$
e^{a t_{i}}=\max \left(e^{a t_{1}}, \ldots, e^{a t_{G}}\right) \Longrightarrow e^{\tilde{a} t_{i}}=\max \left(e^{\tilde{a} t_{1}}, \ldots, e^{\tilde{a} t_{G}}\right), \forall \tilde{a}>0
$$

the prediction is independent on $\epsilon$.
In the case of ilr transformation, each vector of $\mathcal{S}^{G}$ is transformed in a vector of $\mathcal{S}^{G-1}$. The PLS regression in the $X$-space follows the same lines discussed in the case of clr, with the difference of using a different $Y$-matrix.

### 6.4.9 G-class classification problem solved in the framework of compositional data in the $Y$-space

In the case of a 2-class classification problem, the ilr transformation allows us to solve steps 4 and 5 using PLS1. In the general case of a G-class classification problem, those steps are solved using the same method discussed in section 6.1.2 for PLS. Both ilr and clr can be applied as isomorphism because they are isometries and, then, they allow the minimization of the norm in the simplex considering the Frobenius norm in the Euclidean space. Given a training set of $N$ observations belonging to $G$ classes, we represent the training set using the compositional-data vector

$$
y=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{N}
\end{array}\right] \in \mathcal{S}_{N}^{G}
$$

where the composition of observation $i$ of class $j$ is

$$
P\left(\text { class }=j \mid x_{i}\right)=1-(G-1) \epsilon
$$

and

$$
P\left(\text { class }=k \mid x_{i}\right)=\epsilon, \forall k \neq j
$$

with $0<\epsilon<\frac{1}{G}$.
For mean centered $y$ and mean centered and scaled $X$, if ilr is applied, the following algorithm is obtained.

```
Algorithm 14: Regression in the \(Y\)-space - ilr
\(f_{0}=y ;\)
\(E_{0}=X ;\)
for \(i=1, \ldots, A\) do
        \(W_{i}=\operatorname{argmax} \nabla\left\|i l r\left(f_{i-1}\right)-E_{i-1} W\right\|_{F}^{2} ;\)
        \(\|W\|_{F}^{2}=1\)
        \(\alpha_{i}=\operatorname{argmin}\left\|i l r\left(f_{i-1}\right)-\alpha E_{i-1} W_{i}\right\|_{F}^{2} ;\)
        \(f_{i}=f_{i-1} \stackrel{\alpha}{\diamond}{ }^{2 l r}{ }^{-1}\left(\alpha_{i} E_{i-1} W_{i}\right)\);
        deflation step \(E_{i} \leftarrow E_{i-1}\)
end
```

Steps 4 and 5 generate the weight vectors

$$
\begin{aligned}
& w_{i} \text { s.t. } E_{i-1}^{\top} i l r\left(f_{i-1}\right) i l r\left(f_{i-1}\right)^{\top} E_{i-1} w_{i}=s_{i}^{2} w_{i} \\
& c_{i}=\frac{1}{s_{i}} i l r\left(f_{i-1}\right)^{\top} E_{i-1} w_{i}
\end{aligned}
$$

being $W_{i}=w_{i} c_{i}^{\top}$ and the coefficient

$$
\alpha_{i}=\frac{s_{i}}{w_{i}^{\top} E_{i-1}^{\top} E_{i-1} w_{i}}
$$

Step 7 becomes

$$
E_{i}=\hat{Q}_{t_{i}} E_{i-1}
$$

where $t_{i}=E_{i-1} w_{i}$.
After $A$ iterations, the following matrix decompositions are obtained

$$
\begin{equation*}
X=T P^{\top}+E_{A} \tag{6.62}
\end{equation*}
$$

and

$$
\begin{equation*}
y=i l r^{-1}\left(\sum_{i=1}^{A} \alpha_{i} t_{i} c_{i}^{\top}\right) \oplus f_{A}=i l r^{-1}\left(X W^{*} \bar{C}^{\top}\right) \oplus f_{A}=i l r^{-1}(X B) \oplus f_{A} \tag{6.63}
\end{equation*}
$$

where $B=W^{*} \bar{C}^{\top}$ being $\bar{C}=\left[\alpha_{1} c_{1}, \ldots, \alpha_{A} c_{A}\right]$.
A new observation $x_{\text {new }}$ is predicted by

$$
\begin{equation*}
y_{\text {new }}=i l r^{-1}\left(\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} B\right) \oplus \bar{y} \tag{6.64}
\end{equation*}
$$

where $\bar{x}$ is the vector of the mean values of the columns of $X, L_{\text {scaling }}=\operatorname{diag}\left(\frac{1}{f_{i}}\right)$ is the scaling matrix and $\bar{y}$ is the mean of $y$ for the training set calculated in the simplex.
The same approach can be applied considering clr, substituting clr for ilr.

## Chapter 7

## Applications

In this Chapter the proposed algorithms are tested against both simulated and real datasets, giving the practical evidence of their properties.

### 7.1 Low dimensional scenario ( $p<n$ )

First of all, a traditional logistic regression problem is considered to evaluate how the proposed methods behave in this context, i.e. we use datasets in which the number of predictors is smaller than that of observations and the collinearity between predictors is mild or moderate.
The first dataset is a real dataset used for banknote authentication [11]; it contains 1372 observations, 4 continuous predictors and a binary response variable which indicates whether a banknote is genuine (0) or forged (1).
The values of the $X$-variables are extracted from images that are taken from genuine and forged banknote-like specimens: an industrial camera for print inspection is used for digitalization of the images and gray-scale pictures with a resolution of about 660 dots per inch (dpi) are obtained. Finally, the features are extracted from images through a Wavelet Transform tool.
The predictors are the variance, skewness and curtosis of the Wavelet Transformed image and the entropy of the image.
Using this dataset, we want to compare logistic regression with the methods we presented in the previous Chapter.

First of all, we can evaluate how the Cohen's Kappa changes, both in calculation and cross-validation ( 10 folds are used), as the number of latent variables increases. Figure 7.1 shows the results using the autoscaled $X$ matrix, ilr transformation in the $X$-space and $\epsilon=10^{-6}$ (the default value where not specified in the following). However, the predictions (and therefore the $\kappa$ values for each component) are the same for all the three types of transformations (alr, clr, ilr)
and also for the regression in the $X$ and $Y$ space. This confirms what we mentioned in Section 6.4.5 and proved in B. 2 for PLS regression in the $X$-space.


Figure 7.1: Cohen's $\kappa$ as a function of the number of latent variables
The horizontal black line indicates the $\kappa$ value obtained from logistic regression in a 10 -fold cross-validation, which is just above the $\kappa$ of the new methods with three and four components. This highlights how the proposed techniques provide fairly accurate predictions even in a traditional scenario (i.e. when $n>p$ ). The $\kappa$ increases both in calculation (as it is expected) and in cross-validation, and their difference is subtle. The predictions in calculation and cross-validation are almost the same, as illustrated in Table 7.2, which represent the confusion matrices obtained using four latent variables in calculation and cross-validation. Only one more observation is misclassified in cross-validation.

|  | classCalculation |  |  |  |  |  | classCV |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0 | 1 |  |  | 0 | 1 |  |
| class | 0 | 730 | 32 | class | 0 | 729 | 33 |  |
|  | 1 | 0 | 610 |  | 1 | 0 | 610 |  |

Figure 7.2: Confusion matrices in calculation (left) and cross-validation (right) with 4 latent variables

Furthermore, as we expected also the weight vectors produced by the models are equal using all the three transformations and they are a set of orthonormal vectors: an example of weight matrix $W$ is given in Figure 7.3, where the values of $w_{i}, i=1, \ldots, 4$ of a model with four latent variables are shown.

Figure 7.4 shows on the left the cumulative fraction of the $y$ variation explained by each model ( $R 2 Y$ ) which is equal performing the regression in the $X$ and $Y$ space, while through the regression in the $Y$-space it is possible to appreciate the decreasing of the squared norm of the $y$-residuals as the number of latent variable grows (right).

|  | LV1 | LV2 | LV3 | LV4 |
| :--- | ---: | ---: | ---: | ---: |
| variance | -0.8380989 | -0.2866997 | -0.2723704 | -0.37577642 |
| skewness | -0.5141696 | 0.1490185 | 0.5859094 | 0.60838577 |
| curtosis | 0.1802398 | -0.9323777 | 0.2994326 | 0.09233445 |
| entropy | -0.0270836 | -0.1620761 | -0.7020432 | 0.69291644 |

Figure 7.3: Weight matrix of the model with four latent variables


Figure 7.4: Cumulative fraction of the $y$ variation (left) and squared norm of the $Y$ residuals (right) as a function of the latent variables in the model

The first latent variable explains half of the variation of $y$, while the others add progressively smaller increments in the $R 2 Y$, as it should be when dealing with dimensionality reduction techniques like PLS.
Finally, a permutation test is applied: specifically, we considered the model with 4 components and shuffled the response variable 1000 times: for each permutation, a 10 -fold cross-validation is performed using the autoscaled $X$ matrix considering that permutation of $y$ and the $k$ value is calculated. Note that also in this case the choice of the transformation to be used or the type of method (i.e. whether to regress in the space of $X$ or $Y$ ) is indifferent as they all lead to the same prediction.
The right panel of Figure 7.5 shows the Cohen's Kappa in cross-validation for each permutation as a function of the Pearson's correlation between the original $y$ and the related permutation of the response variable ${ }^{1}$.

As it can be seen in the left panel, there is no permutation for which the $\kappa$ in cross-validation is higher than the original one, so the $p$-value is 0.001 , which

[^14]\[

$$
\begin{equation*}
T(a, b)=\frac{a \cdot b}{\|a\|^{2}+\|b\|^{2}-a \cdot b} \tag{7.1}
\end{equation*}
$$

\]



Figure 7.5: Permutation test (1000 permutations)
means that the parameter $\kappa$ is statistically significant.
Let's now consider the case of a simulated dataset with 500 observations and 10 predictors: the values of each predictor are drawn from a Gaussian distribution $\mathcal{N}(\mu=0, \sigma=1)$ and a regression coefficient is assigned to each of them ( $\beta_{0}$ is the intercept and $\beta$ the vector of coefficients of the variables). Then, the probability of the response being $1(p)$ of each observation $x_{i}$ is modelled as

$$
\begin{equation*}
p_{i}=\frac{1}{1+e^{-\left(\beta_{0}+\beta^{\top} x_{i}\right)}} \tag{7.2}
\end{equation*}
$$

and the response variable $y$ is defined as vector in which each value $y_{i}$ is drawn from a Bernoulli distribution having an expected value equal to $p_{i}, i=1, \ldots, 500$. First, we investigate the pairwise correlation of the predictors (Figure 7.6), which always has a low absolute value: thus, no particular correlation is detected among variables.


Figure 7.6: Pairwise correlation of the $X$-variables

A standard logistic regression is then applied. The true coefficients in the underlying model and the estimated ones are reported in Figure 7.7.

|  | Estimated coefficients | Coefficients |
| :--- | ---: | ---: |
| Intercept | -2.296 | -2.0 |
| x1 | 0.806 | 1.0 |
| x2 | 3.132 | 3.0 |
| x3 | -1.005 | -1.0 |
| x4 | 1.245 | 1.0 |
| x5 | -2.402 | -2.0 |
| x6 | 0.953 | 1.0 |
| x7 | -1.968 | -1.5 |
| x8 | -0.390 | -0.5 |
| x9 | 2.597 | 2.0 |
| x10 | -0.926 | -1.0 |

Figure 7.7: Coefficients estimated by logistic regression and true ones for each $X$-variable

The logistic regression presents a $\kappa$ value in a 10 -fold cross-validation equal to 0.774 ; actually, the proposed techniques perform slightly better, since the $\kappa$ in cross-validation goes up to 0.781 with three latent variables. The results in calculation and cross-validation are shown in Figure 7.8. This confirms the ability of the methods to properly adapt to traditional problems as well, i.e. in the "small $p$, large $n$ " scenario.


Figure 7.8: Cohen's $\kappa$ in calculation and cross-validation for each number of latent variables

Also in this case, the weight vectors are the same for all the three transformations and both performing the regression in the $Y$ or $X$-space. The same holds for the predicted class.
An example of the comparison of the regression coefficients is given in Figure 7.9, where the first column represents the coefficients of the regression in the $Y$-space of a model with three latent variables using clr transformation. The
second columns presents the coefficients estimated by the logistic regression and the last one the true coefficients. Recall that the intercept is not present in the proposed model.

|  | Y-space (clr) | Logistic Regression Coefficients |  |
| :--- | ---: | ---: | ---: |
| x1 | 1.092 | 0.806 | 1.0 |
| x2 | 3.854 | 3.132 | 3.0 |
| x3 | -1.069 | -1.005 | -1.0 |
| x4 | 1.090 | 1.245 | 1.0 |
| x5 | -2.653 | -2.402 | -2.0 |
| x6 | 1.148 | 0.953 | 1.0 |
| x7 | -2.457 | -1.968 | -1.5 |
| x8 | -0.587 | -0.390 | -0.5 |
| x9 | 2.898 | 2.597 | 2.0 |
| x10 | -0.894 | -0.926 | -1.0 |

Figure 7.9: Comparison of regression coefficients
Actually, it is interesting to evaluate how the regression coefficients vary as a function of the number of latent variables in the model. To do that, we calculate the regression coefficient vector for each number of latent variables from one to ten, and compare them to the original $\beta$ and to the vector of coefficients estimated by the logistic regression. To facilitate the visualization of the data, a PCA has been applied in such a way that each model can be represented by a point in a three-dimensional space (the first three principal components are considered).


Figure 7.10: Vector of regression coefficients in the space extracted by the first three PCA components for all the considered models

The vectors of regression coefficients of the model with one latent variable is far from the others, indicating that it presents different values for the coefficients, which stabilize from the model with two components. Also the vector estimated by logistic regression in not really close to the reference one, that is the vector of original coefficients $\beta$.

Again, we apply a permutation test on the data. As before, we consider 1000 permutations of $y$ and a model with three components, evaluating how the Cohen's Kappa in a 10-fold cross-validation changes when the response variable is shuffled.

Figure 7.11 illustrates the results of the permutation test, that also in this case gives a $p$-value of 0.001 .


Figure 7.11: Permutation test (1000 permutations)

### 7.2 High-dimensional scenario ( $p>n$ )

In this Section the new methods are tested in the scenario for which they are designed, i.e. when the number of predictors are bigger than the number of observations, causing a multicollinearity phenomenon. Moreover, we want to compare these classification procedures with the well-known PLS-DA ${ }^{2}$. Let's start by testing those methods against the simulated dataset used in Section 4.2. First of all it is possible to check that the data are affected by collinearity, as shown in Figure 7.12: the correlation has values close to +1 or -1 for a large part of the $X$-variable pairs, indicating a (positive or negative) high correlation.

The proposed techniques present the same weight vectors of PLS-DA (as mentioned in 6.4.5). An example is given in Figure 7.13, which shows the first elements of the weights vectors of a model trained on the autoscaled $X$ matrix using a regression in the $X$-space with 10 latent variables and clr as transformation ${ }^{3}$ and those of a PLS-DA model, fitted on the same $X$ matrix and with the same number of components.

[^15]

Figure 7.12: Pairwise correlation between $X$-variables


Figure 7.13: Weights of the new approach and PLS-DA

The same applies also in cross-validation: indeed, the methods we developed and PLS-DA share the same predicted classes, and therefore also the value of $\kappa$ for each number of latent variables in the model.
Figure 7.14 summarizes the results in calculation: the Cohen's Kappa grows significantly up to the model with five latent variables and then tends to stabilize.


Figure 7.14: Cohen's Kappa in calculation for the new approach and PLS-DA

The values of $\kappa$ in calculation reflects the proportion of variation of $y$ explained by each model (Figure 7.15, left). In the right panel the squared norm of the residuals for each number of latent variables is illustrated.


Figure 7.15: Cumulative fraction of the $y$ variation (left) and squared norm of the $Y$ residuals (right) as a function of the latent variables in the models

In cross-validation the values of $\kappa$ are definitely lower than in calculation but still the two approaches share the performance also when predicting new observations (Figure 7.16). In contrast to the calculation case, in cross-validation the model that performs best (i.e. balances underfitting and overfitting) seems to be the one with two latent variables.


Figure 7.16: Cohen's Kappa in cross-validation for the new approach and PLSDA

Thus, a permutation test is applied considering a model with two components. Here, the $\kappa$ value in cross-validation of the original model is closer to the ones of the permutations with respect to the previous cases, but still higher than all the others, giving a $p$-value of 0.001 and therefore providing statistical significance
to the model. As can be observed in Figure 7.17, the Cohen's Kappa of the original model lies at the end of the right tail of the distribution.


Figure 7.17: Permutation test (1000 permutations)
Another interesting parameter to investigate is $\epsilon$, and in particular whether it influences the predictions. As it is noted in Chapter 6, the weight vectors calculated in the models should be independent on the value of $\epsilon \in\left(0, \frac{1}{2}\right)$ for the regression in the $X$-space, and they should be the same for all the three transformations.
This is confirmed by the evidence on the data: computing the Cohen's Kappa in calculation using the autoscaled $X$ matrix, it is possible to check that any value of $\epsilon$ in that interval does not affect the predictions (and also the weight vectors) using all the transformation and for any number of latent variables.

|  | LV1 | LV2 | LV3 | LV4 | LV5 | LV6 | LV7 | LV8 | LV9 | LV10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 \mathrm{e}-05$ | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.01 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.06 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.11 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.16 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.21 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.26 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.31 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.36 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.41 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |
| 0.4999 | 0.38 | 0.42 | 0.64 | 0.78 | 0.88 | 0.9 | 0.9 | 0.96 | 1 | 1 |

Figure 7.18: Cohen's Kappa depending on $\epsilon$ and the number of components
In Table 7.18, the type of transformation is kept fixed (clr with a regression in the $X$-space is used) and the Cohen's Kappa depending on the number of latent variables and $\epsilon$ is reported: given a number of components, the Cohen's Kappa is independent on $\epsilon$.
In Table 7.19 the number of latent variables is kept fixed (a model with two components is used) and the Cohen's Kappa depending on $\epsilon$ and the type of
transformation is shown: as can be seen, the Cohen's Kappa is the same for any type of transformation and value of $\epsilon$.

|  | X-space, alr | X-space, clr | X-space, ilr | Y-space, alr | $Y$-space, clr | -space, ilr |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1e-05 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.01 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.06 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.11 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.16 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.21 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.26 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.31 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.36 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.41 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |
| 0.49999 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 | 0.42 |

Figure 7.19: Cohen's Kappa depending on $\epsilon$ and the type of transformation
The same holds also in cross-validation. On the contrary, having a value of $\epsilon>\frac{1}{2}$ means inverting the probability of the two classes, assigning more probability to the wrong one. This leads to a specular prediction ${ }^{4}$ and therefore the value of the Cohen's Kappa has the same absolute value but with a negative sign.

From the running time point of view, the regression in the $X$-space and PLSDA present very similar times of execution, while the regression in the $Y$-space takes more time: 100 10-fold-cross-validations were run 50 times, collecting the 50 averages of execution times (summarized in Figure 7.20).
The regressions in the $X$ - and $Y$-space were performed using the autoscaled $X$ matrix, 10 latent variables and ilr as transformation. However, the type of transformation negligibly affects execution times. PLS-DA were run using the autoscaled $X$ matrix, 10 folds and 10 latent variables, as for the other methods.


Figure 7.20: Distribution of mean execution times of a 10 -fold cross-validation

[^16]The regression in the $Y$-space takes more time of execution than that of the $X$-space ( $+49 \%$ ) because at each iteration the values of the response variables must be mapped (more than once) from the simplex to the Euclidean space and subsequently re-transformed through the inverse function. Furthermore, operations like sum, difference, norm must be performed as they are defined in the simplex.
On the contrary, when regressing in the $X$-space the $y$ variable is transformed at the beginning from the simplex to the Euclidean space and then used as input for PLS; only when the execution of PLS is completed, the values are mapped back into the original space.
The classification procedures are tested on a MacBook Pro 2016 with 2.9 GHz Intel Core i5 dual-core CPU, 8 GB 2133 MHz LPDDR3 RAM and Intel Iris Graphics 550 ( 1536 MB) graphic card.

The new methods discussed in this thesis are then tested against the real dataset presented in Section 2.8. However, the response variable of interest now corresponds to the state of the eye of each sample, which can takes two possible values, i.e. "opened" or "closed"; thus, the binary $y$ variable (called "EYE") is coded with 0 and 1 depending on the state of the eye.
The two classes are balanced in both training and test sets: indeed, the training contains 19 samples belonging to class 0 and 19 instances for class 1 , while the test set has 10 observations for class 0 and 11 samples for class 1 .

First, it is worth noting that having the same weight vectors in our approach and in PLS-DA implies that also the score vectors are the same (and this holds for both PLS regression in the $X$ and $Y$ space and for all three transformations). An example of the score vectors is illustrated in Figure 7.21, which shows the ability of the first two latent variables to separate the groups.


Figure 7.21: Separation of the groups in the training set

We want to compare the new techniques with PLS-DA in calculation and prediction. The matrix of predictors $X$ is autoscaled and the three transformations produce the same results. As before, they show the same prediction ability in classifying the samples (Figure 7.22).


Figure 7.22: New approach and PLS-DA in calculation (left) and prediction (right)

The right panel shows the performance of both procedures when a model with a given number of latent variables is fitted on the autoscaled training set and then used to predict new samples (i.e. the test set). The model with four latent variables is the one that performs best, while simpler models or more complex models result in showing respectively high bias and high variance, which decrease their performance in prediction.

As for model interpretation, if the regression in the $X$-space is applied, one can use post-transformation, VIP, SR and other parameters because the method corresponds to a standard PLS with a suitably transformed response variable. On the other hand, for the regression in the $Y$-space, VIP and standard plots can be used, whereas the post-transformation has not yet been developed, so SR and related methods do not yet exist.

Thus, to give a practical example of model interpretation in the classification scenario, a PLS model with 4 latent variables is calculated using the autoscaled matrix $X$ of predictors and the transformed response variable (alr transformation is used).
The correlation loading plot obtained from the model is reported in Figure 7.23, where $p \operatorname{cor}[T p]$ indicates the Pearson's correlation between the predictive latent variable and each predictor, as well as the response. The same holds for $p \operatorname{cor}[T o 1]$, but the first orthogonal latent variable is considered instead of the predictive one.


Figure 7.23: Correlation loading plot of a PLS model with 4 latent variables

The predictors whose points are close to that of the response (or its image by origin reflection) and therefore are (positively or negatively) highly correlated with the response seem to correspond to metabolites like Hypoxanthine, Uracil, Inosine, 3-Hydroxyisobutyrate, Citrate, Glutamine, Glutamate.
This is confirmed by the VIP parameter, whose aim is to identify the most important $X$-variables in the model (Figure 7.24): the variables that show the highest VIP correspond exactly to the aforementioned predictors.


Figure 7.24: VIP of a PLS model with 4 latent variables

## Chapter 8

## Conclusions

In this work new procedures to perform classification exclusively through PLS are presented. Indeed, at the state-of-the-art most of PLS-based classification techniques require an additional classifier to effectively assign the classes to the observations. Therefore, PLS is used as a discriminatory tool to separate the samples rather than a classifier.
The development of those methods starts from looking at PLS from a different point of view, that is an iterative procedure that minimizes the distance between response and modelled response (that in the Euclidean space corresponds to the least squares problem) through the steepest descent method. Moreover, compositional data theory is used to consider the response variables as probabilities (i.e. compositions that sum up to 1) providing a theoretical foundation to the procedure; the proposed $Y$-transformations allow to perform calculations that link spaces with different structures.

Two main categories of models are presented: the first one involves a regression in the $X$-space, since the response variable is mapped through proper transformations in the same space of the $X$-variables, i.e. the Euclidean space, and minimization is performed in that space.
On the other side, the regression in the $Y$-space involves taking into account at each iteration the specific structure of the response variable space and using suitable operations to perform the calculations in that space since minimization is performed in the $Y$-space, i.e. the simplex. Thus, this opens up the possibility of choosing the space with the simplest geometry to perform the minimization depending on the type of response and predictors.

The theory of these algorithms for both 2-class and G-class ( $G>2$ ) problems is presented, even if the focus is on the binary case.
In that setting, we can assert that the proposed classification procedures present
the same performance as PLS-DA even not requiring further classifiers (our approach is purely PLS-based).
Moreover, the properties mentioned in Chapter 6 are confirmed through tests on simulated and real data. In fact, the weight vectors and the predictions are identical for both the regression in the $X$ and $Y$ space and for all three transformations; moreover, the $\epsilon$ value does not influence the weight vectors and the predictions if it lies in the interval $\left(0, \frac{1}{2}\right)$ and if the class membership is attributed considering the class with the greatest conditional probability.
The regression in the $X$-space generates models that can be post-transformed according to the standard methods developed for PLS whereas for the regression in the $Y$-space the post-transformation has still not been developed.
The new methods behave properly also in a low-dimensional setting and have comparable results with respect to those of logistic regression.
As for running times, the regression in the $X$-space has slightly shorter times than PLS-DA regardless of the type of transformation, although the difference is negligible.
The strategy to use for solving a general $G$-class problem with $G>2$ in the framework of PLS has been presented. However, the behavior of the proposed methods could be different from the case of 2 classes. Indeed, the value of $\epsilon$ could influence the predictions and the model could depends on the transformation used to map the simplex into the Euclidean space.
Then, further investigations are required to clarify the effect of the choice of $\epsilon$ and the role played by the transformation used. Moreover, in the case of not equally populated classes, a suitable scaling factor for the response is probably required to balance the different variance of the class-response during minimization since PLS is scale sensitive.
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## Appendix A

## Mathematical notation

In this work, the common notation where column vectors are written in lower case characters (e.g. a) and the matrices in upper case characters (e.g. A) is used.
The transpose of a given matrix $A$ is denoted $A^{\top}$, the scalar product between two vectors $a$ and $b$ is indicated as $a^{\top} b$ and the matrix product between two matrices $A$ and $B$ as $A B$. The juxtaposition of two matrices $A$ and $B$ is $[A B]$ and the identity matrix of size $N$ is written as $I_{N}$.
A vector with $p$ elements equal to zero or one is written as $0_{p}$ or $1_{p}$ respectively. The Frobenius norm of a matrix $A \in \mathcal{R}^{n \times m}$, which means it has $n$ observations and $m$ columns, is defined as $\|A\|_{F}=\sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|^{2}}$ and it corresponds to the Euclidean norm when $A$ is a vector.
The matrix $\hat{Q}_{t}=I_{N}-t\left(t^{\top} t\right)^{-1} t^{\top}$ is defined as the orthogonal projection matrix that projects any matrix $A$ onto the space orthogonal to the vector $t \in \mathcal{R}^{N}$.

## Appendix B

## Chapter 6

## B. 1 Algorithm 5

Let's prove that Algorithm 5 solves the least squares problem.
Consider the vector $w_{i}$ that has the general form $w_{i}=V h_{i}$, with $h_{i}(A \times 1)$ : $h_{i}^{\top} h_{j}=\delta_{i j}$ being $A=\operatorname{rank}(X)$ and $X=U S V^{\top}$ the singular value decomposition.
When $A=\operatorname{rank}(X)$, the matrix $H=\left[h_{1}, \ldots, h_{A}\right]$ is orthogonal and $W=V H$; therefore,

$$
\begin{equation*}
\beta_{A}=V H\left(H^{\top} V^{\top} X^{\top} X V H\right)^{-1} H^{\top} V^{\top} X^{\top} y=V S^{-1} U^{\top} y \tag{B.1}
\end{equation*}
$$

and so the least squares problem is solved since $V S^{-1} U^{\top}$ is the Moore-Penrose inverse of $X$ given the SVD of $X$ and $\beta_{A}$ is the vector of the regression coefficients with minimum norm.

## B. 2 Equivalence of the prediction of a new observation using alr, ilr, clr transformations

Firstly, we prove that using ilr-transformation the prediction of a new observation is equal to that obtained using the clr-transformation. Defining

$$
\tilde{g}(y)_{c l r}=\frac{1}{\left(N_{A}+N_{B}\right)} \ln \left(\frac{1-\epsilon}{\epsilon}\right)\left[\begin{array}{cc}
N_{B} 1_{N_{A}} & -N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}} & N_{A} 1_{N_{B}}
\end{array}\right]
$$

and

$$
\tilde{g}(y)_{i l r}=\frac{\left(v_{1}-v_{2}\right)}{\left(N_{A}+N_{B}\right)} \ln \left(\frac{1-\epsilon}{\epsilon}\right)\left[\begin{array}{c}
N_{B} 1_{N_{A}} \\
-N_{A} 1_{N_{B}}
\end{array}\right]
$$

the mean centred $Y$-matrices obtained in the case of clr and ilr, respectively, we have

$$
\tilde{g}(y)_{c l r}=\frac{1}{\left(v_{1}-v_{2}\right)}\left[\begin{array}{ll}
\tilde{g}(y)_{i l r} & -\tilde{g}(y)_{i l r}
\end{array}\right]
$$

The vector of the regression coefficients $b_{i l r}$ in the case of ilr is related to the matrix of the regression coefficients $B_{c l r}$ obtained by clr by

$$
B_{c l r}=\frac{1}{\left(v_{1}-v_{2}\right)} W\left(W^{\top} X^{\top} X W\right)^{-1} W^{\top} X^{\top}\left[\begin{array}{ll}
\tilde{y}_{i l r} & -\tilde{y}_{i l r}
\end{array}\right]=\frac{1}{\left(v_{1}-v_{2}\right)}\left[\begin{array}{ll}
b_{i l r} & -b_{i l r}
\end{array}\right]
$$

Then in the Euclidean space, we have

$$
\begin{aligned}
y_{\text {new, clr }} \in \mathcal{R}^{2}, y_{n e w, c l r} & =\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} B_{c l r}+\bar{y}_{c l r}= \\
& =\frac{1}{\left(v_{1}-v_{2}\right)}\left[\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b_{i l r}+\bar{y}_{i l r}-\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b_{i l r}-\bar{y}_{i l r}\right]= \\
& =\frac{1}{\left(v_{1}-v_{2}\right)}\left[\begin{array}{ll}
y_{\text {new,ilr }} & -y_{\text {new, }}, i l r
\end{array}\right]
\end{aligned}
$$

where $y_{\text {new, } i l r}=\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b_{i l r}+\bar{y}_{\text {ilr }} \in \mathcal{R}$ and $\bar{y}_{i l r}=\frac{\left(v_{1}-v_{2}\right)}{2}\left(\frac{N_{A}-N_{B}}{N_{A}+N_{B}}\right) \ln \left(\frac{1-\epsilon}{\epsilon}\right)$.
Since

$$
y_{\text {new }}=\operatorname{softmax}\left(y_{\text {new, }, \text { clr }}\right) \in \mathcal{S}^{2}
$$

we have
$\operatorname{ilr}\left(y_{\text {new }}\right)=V^{\top} \operatorname{clr}\left(\operatorname{softmax}\left(y_{\text {new,clr }}\right)\right)=V^{\top} y_{\text {new, clr }}=\frac{1}{\left(v_{1}-v_{2}\right)}\left[\begin{array}{ll}v_{1} & v_{2}\end{array}\right]\left[\begin{array}{c}y_{\text {new, }}, i l r \\ -y_{\text {new, }}, i l r\end{array}\right]=y_{\text {new,ilr }}$
Then, $\operatorname{ilr}^{-1}\left(y_{\text {new, }}, i l r\right)=i l r^{-1}\left(i l r\left(y_{\text {new }}\right)\right)=y_{\text {new }}$.
The equivalence of the prediction of alr and clr is proven observing that

$$
\tilde{g}(y)_{c l r}=\frac{1}{2}\left[\begin{array}{ll}
\tilde{g}(y)_{a l r} & \tilde{g}(y)_{a l r}
\end{array}\right]
$$

and

$$
\begin{aligned}
y_{\text {new, clr }} \in \mathcal{R}^{2}, y_{\text {new }_{c} l r} & =\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} B_{c l r}+\bar{y}_{c l r}= \\
& =\frac{1}{2}\left[\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b_{\text {alr }}+\bar{y}_{\text {alr }}\right. \\
& \left.-\left(x_{\text {new }}-\bar{x}\right)^{\top} L_{\text {scaling }} b_{\text {alr }}-\bar{y}_{\text {alr }}\right]= \\
& =\frac{1}{2}\left[\begin{array}{ll}
y_{\text {new,alr }} & -y_{\text {new, }},
\end{array}\right]
\end{aligned}
$$

Indeed, we have

$$
\begin{aligned}
& =\left[\begin{array}{ll}
\frac{1}{1+e^{-y_{\text {necu,alr }}}} & \left.\frac{e^{-y_{\text {newolatr }}}}{1+e^{-y_{\text {neve,lr }}}}\right]=a l r^{-1}\left(y_{\text {neve,alr }}\right)
\end{array}\right.
\end{aligned}
$$

## B. 3 Properties of the Aitchison geometry on the simplex

The simplex $\left(\mathcal{S}^{G}, \oplus, \odot\right)$ with the perturbation operation and power transformation is a vector space; therefore the following holds:
$\left(\mathcal{S}^{G}, \oplus\right)$ has a commutative group structure, that is for $x, y, z \in \mathcal{S}^{G}$ the following properties hold:

1. Commutative property: $x \oplus y=y \oplus x$
2. Associative property: $(x \oplus y) \oplus z=x \oplus(y \oplus z)$
3. Neutral element: $n=\mathcal{C}[1,1, \ldots, 1]=\left[\frac{1}{G}, \frac{1}{G}, \ldots, \frac{1}{G}\right]$ ( $n$ is the barycenter of the simplex and it is unique)
4. Inverse of $x: x^{-1}=\mathcal{C}\left[x_{1}^{-1}, x_{2}^{-1}, \ldots, x_{G}^{-1}\right] ; x \oplus x^{-1}=n$

For the power transformation, given $x, y \in \mathcal{S}^{G}, \alpha, \beta \in \mathcal{R}$ :

1. Associative property: $\alpha \odot(\beta \odot x)=(\alpha \cdot \beta) \odot x$
2. Distributive property 1: $\alpha \odot(x \oplus y)=(\alpha \odot x) \oplus(\alpha \odot y)$
3. Distributive property $2:(\alpha+\beta) \odot x=(\alpha \odot x) \oplus(\beta \odot x)$
4. Neutral element: $1 \odot x=x$.

## B. 4 Inner product, norm and distance

To get a linear vector space structure, the following inner product, norm and distance are defined:

- Inner product of $x, y \in \mathcal{S}^{G}$ :

$$
\begin{equation*}
\langle x, y\rangle_{a}=\frac{1}{2 G} \sum_{i=1}^{G} \sum_{j=1}^{G} \ln \frac{x_{i}}{x_{j}} \ln \frac{y_{i}}{y_{j}} \tag{B.2}
\end{equation*}
$$

- Norm of $x \in \mathcal{S}^{G}$ :

$$
\begin{equation*}
\|x\|_{a}=\sqrt{\frac{1}{2 G} \sum_{i=1}^{G} \sum_{j=1}^{G}\left(\ln \frac{x_{i}}{x_{j}}\right)^{2}} \tag{B.3}
\end{equation*}
$$

- Distance between two compositions $x, y \in \mathcal{S}^{G}$ :

$$
\begin{equation*}
d_{a}(x, y)=\|x \ominus y\|_{a}=\sqrt{\frac{1}{2 G} \sum_{i=1}^{G} \sum_{j=1}^{G}\left(\ln \frac{x_{i}}{x_{j}}-\ln \frac{y_{i}}{y_{j}}\right)^{2}} \tag{B.4}
\end{equation*}
$$

When referring to $\left(\mathcal{S}^{G}, \oplus, \odot\right)$ as an Euclidean linear vector space, we can call it Aitchison geometry on the simplex.


[^0]:    ${ }^{1}$ As the Principal Component Analysis does, more about this in 3.1

[^1]:    ${ }^{2}$ The $Q^{2}$ represents the goodness of prediction of a model and it is calculated as the $R^{2}$ but using the validation data or cross-validation

[^2]:    ${ }^{3}$ Recall that using PLS the $X$ matrix can be decomposed as $X=T P+E_{A}$

[^3]:    ${ }^{4}$ That can be found e.g. by running a PLS algorithm before the application of the IDA

[^4]:    ${ }^{5}$ Recall that $W^{*}=W\left(P^{\top} W\right)^{-1}$ is a transformation of the weight matrix $W$ that allows to write the latent scores as a function of the original variables, i.e. $T=X W^{*}$

[^5]:    ${ }^{1}$ The $w_{h}$ weight vector is the $h^{\text {th }}$ eigenvector of $X^{\top} X$

[^6]:    ${ }^{2}$ When multicollinearity affects the data, the OLS estimates of the regression coefficients tends to be very imprecise since they are characterized by high variance

[^7]:    ${ }^{1}$ Each variable of the dataset is standardized, subtracting the mean of that variable and dividing by its standard deviation

[^8]:    ${ }^{2}$ An example with three classes is shown since two predictive component are sufficient to discriminate between three classes and so they are easy to represent in a 2 D plot

[^9]:    ${ }^{3}$ There is no particular reason why the columns that do not carry information are two, another number could be used

[^10]:    ${ }^{4}$ In contrast to what happens for the methods outlined in 4.1 that fit the Gaussian distributions on the calculated value in the training phase and then classify using a threshold, with the risk of having not assigned samples

[^11]:    ${ }^{1}$ Maximization of covariance between the scores in the $X$ and $Y$ spaces

[^12]:    ${ }^{2}$ At the beginning of the algorithm, $f_{i}$ is exactly $y$

[^13]:    ${ }^{3}$ Since for $j<i$ we have $E_{i-1}=Z_{i} \hat{Q}_{t_{j}} E_{j-1}$, then, $w_{j}^{\top} w_{i}=w_{j}^{\top} E_{i-1}^{\top} c_{i}=w_{j}^{\top} E_{j-1}^{\top} \hat{Q}_{t_{j}} Z_{j} c_{i}=$ $t_{j}^{\top} \hat{Q}_{t_{j}} Z_{j} c_{i}=0$; for $j=i$, we have $w_{j}^{\top} w_{i}=w_{i}^{\top} w_{i}=1$

[^14]:    ${ }^{1}$ Since $y$ and its permutations are binary vectors, also the Tanimoto coefficient can be used to calculate the correlation. Given two vectors $a, b \in \mathcal{R}^{N}$, the Tanimoto coefficient ranges from 0 to +1 ( +1 is the highest similarity) and it is computed as:

[^15]:    ${ }^{2}$ PLS is used for the class separation and Linear Discriminant Analysis for the classification
    ${ }^{3}$ It has already been proved that the weight vectors are the same for all the three transformations, so it clr can be replaced also by ilr or alr

[^16]:    ${ }^{4}$ A sample that is assigned to class 1 with $\epsilon \in\left(0, \frac{1}{2}\right)$ is predicted as 0 with $\epsilon \in\left(\frac{1}{2}, 1\right)$ and viceversa

