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“AS THIS WAVE FROM MEMORIES FLOWS IN, THE CITY SOAKS IT UP LIKE A SPONGE AND
EXPANDS. A DESCRIPTION OF THE CITY ASITISTODAY SHOULD CONTAIN ALL THE CITY’S
PAST. THE CITY, HOWEVER, DOES NOT TELL ITS PAST, BUT CONTAINS IT LIKE THE LINES
OF A HAND, WRITTEN IN THE CORNERS OF THE STREETS, THE GRATINGS OF THE WIN-
DOWS, THE BANISTERS OF THE STEPS, THE ANTENNAE OF THE LIGHTNING RODS, THE
POLES OF THE FLAGS, EVERY SEGMENT MARKED IN TURN WITH SCRATCHES, INDENTA-
TIONS, SCROLLS.”

— ItaLo CALVINO, INVISIBLE CITIES
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Abstract

The project outlines the construction of an artificial intelligence (AI) that - using data from crowd-source portals
- detect potential alternative localities to the most famous tourist destinations. The goal is double: to reduce over-
tourism inside the bigger cities and to promote nearby rural areas.

In the introduction, we present the main ideas and key concepts of the project. We also explain the main assump-
tions of the ideas and how they can impact the final results.

In the second chapter, “Technical Part”, we present the codes used for each step along with a detailed description.
Starting from freely available dataset, we create a pipeline with a series of manipulations that allow us to create ar-
tificial intelligence. Based on that, we first try to use simple models and then we slowly progress towards more
complex ones like ensemble models.

The goal is to find the most interesting areas inside the region analyzed. This can be done by using clustering
analysis on the best-perfoming zones.

In the third chapter, “Social Part”, we explain the different criteria for the analysis of the outputted clusters
from the technical part. By considering the different stakeholders point of views and presenting the work under
different lights, it’s possible to slowly discard non-interesting candidates. The goal of the analysis is to choose the
at most 2-3 candidates to promote to the general public, especially outbound tourists.

In the fourth chapter, “Case Studies”, we take three hypotetical scenarios: Venice, Amsterdam, and Barcelona.
We apply a streamlined version of the pipeline built for the social part to each of them and we briefly discuss the
results. For Venice, the final candidates are: San Dona del Piave, Mirano, and Conegliano. For Amsterdam, they
are Gouda and Heemskerk. For Barcelona, they are: Matard and Villanova y Geltrt.

For each of them, we analyze the maps outputted from the pipeline, the major trends, and the assumptions
underlying the best performing model.

Finally, the conclusion wrap up all the work and highlight the most important points to the reader.
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Introduction

1.1  THEPROBLEM

Many of the biggest cities in Europe suffer from the overtourism problem [1]. Even in Italy, it’s easily visible in
cities like Turin, Rome, Milan, and Naples. Some of them started to take active measure to limit the phenomenon
[2]: in Venice, starting from October 2022, it will be mandatory to book the visit to the city [3] while in Florence,

a portion of the Uffizi collection has been re-distributed to their original towns to promote rural tourism [4].

Essentially, overtourism can be defined as “the impact of tourism on a destination, or parts thereof, that excessively
influences perceived quality of life of citizens and/or quality of visitor experiences in a negative way” [s]. Starting
from the definition, it’s already possible to assess the breadth of the problem: it involves the social, economical,
cultural and environmental spheres [6]. The phenomenon is widely spread: around one every four tourist felt
that their destination had been “overcrowded” and for almost 10% of them the trip was negatively impacted by

too many people [7].

With the raise of the cultural and environmental awareness, many governments are taking measures - some-
times extreme ones like in Barcelona, Venice and Amsterdam [8] - to reduce the phenomenon. There are several
factors to take into account: the recent changes in the tourism industry due to the Covid-19 [9], the gas/oil market

fluctuations and the increasing efficiency of the logistic/transport industry.

The travel sector is lagging behind when it comes to the sustainability goals [10], especially when it comes to the
cruise ship travel and the coastal cities. But, with the advent of the digital innovation, it may possible to optimize

and track several key resources [11].



Tourism densily

m in EU28

Ot \.\
rI Average daily presence
| ! of fourists in
(j A August
21100
z y / 1 101-150
. / [ 151300
i _ 01 - 500
¢ 601 - 1000
1001 - 1500
1501 - 3000

3001 - 6000
= 0000

1 =

EC-JRC 2007

Figure 1.1: Tourism Pressure in Europe

Also, it’s worth noticing that there is a raise in a more “conscious” type of travel, especially among the new
generation, and the consequent born of specialized travel agencies.

On the other side, there is a wealth of “hidden treasures” near the affected cities: it’s only natural that smaller
cities developed in a similar way to the main one, just on a different scale.

The economical and social promotion of rural areas is an evergreen challenge to every government. To solve
the problem, obliviously, is not easy, but it can be done by integrating them inside wealthy realities.

It goes without saying that the correct input can improve the life of the residents in several ways, not just the

social/economical one.



1.2 THE APPROACH

In order to understand the problem from different points of view, a deep research on the scientific literature and
the divulgative literature was the first step. Just recording a series of fact didn’t seem to deliver the full picture,
so we created a graph for each activity/stakeholder/goal and used the edges to describe the relationships between

each node. The resulting image give back a clear picture of the phenomenon:

@ Volunteers

O e @ R&Eubtive Structures
——@Athletes

o~ / = . »
. 7 ' '® Entartainement Companies

@ Local Influencers

® Specizlized Socizl Media

® \Volunteer Organizations

s and/Art Galleries

Lseum I
o @ Foundations
Zatjons

@ Art Shops

o SagpsMedia

is' &Toumsm P?{,ES ’;‘ | FE.‘.U: N

7@ Jobrowth r /
e /

@ Research Institutes

— @ TouchPoints O tificiaNgt!

AN

® Transport Companies

Dynamic Maps

Figure 1.2: Exploratory Graph

Building and reading the graph was the first approach used in the project to be sure that important elements
weren’t left out.

The node’s dimension is proportional to his degree, the edge’s thickness is proportional to the estimated
strength of the relation, and the color of each element show the different category.

We can immediately see that the public administrations and the tourists play central roles, but we can also notice
that activities (nodes in light pink) like regular touch points and thematic content may be extremely helpful.

Finally, we can spot — in the top-left side of the graph — a particularly crowded area: it comprises elements

regarding the different size of the cities and social goals like welfare. It makes sense to have such a dense elements



group thinking about how correlated are to each other.
The graph is freely accessible at the link:
https://legacy.graphcommons.com/graphs/2e67f653-29a9-4ca4-b6d1-ble4381379fc

1.3 THE SOLUTION

The project revolves around the idea of “channeling” the excessive tourism from the bigger cities to the near
- rural - towns. This way, the main city is somewhat relieved of a portion of that pressure, and the near towns

have new economic inputs and the opportunity to increase the welfare of the residents.

To create a proof of concept (PoC), a mixed approach is required: the technical part will use Data Science to
ingest data and to select a list of potential “candidates” areas, while the social part will use methods typically be-

longing to Business Administration for selecting the most promising cities.

The evaluation will be done by taking into account several factors: security, accessibility, logistics, culture,
entertainment industry, and nature. The areas that perform better in these areas will be first selected by the AI

and then evaluated in the second part of the process.

The end results it’s a portfolio of 2-4 cities that have high - unexpressed - tourism potential with a list of the
main attractions to promote. In a practical scenario, these results should be shared with key stakeholders like
travel agencies, public administrations and local organizations in order to start a conversation about the potential

collaborations and activities to fund.

1.4 KEY ASSUMPTIONS

Assumption #1: IF a city is rich from a cultural and environmental standpoint THEN it’s probable that the

towns near it will be rich, to some degree, in the same way

Assumption #2: IF a town/city has many cultural and environmental point of interest THEN it has high touris-

tic potential

Assumption #3: IF all the major obstacles (security, accessibility, transport) are removed AND the nearby town

is correctly promoted by the central city THEN more tourists will visits the nearby town

Assumption #4: Atleast a portion of the tourists treasure the city they’re visiting enough so that they are open

to explore other parts of the area to preserve the cultural and natural heritage


https://legacy.graphcommons.com/graphs/2e67f653-29a9-4ca4-b6d1-b1e4381379fc

1.5 KEYIDEAS

Crowd-gathered Data: The project uses data from OpenStreetMap, a community of people that create, share
and keep updated geo-spatial linked information from the entire planet.

The dataset are available to download and free to use.

Artificial Intelligence: AI will be used to detect high-potential areas that can are ready to receive additional
touristic fluxes. Butit’s not enough: to effectively discern between a good candidate and a bad one, there must be
amanual verification that takes into account historical precedents, reviews, distance from the main city, feasibility

of the travel and other region-specific problems.

Starting Point: The project itself is only a starting point for a conversation that should happen between dif-
ferent stakeholders (public administration, local organizations, and travel agencies for example) in order to create

a well-coordinate effort - and a receiving system - for the new touristic flux.






Technical Part

2.1 GENERAL APPROACH

The approach was mainly developed using freely accessible datasets and tools.

The first problem we encounter is the fact that it’s difficult to find comparable information about every single
point in a region. Also, it’s even more difficult to find data about different social aspect of every point in a region.

The only data source that is both curated and freely available is, to this day, OpenStreetMap. It follows that the
majority of the technical part was developed based on the data available.

Most of the technical part, in fact, is focus on extrapolating the right kind of data from the raw datasets and
visualizing it. The data science part is present, much like the real-world scenarios, only in the last steps of the
workflow.

The code is freely accessible at the link:

https://github.com/gabrielecarbone/overtourism

2.2 IMPORTING THE DATASET

The first step is, obliviously, importing the dataset.

It’s easier said than done: while dealing with geo-spatial data it’s not strange to have different gigabytes of data at
once, even for small regions. In order to avoid excessive loads on the (freely available) servers, the OpenStreetMap
team has put in place several types of download limits.

In the end, to access the data is necessary to use third-party organization that bulk-download these data and
make them readily available online.

The most famous source is GeoFabrik: https://download.geofabrik.de


https://github.com/gabrielecarbone/overtourism
https://download.geofabrik.de

After selecting the region of interest, it’s possible to choose between several different format. The most flexible
type of download is the ”.shp.zip” type: it allows you to download the information separated in several - smaller -

files that you can read one by one using any programming language you prefer.

GeoFabrik divides the information about an area in several - smaller - categories:

Name Brief Description

Buildings Contains information about every kind of building not included in the fol-
lowing categories.

Landuse Contains information, mainly areas, about the use of certain land types (grass,
residential, commercial, and so on).

Natural Contains information about everything related to the natural and biological
world, excluded the marine one.

Places Contains information about the type of areas contained in the dataset. For
example, you can find out if an area is an island or a farm or an hamlet.

Places of Worship Everything related to religion (churches, sanctuaries, monasteries)

Places of Interest Very broad category containing all the usual place of interest. In this files, we
can also find information related to the tourism sector.

Railways Information about train stations, stops and level passages.

Roads Information about primary and secondary streets.

Traffic Usually, it contains additional roads information like motorway junctions,
traffic signals or crossings.

Transport Everything related to the public transport - excluded the railways.

Water Geographical information about water, wetlands, glaciers and riverbanks.

Waterways Specific information regarding water bodies that can be used for navigation

Table 2.1: GeoFabrik DataSet Division by Categories

Depending on the area, the relative dimension of each dataset can vary a lot, with some files being still to big

to be manipulated on a normal computer.

Finally, unzipping the download, we’ll find several data types:

* .cpg: Files with this extension contains, usually, raster images. They are used to add satellite photos to the

map visualizations.

* .dbf: Thisis one of the most important files. It contains information about the point of interest of the area
downloaded (streets, statues, houses, parks, and so on) together with the personal classification system of
OpenStreetMap (“fclass™).

* .prj: It’s a simple text file that contains the coordinate system and the projection information.

* .shp: ShapeFiles are used to describe vectors (points, lines and areas) using coordinates. Together with
the .dbf files, they are the most important for our analysis.



* .shx: File containing shapes or fonts compiled by AutoCAD.

During the project, we will use only the .dbf and the .shp files: we will leave the project part to the data visual-
ization online software, Carto.
This allows us to work with fewer files and delegate the project part to a second moment, when the files will be

already cleaned and easier to manipulate (given the average dimension of the file).

To work with the files, we will need a couple of standard libraries, like Os and GeoPandas (a custom version
of Pandas, specifically designed to handle geo-spatial data), plus a dedicated library called “simpledbf”. The for-
mer one is essential to open the bigger .dbf files because it’s optimized to do so, the integrated GeoPandas function

require too many resources.

import os
import geopandas as gpd
from simpledbf import Dbf5

Next, we simply import the file list:

input_path = '../000-download_dbf/'
file_list = os.listdir(input_path)

And, we read each .dbf file in the uncompressed folder:

df_dict = {}

for file_name in file_list:
if file_name[-4:] == '.dbf':
dbf_path = dnput_path + '/' + file_name
dbf = Dbf5(dbf_path)
df = dbf.to_dataframe()
df_dict[file_name] = df
print('Importing DataFrame: ', file_name[:-4], ' of shape ', df.shape)

After being read, a new entry to the dictionary is added using, as the key, the name of the file and, as the value,
the information contained in it.
We also add a ”print” statement to check on the execution of the cell, because the biggest files can require several

minutes to read and import.

2.3 ADDING THE COORDINATES

At this point, we’ve imported only the point of interested wzthout the coordinates.

To import them, we need to use GeoPandas:



for df_name, df in df_dict.items():
print('Starting finding coordinates for ', df_name[:-4], ' of shape ', df.shape)

shp_path = {dinput_path + '/' + df_name[:-4] + '.shp'
shp_series = gpd.read_file(shp_path)

centroids = shp_series.centroid

df['lon'] = centroids.geometry.x

df['lat'] = centroids.geometry.y

print('Added coordinates to ', df_name[:-4], ', now shape is ', df.shape )

In this short piece of code, we can see that we first import the files by selecting only the names that ends with

“.shp”, then we read them with GeoPandas.

At this point, we compute the centroid of every element present.

This makes easier to compute a couple of steps down the workflow. For example, it solves the problem to assign

an area to a cell of the map if the area overlap many cells.

In general, there are three data types inside OpenStreetMaps databases: points, lines and areas. Using the cen-

troid function reduce everything to the point data type.

Finally, we add the longitude and the latitude of the centroid to the already existing dataframe.

This process is done for every dataframe present in the dictionary previously created.

As always, there are a couple of print statements to check on the status of the execution.

We conclude this section by saving the dataframes into .csv files:

os.makedirs('coordinates/', exist_ok=True)

for df_name, df in df_dict.items():
file_name = 'coordinates_' + df_name[:-4] + '.csv'

df.to_csv('coordinates/' + file_name)

The code is easy to follow: we first check that the destination folder exists (and, if not, we create it). After that,
we create the new filename - which is essentially the same name of the other files with the extension being “.csv”

instead of “.shp” or “.dbf” - and then we export them using the integrated GeoPandas method “.to_csv”

I0



2.4 CLEAN THE DATASET

This is the crucial step for the entire technical part: cleaning the datasets the right way means to be able to manip-
ulate them.
First of all, it’s necessary to assess the information available now. At this point, the dataframes contain the

following features:

Feature Description

osm_id A unique identifier assigned to each observation
code  The category code
flass  The main category of the observation
name The name of the observation (not always present)
type  The specific category of the observation (not always present)
lon  Longitude of the observation

lan  Latitude of the observation

Table 2.2: Dataset Features before the Cleaning Step

The key information, for this step, is the second feature - code -, because with a single number supply both
general and particular categorization of the observation.

From the OpenStreetMap guidelines [12], we can see that the first digit already carry general-type information:

Digit Description

1 Places

2 Point of Interest
3 Places of Worship
4 not-used

5 Roads

6 Railway Stations
7 Landuse

8 Waterways

9

not-used

Table 2.3: Meaning of the First Digit in the OpenStreetMap Classification System

GeoFabrik does not offer a file containing the code and the relative description for their system. A .csv file was

manually redacted for the project by starting with the documentation available online.
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After that, it was assigned a macro-category to each code: accessibility, art, entertainment, security, nature,

sport, tourism, transport.

By assigning these macro-category directly to the code, we can indirectly classify each observation in the database.

2.4.1 CREATION OF THE FILTER DATABASE

We start by importing the .csv file containing all the GeoFabrik categories into a variable called “filter_df”.
filter_df = pd.read_csv('categories.csv', sep = ';', encoding = "IS0-8859-1")

Here, it’s important to notice the additional parameter to the “.read_csv” function: both the “;” separator and

the ISO-8859-1 are typical setting of .csv created with Microsoft Excel.

filter_df = filter_df.loc[~filter_df.SELECT.1isna(),
['"SELECT', 'Geometry Code', 'Layer', 'fclass']]

filter_df['Geometry Code'] = filter_df['Geometry Code'].str.strip('0")

We remove, from the filter dataframe, rows that may be void and we select only the significant features.

We also remove the leading and trailing zeroes from the “Geometry Code” feature. This step will be crucial in

the next steps, because it allows us to discriminate between different codes based on their length.

granularity = 4 - filter_df['Geometry Code'].str.len()

multiplier = 10 *x granularity

We can now create a new variable — granularity --, based on the length of the geometry code. The variable
will have maximum value of 3 for code of length 1 and minimum value of o for code of length 4. Remember that
the longest codes are composed of 4 digits.

This means that the granularity will be higher for codes that are less “specific” and lower for codes that are more
specific.

Combined with the “multiplier” variable, defined immediately below, we can obtain a list of number that —
multiplied by the geometry code — give us a 4 digit code. So, for example, 44 will become 4400 because it will have
a granularity of 2 and a multiplier of 10% = 100.
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FOCUS: Why having the same length is important?

To ensure consistency with the geometry codes.

These kind of manipulations guarantee us that all the code will have 4 digits and that every single value
between them will be matched. Using directly the codes of the documentation leaded to a very poor
match because most of the observations were in the middle of two categories and couldn’t be matched
with either one.

Following the computations, the next piece of code will create an interval for each geometry code. The

interval will vary in span, depending on the granularity of the source code.

filter_df['Geometry Code'] = filter_df['Geometry Code'].astype(int)
codes = filter_df['Geometry Code']

filter_df['low_threshold'] = multiplier x codes
filter_df['high_threshold'] = multiplier x codes + (multiplier - 1)

First, we enforce the integer type over the feature. After that, we create the low threshold of the interval using
simply the computation seen a couple of paragraphs ago. After that, for the high threshold, we use exactly the
same computation but we add a quantity based on the granularity in order to reach the next low threshold.

Continuing the previous example of 44, the low threshold would be 4400, while the high threshold would be
4400 + 100 — 1 = 4499. For a geometry code of 3, the low threshold would be 3000 while the high threshold
would be 3000 4+ 1000 — 1 = 3999 and so on.

filter_df['fclass'] = filter_df['fclass'].fillna(filter_df['Layer'])
filter_df['granularity'] = granularity

filter_df = filter_df.sort_values(by=['granularity'])

We fill the NaN of the “fclass” feature by using the layer feature and we order the dataframe by granularity: the
first rows will be the more specific ones (like 2601) and the last rows will be the more general (like 3).

The order_by command is important because it will influence the behaviour of the search function of the
next steps. By putting the more specific categories first, and taking the first match, we ensure that the algorithm

search first for the more specific categories and then for the more general ones.
filter_df_to_dict = filter_df[['fclass', 'low_threshold', 'high_threshold']]
filter_df_to_dict.drop_duplicates(subset = ['fclass'], inplace = True)

Next, we create a new variable that contains only the classes and the thresholds. We also remove occasional

duplicates.
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filter_df_to_dict.index = filter_df_to_dict.fclass
filter_df_to_dict.drop('fclass', axis = 1, inplace = True)

filter_dict = filter_df_to_dict.to_dict('index"')

We set the “fclass” feature as the index and drop it from the columns.

Finally, we create a dictionary using the rows by specifying the “index” in the .to_dict method.

2.4.2  APPLYING THE FILTER DATASET TO THE GEOFABRIK DATASETS

We start by importing the file path that contains all the dataframes with the coordinates and the .csv file created

to filter the observations.

path = '../010-add_coordinates/coordinates/'

file_list = os.listdir(path)
Next, using a for cycle, we iterate through all the datasets in the folder and we assign them the class.

filtered_df_dict = {} # Initialize Dictionary
for df_name, df 1in df_dict.items():
df['fclass'] = 0 # Create the fclass Feature
for fclass, value_dict in filter_dict.items():

df.loc[(df.code >= value_dict['low_threshold']) &
(df.code <= value_dict['high_threshold']), 'fclass'] = fclass

final_df = df.merge(filter_df[['fclass', 'SELECT']],

on = 'fclass', how = 'left')
final_df = final_df.drop_duplicates()
final_df = final_df[final_df.fclass != 0]

filtered_df_dict[df_name] = final_df

In the first cycle, using the “.items()” method, we can extract at the same time both the key and the values of a

dictionary. We create, for each dataset, the “fclass” column.
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For each dataset, we use the same method/strategy to extract the “fclass” and the corresponding value.

The first command, inside the second “for” loop, essentially take all the observations that fall inside that fclass
threshold and assign them the corresponding fclass. For example, all the observation with fclasses like 2401, 2406,

2421 will have their fclass value changed from o to — respectively — “hotel”, “chalet”, and “shelter”.

The second command, the merge, is used to add the macro-category — the feature “SELECT” on the filter_df -
to the dataframe elaborated. By selecting the left join, we ensure that no observation is lost in the process.
As always, we drop the duplicates and the values that didn’t matched. We repeat this process for every class

on the filter_df and we end it by entering the dataframe name and their values to the initialized dictionary: fil-

tered_df dict.

for df_name in filtered_df_dict.keys():
print('DATAFRAME NAME: ', df_name)
print('ORIGINAL DATAFRAME SIZE: ', df_dict[df_name].shape)
print('FILTERED DATAFRAME SIZE: ', filtered_df_dict[df_name].shape)

To check the output of the previous chunk of code, we can print the original size and their filtered one. If the

code works, most of them should have less rows and one column more (“SELECT?”, the macro-category).

2.4.3 REMOVING THE OBSERVATIONS WITHOUT NAME

It’s also possible, altough not recommended, to remove the observations without a proper description/name.
completed_df_dict = {}
for df_name, df in filtered_df_dict.items():

completed_df_dict[df_name] = df[~df.name.isna()]
completed_df_dict[df_name] = df

This piece of code is relatively easy to explain: it just take each — filtered — dataframe, remove all the observa-
tion that return “True” to the .isna() method and create a new key and value in the initialized dictionary: “com-

pleted_df_dict”.

2.4.4 EXPORTING THE CLEANED DATASETS
Finally, we can export the datasets with the same method used while we added the coordinates:

os.makedirs('filtered/', exist_ok=True)
for df_name, df in completed_df_dict.items():

file_name = 'filtered_' + df_name[:-4] + '.csv'

df.to_csv('filtered/' + file_name)
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2.5 FEATURE ENGINEERING

For the central part of the technical section, we will discuss each step in depth. The first sections will be dedicated
to the exploration of the dataset through the Exploratory Data Analysis (EDA) and the Feature Engineering. After

that, there will be a section dedicated to the building of the first models and then a possible expansion of them.

2.5.1 MERGING THE DATASETS

Linked to the last step of the cleaning part, the first thing is to merge all the cleaned dataset:
path = '../020-clean_dbs/filtered/'

file_list = os.listdir(path)
columns_to_keep = ['osm_id', 'code', 'fclass', 'name', 'lon', 'lat', 'SELECT']
dfs = []

for filtered_df 1in file_list:
df = pd.read_csv(path + filtered_df)
dfs.append(df[columns_to_keep])

We select only some of the columns to reduce, whenever possible, the dimensions. Even filtered, the dataset
for Venice — for example — was more than 2,5 millions of observations.

In this case, we are directly removing the index feature, which is simply a progressing number starting from

merged_df = pd.concat(dfs)
merged_df.to_csv('0. merged_df.csv')

Having all the dataframe in a list, we can simply cast the function “pd.concat” and pass the list as parameter to
vertically merge all the dataframe inside the list.

We can then export the final list into a .csv file.

FOCUS: Why constantly exporting and importing the dataframes?

This practice allows the workflow to be broken in several notebooks and the results to be saved several
times. In this way, it’s possible to increase the interactivity of the project because it’s easier to export the
results at a pre-determined step in the process and it’s also easier to edit that step.

On GitHub, it’s possible to see a very similar way to organize the files because it allows many different

users to edit the project without having to deal with a single, incredibly large, piece of code.
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2.5.2 SETTING THE PARAMETERS

After the re-importing of the dataframe, we select the area we want to analyze:

lon_min, lon_max = 11.5, 13
lat_min, lat_max = 45, 46

df = df.loc[(df.lon >= lon_min) & (df.lon <= lon_max)]
df df.loc[(df.lat >= lat_min) & (df.lat <= lat_max)]

Essentially, in this passage we “cut” a rectangle on the area we are analyzing by removing all the observations
that didn’t have the coordinates inside the parameters we defined.
This is a crucial passage because, in many ways, analyzing even a fraction of the GeoFabrik dataset would be

too much without professional-grade computers/servers.

n_rows, n_columns = 200, 200

lat_min, lat_max = df.lat.min(), df.lat.max() # rows

lon_min, lon_max = df.lon.min(), df.lon.max() # columns

To make the computation and the comparisons easier, we divide the grid into cells. For most cases, a number
of cells between 100 and 300 is enough.

By knowing the wanted minimum/maximum of the coordinates and the total number of cells, it’s possible to
compute the same information in relation to the dataset. This way, we can further restrict the area of our search
by removing all the space without observations.

In this phase, we also compute a couple of useful statistics on the coordinates: the difference between the

minimum and the maximum, and the step size.

diff_lat = lat_max - lat_min

diff_lon = lon_max - lon_min

step_lat = diff_lat / n_rows

step_lon = diff_lon / n_columns
We also prepare a variable with all the macro-categories present and choose the starting coordinates:

categories = df['SELECT'].drop_duplicates().to_Llist()

starting_point_lat, starting_point_lon = lat_min, lon_min

The starting coordinates are the first elements we need to set in order to choose a direction for the future loops.

In fact, they regulate the next chunk of code:

# Setting latitude vertices of the cell
bbox_lat_min = starting_point_lat
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bbox_lat_max = starting_point_lat + step_lat

# Setting longitude vertices of the cell
bbox_lon_min = starting_point_lon

bbox_lon_max = starting_point_lon + step_lon

2.5.3 FRoM TABLE TO GRID

In this step, essentially, we are defining the vertices of the first cell to analyze in the “for” loops. We begin with
the starting coordinate and then add the step-size.
Then, we transform our dataset of points into a grid with values based on their macro-category. To do so, we

need to iterate first through the rows and then through the cells. This is the first loop:

for row 1in range(n_rows):
bbox_lon_max = starting_point_lon

bbox_lon_min = starting_point_lon + step_lon

row_df = df.loc[(df.lat > bbox_lat_min) & (df.lat <= bbox_lat_max), :]

As we can see, we reset the starting point to the starting longitude to each iteration, and we take only the subset

of observations that are inside that row. This is the second loop, dedicated to the columns:

for column in range(n_columns):
cell_df = row_df.loc[(row_df.lon > bbox_lon_min) &
(row_df.lon <= bbox_lon_max), :]

cell_name = 'R' + str(row + 1) + 'C' + str(column + 1)
cell_values = [row + 1, column +1,
bbox_lat_min, bbox_lat_max,

bbox_lon_min, bbox_lon_max]

Much like before, from the “row” select we select only the column that we want, creating a cell. We save the
coordinates and the row/column number inside a list. We proceed by counting the values inside each cell, for each

macro-category:

for category in categories:

try:
count = cell_df.SELECT.value_counts()[category]
cell_values.append(count)

except:

cell_values.append(0)
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In this chunk of code, we need to use control flow because there may be a situation where there is not a
single observation that fall inside a category. This is a real risk especially for macro-categories that usually have less
observations like “accessibility” and “security”.

We close the column loop:

result_log[cell_name] = cell_values

bbox_lon_min = bbox_lon_max

bbox_lon_max += step_lon

We create a new entry in the result dictionary by using the cell name and values defined previously. We also

advance of on step in the process.

bbox_lat_min = bbox_lat_max

bbox_lat_max += step_lat
Similarly, we close the row loop by advancing of one step. This is the full cycle:

for row 1in range(n_rows):
# reset starting point of the column axis
bbox_lon_max = starting_point_lon

bbox_lon_min = starting_point_lon + step_lon

row_df = df.loc[(df.lat > bbox_lat_min) &
(df.lat <= bbox_lat_max), :]

for column in range(n_columns):
cell_df = row_df.loc[(row_df.lon > bbox_lon_min) &

(row_df.lon <= bbox_lon_max), :]

cell_name = 'R' + str(row + 1) + 'C' + str(column + 1)
cell_values = [row + 1, column +1,
bbox_lat_min, bbox_lat_max,

bbox_lon_min, bbox_lon_max]

for category in categories:

try:
count = cell_df.SELECT.value_counts() [category]
cell_values.append(count)

except:

cell_values.append(0)
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result_log[cell_name] = cell_values

bbox_lon_min = bbox_lon_max

bbox_lon_max += step_lon
bbox_lat_min = bbox_lat_max
bbox_lat_max += step_lat
Finally, we import the results into a Pandas DataFrame:

result_df = pd.DataFrame(result_log).T

result_df.columns = ['row', 'column',
'"lat_min', 'lat_max',
'"lon_min', 'lon_max'] + categories

We rename all the columns at once by using a list containing the coordinate data and the name of all the cate-
gories.

As always, we export the dataframe into a .csv file, while removing the cells that have o in every class:

filtered_df = result_df[result_df[categories].T.sum(0) != 0]
filtered_df.to_csv('l. filtered_df.csv')

2.5.4 EXPLORATORY DATA ANALYSIS
We import the filtered dataframe and compute basic statistics on it:

df = pd.read_csv('l.filtered_df.csv')

df.describe()

The describe method compute and return a list of statistics for each feature of the dataset:

Statistic Description

count # of non-NaN values

mean The mean of the feature’s values
std The standard deviation of the feature’s values
min The lowest value of the feature

25% The first quartile’s value

50% The median value

75% The third quartile’s value

max The highest value of the feature

Table 2.4: Statistics computed by the Pandas “describe” method
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Then, we begin by assessing the quality of the data by visualizing it. We start by initializing a NumPy matrix:

viz_matrix = np.zeros([int(df.row.max()), int(df.column.max())])

values = df.iloc[:, 6:].sum(axis = 1).to_list()

rows = df.row.to_list()

columns = df.column.to_list()

The dimension of the matrix initialized is directly proportional with the number of cells we set as a parameter.
It’s clear that, the bigher the number of the cell the bigher the computational complexity and the lower will be the
average number of values inside each cell (the same observations will be split in more cells).

We also take the sum of the aggregate values in the macro-categories, for each cell. This way, we can see how

many point of interest there are inside each cell of the region analyzed.

for value, row, column in zip(values, rows, columns):

viz_matrix[int(row) - 1, int(column) - 1] = value

We add each value to the corresponding cell. Next, we normalize the matrix to reduce the noise provoked by
the outliers. Furthermore, we outright remove the top and bottom 1%.
The normalization procedure consist in two operations:
* Compute the mean and the variance of the entire dataset
* Remove the mean from every observation in the dataset

* Divide the result by the variance

There are several reasons to do so, but the most important one is that it makes easier for comparisons between

different dataset. The most common mathematical form that the standardization operation has is the following:

(2.1)

Where Z is the standardized form, X is the array of values to standardize, g is the mean of the observations, and
o is the the standard deviation of the observations.

Before normalization, it’s a common practice to remove the outliers. There are several methods and thresholds,
but we use one of the easiest: the 1% and 99% percentiles. This means that every observation that has values higher
than 99% of the other observations gets “lowered” to the 99% percentile value. The contrary is true for the 1%.

The quantile of a distribution is defined as [13]:

Q(p) = F ' (p) = inf{x: F(x) > p}, with0<p<1 (2.2)

Where p is the probability we want to obtain (from o to 1) and F(x) is the distribution function. Essentially,
the quantile is the value for which the probability to extract the same value or higher from the distribution F(x)
is equivalent to p.

This step is fundamental for this use case: given that we will analyze international tourist destinations, it’s

probable that we will have extreme outliers with regard to the different kind of features and they can jeopardize
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the process. Often, if we skip the step, we will create maps that will be very colored in the correspondence of the

outlier and almost transparent/blank in every other area.

# Standardize Matrix

viz_matrix_normalized = (viz_matrix - viz_matrix.mean()) /viz_matrix.std()

# Compute Outliers

normalization_intensity = 0.01

low = np.percentile(viz_matrix_normalized,
normalization_intensity * 100)

high = np.percentile(viz_matrix_normalized,
(1 - normalization_intensity) * 100)

# Remove Outliers
viz_matrix_normalized = np.where(viz_matrix_normalized < low,

low, viz_matrix_normalized)

viz_matrix_normalized = np.where(viz_matrix_normalized > high,

high, viz_matrix_normalized)

Finally, we plot the matrix using MatPlotLib and SeaBorn. This is the final result for the Venice case study,

lighter points indicates areas with more point of interest:
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Figure 2.1: Preliminary Visualization of the Aggregated Values
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The code to obtain this result is fairly simple, but depending on the manipulation in the previous steps, it may

be necessary to change the “k” parameter in the np.rotgo function.

fig, ax = plt.subplots(figsize=(20,10))

cmap = sns.cubehelix_palette(light = 0,
dark = 1,
hue = 0,

as_cmap=True)

sns.heatmap(np.rot90(viz_matrix_normalized, k = 3), cmap = cmap)

2.5.5 EXPORTING THE GRIDS

Having all the data in the correct shape, alias the grid, we need to correctly export it in order to visualize the
information using online tools like Carto.

These services deals with very specific data types, the kind we have seen in the very first table of the document.
The way it works, the service will try to find the table that contains the “geometry” first and then it will try to
understand what kind of data types are the other features (quantitative or qualitative variables).

So, it makes sense to dedicate a final step to the correct elaboration of the output. We start by loading the data

and the necessary packages:
import geopandas as gpd
from shapely.geometry import Polygon
gdf = gpd.read_file('l.filtered_df.csv')

It’s important to notice that, in this step, both the packages and — subsequently — the syntax change slightly:

we loaded GeoPandas and not Pandas, together with a specific function. Once loaded, we normalize the features:

columns_to_normalize = ['nature', 'entertainment',
'transports', 'art', 'sport',

"tourism', 'security', 'accessibility']

for column 1in columns_to_normalize:
gdf[column] = [float(x) for x 1in gdf[column]]

# normalization
gdf[column] = (gdf[column] - gdf[column].mean())

gdf[column] = gdf[column] / gdf[column].std()

# removing outliers

low = gdf[column].quantile(0.01)
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gdf.loc[gdf[column] < low, column] = low

high = gdf[column].quantile(0.99)
gdf.loc[gdf[column] > high, column] = high

Then, we create a list for each coordinate of the cell vertices:

lat_min_list = [float(x) for x in gdf.lat_min.to_Llist()]
lat_max_list = [float(x) for x in gdf.lat_max.to_list()]

lon_min_l1ist [float(x) for x 1in gdf.lon_min.to_list()]

[float(x) for x 1in gdf.lon_max.to_list()]

lon_max_Tlist
And we build the polygons by iterating over each cell:

polygons = []
zipped_lists = zip(lat_min_1list, lat_max_1list,

lon_min_list, lon_max_Llist)

for lat_min, lat_max, lon_min, lon_max in zipped_1list:
polygons.append(Polygon([(lon_max, lat_max), (lon_min, lat_max),

(lon_min, lat_min), (lon_max, lat_min)]))
Finally, we save the polygons into a new feature called “geometry” and export it:
gdf['geometry'] = polygons
exporting_df = gdf.drop(['geometry', 'row', 'column',
'"lat_min', 'lat_max',

"lon_min', 'lon_max'], axis =1)

exporting_df.to_csv('3.final_map_converted.csv')

2.6 TRAINING THE MODELS

Coming to the main part, we first create a model with the dataset as is, then we try to expand it using several
different methods. In this phase, we can use also computational-complex models because we have reduced the
dimensionality to a grid. To make a comparison, in the Venice case study, we start with around 2.5 millions ob-
servations and we end — in this step — with about 30.000 observations.

We start, as always, by importing the dataset and slicing it, we get rid of the coordinates values and keep only

the row and cell number (stored in the index, here called “Unnamed: o” by default):
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df = pd.read_csv('l.filtered_df.csv')
df.index = df['Unnamed: 0']
df.drop(['Unnamed: 0', 'row', 'column',
'lat_min', 'lat_max', 'lon_min', 'lon_max'],

axis = 1, inplace = True)

At this point the dataset is composed of 8 columns — for each macro-category — and one row for each cell.

Next, we import the data science library, PyCaret:

from pycaret.regression import *

exp = setup(df, target = 'tourism')

The syntax, here, is extremely simple due to the advancement of the library. PyCaret is a specific-purpose

package that helps doing “Auto-ML” by reducing at its minimum the number of commands and parameters

needed.

In this step, we set up the experiment, which essentially means that we are loading the dataset into PyCaret
parser. The output of this function is a grid with the characteristic of the dataset, for example: number of numeric
features, data shape, and the target type. In the table, there also will be the standard hyper-parameters that will

be used for the machine learning part: k-fold, train/test shape, number of CPUs to use.

best = compare_models()

Using this simple command, PyCaret will take the dataframe passed in the experiment and will test different

types of models on it while returning different metrics:
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Model MAE  MSE RMSE R2 RMSLE MAPE TT (Sec)
lightgbm Light Gradient Boosting Machine 0.3841 11876 1.0847 04300 03405 07429 06870
gbr Gradient Boosting Regressor 0.3828 12293 11052 04613 03326 07054 05920
et Extra Trees Regressor 03921 12241 1.1019 04542 03720 07713 05540
rf Random Forest Regressor 03946 12745 11226 04414 03646 074356 03540
br Bayesian Ridge 03855 13489 11470 04345 03483 07601 0.1880
Ir Linear Regression 0.3855 13495 11473 04342 03489 07603 07960
ridge Ridge Regression 0.3855 13495 1.1473 04342 03489 07603 0.0230
lar Least Angle Regression 0.3855 13495 11473 04342 03489 07603 0.1840
en Elastic Net 0.4009 13985 1.1714 04200 03572 07635 0.0700
knn K MNeighbors Regressor 0.3847 13806 1.1658 04106 03737 07620 1.2130
omp Orthogonal Matching Pursuit 0.4326 14372 1.1820 04046 03573 07815 01700
lasso Lasso Regression 0.4026 14514 11935 04014 03598 07571 02280
huber Huber Regressor 0.2968 16062 1.2538 03436 03380 028483 1.9650
dt Decision Tree Regressor 04462 20935 14372 01010 04255 08742 01300
llar Lasso Least Angle Regression 05424 24729 15538 -0.0004 04127 07611 0.2240
dummy  Dummy Regressor 0.5424 24729 15538 -0.0004 04127 07611 0.0560
ada AdaBoost Regressor 12685 37319 19018 -06433 07359 1.2168 0.5060
par Passive Aggressive Regressor 1.4143 26.3586 3.4519 -8.4906 06076 2.2509 0.2680

We have a model for each row and a metric for each column. The metrics computed depend on the type of

problem at hand (regression vs classification), but — in general — they help greatly in the initial phases of modelling.

It’s also interesting to explore the visual aids used: we can see — on the last column - the time required to

compute the model over a light-grey background while the best value for each metric is highlighted in yellow.

Figure 2.2: Output of the “compare_models” function

This makes the comparisons between the models very easy.

In the last version of PyCaret, it’s also possible to create an online dashboard for a model with a simple com-

mand:

dashboard(best)

And this is one of the views:
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Figure 2.3: Online Dashboard’s Tab visualizing the Model’s Statistics

Finally, we tune the model using the integrated function:
tuned_model = tune_model(best)

This command allow us to tune the hyperparameters of the model by exploring different combination and
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performing a k-fold on each one of them [14]. Of course, it’s extremely computationally-intensive, so the advice
is to only use it on the simpler models.

One way around that is to pass a custom grid as a parameter.

This conclude the first part on the initial model, now we work on extending it by using several different meth-

ods.

2.7 EXTENDING THE MODEL

On this section, we will work to increase the accuracy (alias reducing the MAE/MSE) of the best model (or
models). We will first explore expanding the features by computing their polynomial combination (only to the
second degree, to avoid overfitting) and interaction effects. We follow by building ensemble models using the
most common techniques: bagged learning, boosting learning, blender learning, stacking learning. Finally, we
will create new features by taking into consideration not only the values inside the cell, but also the values of the

near cells (extending the dataframe by a factor of 8).

2.7.1 INTERACTION EFFECTS AND POLYNOMIAL FEATURES

Interaction effects and polynomial features can be computed by using the product between two features. For-
mally, an interaction feature Z is created when it’s multiplied by two features belonging to the dataset, X and

Y

zr=x;-y; withi € NANX, YEF (2.3)

where Fis the set of all the features, Nis the sample size, 7 is the index of the observation, x; is the observation’s

value for feature X, and y; is the observation’s value for feature 1"
If X = Y'we compute a second-degree polynomial feature:

2= K Y= Xy X = xlz withie NNX€EF (2.4)

Essentially, if we take the cartesian product of the set of features we will produce a matrix that will have as
off-diagonal elements the interaction features and as diagonal elements the second-degree polynomial features.

We can notice that we compute two times the interaction effects: this fact raises from the commutative property
(@ -b = b - a) so, if we iterate over the same set two times using the cartesian product, we will produce two
triangular matrix with identical values on specular positions.

To realize this technically, we start by trying to extract more information from the feature that we have, mean-

ing that we will slightly increase the fitting to see if the results improve:

expanded_df = df.copy()
columns = expanded_df.columns.to_1list()

columns.remove('tourism'")
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First, we copy the dataframe, then we create a list with all the columns (necessary to iterate over in the next

passage) and we remove the target variable, otherwise we will create interaction features with it.

for a 1in columns:
for b in columns:
expanded_df[a + ' x ' + b ] = expanded_df[a] * expanded_df[b]

Next, we set up a double loop where we create a new feature — composed by the product of two source features
— for each iteration.
In this chunk of code, we are creating at the same time the polynomial features (when 2 = &) and the interac-

tion effects (when a # b).

Then, we simply follow the same pipeline as before:

expanded_df['tourism'] = df.tourism
exp = setup(expanded_df, target = 'tourism')

best_expanded = compare_models()

2.7.2 ENSEMBLE MODELS
The computation of the ensemble models is as easy as the past steps:
# Compute Bagged Model

bagged = ensemble_model(best, method = 'Bagging')

# Compute Boosting Model

boosting = ensemble_model(best, method = 'Boosting')

# Compute Blender Model

blender = blend_models(bests) # more than one model

# Compute Stacking Model

stacking = stack_models(bests) # more than one model

All these models respect different assumptions and may improve the results or not based on the context.

2.7.3 ADDING NEIGHBORING CELLS

The assumption, for this step, is that the touristic potential of a cell is influenced not only by the point of interest
in that cell, but also from the neighboring cells.

We import the dataframe:

df = pd.read_csv('l. complete_df.csv')

df.set_index('Unnamed: 0', dinplace = True)
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And we initialize the variable that we will use to iterate on:

cardinal_directions = ["N'", "S"  "E" 6 "W"]

diagonal_directions = ["NW", "NE", "Sw", "SE"]

categories = ['nature', entertainment' 'transports', 'art'
b b ) b

'sport', 'tourism', 'security', 'accessibility']

We have 8 total directions: 4 cardinal and 4 diagonal. We also need to account for the fact that there are 4
cells, at the vertices of the grid, that don’t have s of that directions.
The best way to tackle this problem is to break it down into smaller parts. For this reason, we start by defining

afunction for the cardinal feature and by exploring every direction:

def add_cardinal_features(source_df, categories_names, direction: str):

new_categories_names = []
df = source_df.copy()
df[['row', 'column']] = df[['row', 'column']].astype(int)

We can see that the function takes in 4 arguments: the source dataframe, the categories names and the direction
we need to process. After that, we create a new copy of the source dataframe and enforce the integer type on the
row and column features. This is necessary because we will use mathematical operations over these features and

Pandas raise errors if there are text variables involved.

# Add the north cell to the dataframe
if direction == 'N':
for category_name in categories_names:

new_categories_names.append(category_name + '_north')

df = df.loc[df.row > 1, ['row', 'column'] + categories_names]

df['row'] = df['row'] - 1

The rest of the function is specific — but similar — to the direction selected. In each of them, we create a
new category name for the feature that we are computing, then we slice the dataset accordingly. For example, in
the north direction we manipulate the dataframe by removing 1 from the row feature, essentially moving all the

dataframe down by one row.
This is because the north cell of a cell is contained in the upper row. If we extended this reasoning to every cell,

then we just need to switch everything by one.

# Add the south-east cell to the dataframe
if direction == 'SE':
for category_name in categories_names:

new_categories_names.append(category_name + '_south_east')
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df = df.loc[(df.row < df.row.max()) &
(df.column < df.column.max()),

['row', 'column'] + categories]
df['row'] = df['row'] + 1
df['column'] = df['column'] + 1

A similar line of work was followed by the other directions (switching by 1 either rows or columns, or both).

Then, the function ends with:

df[['row', 'column']] = df[['row', 'column']].astype(str)
df.columns = ['row', 'column'] + new_categories_names

df.index = 'R' + df.row + 'C' + df.column
df = df[new_categories_names]

return df

We reconvert the row and column features to the string type and add the new category names created. Finally,

we return on/y the newly computed features.
Using these functions in the process is easy and straightforward:

extended_df = df.copy()

new_df = add_cardinal_features(df, categories, direction = 'W')

extended_df = pd.concat([extended_df, new_df], axis = 1)

new_df = add_diagonal_features(df, categories, direction = 'SE')

extended_df = pd.concat([extended_df, new_df], axis = 1)

# Continue for all 8 directions

And, we just need to complete the table by filling it with 0 whenever there are null values:

extended_df.fillna(value = 0, inplace = True)

We can already use the pipeline we have seen before with PyCaret, but first we need to drop all the features

directly related with the target variable (e.g. “tourism_north”, “tourism_south_east”):

extended_df.drop(list(df.filter(regex = 'tourism_")),

axis = 1, inplace = True)

exp = setup(extended_df, target = 'tourism')

best = compare_models()
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Generally, this step works pretty well because it’s based on a solid assumption but it’s important to notice that
it’s also extremely size-dependent. If we choose an area too big with few cells, it’s possible that some of this inter-
action between neighbours will be lost because the area of each is so big that it’s its own “touristic” environment

per se.

2.7.4 COMPUTING THE FINAL PREDICTIONS

We compute the final prediction by splitting the dataset into three parts and by creating independent model
for each one of them, using the other two parts as training/test dataset.

We start by loading the dataset:
df = pd.read_csv('5.extended_df.csv')

df.index = df['Unnamed: 0']

df.drop(['Unnamed: @', 'row', 'column',
'lat_min', 'lat_max', 'lon_min', 'lon_max'],

axis = 1, inplace = True)

df.drop(list(df.filter(regex = 'tourism_')),axis = 1, inplace = True)

We drop both the coordinates variables and the tourism-related variable, leaving only the original “tourism”

feature to be predicted on.
splits = 3
splitted_df_list = np.array_split(df, splits)
prediction_df_list = []

We define the number of splits and use the .array_split function from the NumPy package to create three sepa-

rate list containing the indices of the source dataframe. We also initialize the list that will contain the predictions.

We start the loop by iterating over each element of the indices list and executing the division between the train-

ing/test dataframe and the validation dataframe:

for splitted_df in splitted_df_ldist:
training_df = df.drop(splitted_df.index)
prediction_df = splitted_df

We continue in the loop by following the PyCaret pipeline and using the “predict_model” function to generate

the predictions over the validation set:

exp = setup(training_df, target = 'tourism')
best = compare_models()

predictions = predict_model(best, data = prediction_df)
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Here, we are displaying the performance table referred to /ast training_df. We complete the loop by re-setting
the index (PyCaret doens’t keep it when performing the predictions) and appending the final results to the dedi-
cated list.

predictions = predictions[['prediction_label']]
predictions.index = prediction_df.index

prediction_df_list.append(predictions)
Finally, we merge all the predictions into a dataframe and export them to a .csv:

predictions_concat = pd.concat(prediction_df_list)

export_df = pd.read_csv('final_map_converted.csv')

2.8 MODEL VISUALIZATIONS

Having the final maps, we can create the interactive visualizations. To do so, we’ll rely on an online service called

Carto: a geo-spatial data platform.

Once registered, the process to import the file into the service is fairly easy to follow:

1. Take the file containing the data for the interactive visualizations (“final_map_converted.csv”)
2. Go to the maps section

3. Click on the “New Map” blue button on the top right

4. Click on the “Add source from...” blue button on the low left

5. Go to the “Import file” tab

6. Add the file and click on “Continue”

7. On this step, we need to choose a location to host our file, both organization_data/shared and organiza-
tion_data/shared_us are ok

8. Finally, we click on “Add source”

After this procedure, we can build different layers, depending on the data type. For this project, we will use

only 2D visualizations because they’re the easiest to read and interpret.

We can use this service to first explore the layers composing the grid dataset: entertainment, sport, nature, art,

accessibility, transport, security.
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Figure 2.4: Interactive Map showing the Density of Transports in the Venice's Case Study

After that, we can plot the actual tourism and the predicted tourism:
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Figure 2.5: Interactive Map showing the Predicted Tourism in the Venice's Case Study
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We can clearly see that the dataset become much more “readable” compared to before. It’s also easier to spot
strange correlations or outliers.

Each row of the dataset corresponds with a square/cell of the visualization.

The map with every layers for the Venice case study is freely accessible at the link:

https://pinea.app.carto.com/map/810354db-9994-4bbf-905a-70da8d32a010

2.8.1 CLUSTERING

Having the tourism, both actual and predicted, as a grid is certainly helpful. But, to choose the right candidates,
we need to understand and define the areas of major interest.
It’s possible to use unsupervised ML, like clustering, to assign a cluster to each point in the map.

We start by importing the predictions:

prediction_df = pd.read_csv('../030-training_models/7.final_prediction.csv')
prediction_df.set_index('field_1', dinplace = True)

prediction_df = prediction_df[['predicted_tourism', 'geometry']]

The problem with this dataset is that contains the coordinates as polygons, but to do machine learning over
that we need to have them splitted. The easiest solution is to directly import the coordinates from a dataset that

have them:

gdf = pd.read_csv('../030-training_models/1.filtered_df.csv')
gdf.set_index('Unnamed: 0', dinplace = True)

gdf = gdf[['lat_min', 'lat_max', 'lon_min', 'lon_max']]
# Merge the dataset with the final prediction and the one with the splitted coordinates
df = pd.concat([prediction_df, gdf], axis = 1)
We then filter out the low-scoring cells:
filtered_df = df.loc[df.predicted_tourism > df.predicted_tourism.quantile(0.85)]
And we perform a KMeans:

from sklearn.cluster import KMeans
kmeans_predictor = Kmeans(n_clusters=20)

filter_df_coordinates = filtered_df[['lat_min', 'lat_max', 'lon_min', 'lon_max']]

kmeans = kmeans_predictor.fit_predict(filter_df_coordinates)

As per sklearn documentation [15], the KMeans uses a within-cluster sum-of-squares criterion to choose the

centroids:

3" min(lbs =) (25)

=0 "7
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https://pinea.app.carto.com/map/810354db-9994-4bbf-905a-70da8d32a010

where:

* 7 is the number of samples

- is the mean of the samples in the cluster

* Cis the desired number of disjoint clusters

* x;is the observation’s value

Essentially, it tries to find the point that minimize the distance between all the point assigned to the cluster C.

Finally, we export the dataset with the polygon coordinates and the cluster assignment:

polygon_coordinates

cluster_assignments

filtered_df['geometry']

pd.Series(kmeans + 1, dindex

= filtered_df.index, name

exporting_df = pd.concat(polygon_coordinates, cluster_assignments], axis =

exporting_df.to_csv('l.clustered_df.csv')

We can also compute the centroids for each cluster, to make easier visualizations:

coordinates = filter_df_coordinates

cluster_coordinates_1list = kmeans_predictor.fit(coordinates]).cluster_centers_

cluster_coordinates

cluster_coordinates.columns = ['lat_min',

pd.DataFrame(cluster_coordinates_Llist)

#Start from 1 and not from 0

'lat_max', 'lon_min',

cluster_coordinates.index = cluster_coordinates.index + 1

'"lon_max']

And we export the average between the maximum/minimum of each coordinate for each centroid:

lat_mins = cluster_coordinates['lat_min']

lat_maxs = cluster_coordinates['lat_max']

lon_mins = cluster_coordinates['lon_min']

lon_maxs = cluster_coordinates['lon_max"']

cluster_coordinates['lat'] = (lat mins + lat_maxs) / 2

cluster_coordinates['lon'] = (lon_mins + lon_maxs) / 2

cluster_coordinates

cluster_coordinates[['lat"',

'lon']1]

cluster_coordinates.to_csv('l.cluster_coordinates.csv')

This is an example of the final results:
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Figure 2.6: Interactive Map showing the Clustering Assignment, on the right, and the Centroids, on the left

The map is freely accessible at the link:
https://pinea.app.carto.com/map/fee78425-981f-4226-8011-6523803b70f0

2.9 SUMMARY OF THE MANIPULATIONS

Starting from a list of different point of interest, we first removed the observations that were too far away from
the city of interest, resulting into a square grid. Then, we sliced the grid into smaller cell and we assigned each
observation to a cell.

Finally, we built some models using both simple and ensemble models. The results were much better when
the model considered also the neighboring cells.

To visualize the results, we used Carto and clustering methods to define potential areas of influence. The final

output, then, is a series of interactive infographics about the area of interest.
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Social Part

3.1 GENERAL APPROACH

The second part of the project is less technical and involves a manual “screening” of the clusters detected by the
Al This section is extremely important, because even though the computers can help us greatly reduce the time
to detect high-potential areas, it’s also true that they still not are “hard AI”: they do not properly think.

Following from this fact, it’s simple to understand why the final choice must be done by a human and not a
machine.

The part take as input the last step of the technical part (the interactive maps) and go all the way until the final
check for feasibility. During the process, additional — local - filters will be applied.

After the first two steps, we take a more social-oriented approach and look for a match between the point of
interest in the cluster and the potential tourists. Once found a significant niche, the final product will be created:
a series of suggested tours coupled with story-telling elements, to create a suggestive and immersive experience for
the potential tourist.

Finally, the process will be concluded with the presentation to the stakeholders with both qualitative and quan-

titative data.

3.2 DATA VISUALIZATION ANALYSIS

In this phase, we carefully analyze the base layers and then we proceed to examine the differences between the
predicted tourism and the actual tourism.
Then, we analyze the cluster — both the distribution of the geographical space and the centroids — to assess the

potential of each cluster. In this phase, we also remove all the already famous localities because, by growing thezr
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tourist flux, we would only move the problem from a bigger city to a smaller one.

For the analysis, we will use a simple guideline:
1. Declare what basic category the visualization represent
2. Describe the legend: lowest/highest value, bins, colors
3. Describe the bighest scoring areas and trace reasons for that
4. Describe the Jowest scoring areas and trace reasons for that
5. Assess potential interactions between the areas analyzed

6. Assess potential interactions with other layers

By following the outline, we can be sure to pick up any important characteristics of the map and, by repeating

it for each layer, we can start to understand the complex networks that are often born in European grounds.

3.3 ADDING CONTEXTUAL FILTERS

The filter phase is something that can be extremely variable given different sets of conditions. In this project, we
will use an additional filter: we will only consider areas that are reachable, by public transport, in under 75 minutes
from the city centre.

This way, it will be possible, for a future tourist, to visit the alternative areas into a one-day trip withoutlosing
too much time travelling.

But this is only an example: different stakeholders may put on the table different requirements. Especially in
the European Union, where many of the new initiatives are sponsored by public grants, there may be additional
filters to implement.

We can use a well-tested schema to share with the stakeholders:

i High Level

E BUSINESS

\ REQUIREMENTS
USER

: REQUIREMENTS
i Detailed

3 SYSTEM

REQUIREMENTS

Figure 3.1: Requirement Pyramid Template
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We can notice that at the top of the pyramid there are the business requirements: they are the reason of the
project and — usually — the less specific ones. In this scenario, they can be anything from the tourist flow increase
to the reduction of trash in the city. These requirements can be discussed with the stakeholders and adjusted for
the lower levels.

At the second level, we find the user requirements. This are usability requirements that can be established
and tested by professionals like UX designers and developers. In this section we find all the details we need to
make a usable system: compatibility of the program with other people and systems, accessibility of the initiatives,
expectation management or learnability, and so on.

Finally, we find the systems requirements: these are usually less negotiable in the short term, because they
come from a long legacy and they require many resources to change. It’s still useful to discuss and find all of them
because they define the environment where we operate. The main pro is that they’re easily declarable and very
specific.

While doing this process, we will usually find that some of the clusters are not suitable — at least in the short
term — for incremented tourist fluxes or new initiatives: this is the first step to reduce the number of candidates.

As a general rule, they shouldn’t be more than s.

3.4 EVALUATE POINT OF INTERESTS

This is the central part: we go area by area and see what are the most promoted points of Interest or where people
go often. In this phase, it’s also possible to interview local people and doing some scouting activity to gather data
from different type of sources.

This evaluation will maintain the 7 base categories to make easy comparisons with other scenarios. Like for the

data visualization analysis, we follow a simple outline here:
1. General description of the point of interest
2. Information about accessibility: opening hours, costs, logistics, presence of barriers, and so on
3. Information about events, initiatives and organizations that manage the point of interest

4. Information about recent trends that involve the point of interest

If repeated for every major point, the resulting table should be able to help understand why people are — or
should - visiting that place.

3.5 EVALUATE TARGET MARKET

Once the natural and cultural heritage of each candidate is clear, it’s possible to understand what kind of activities
and which kind of people may be interested.

We know that the tourism sector is on the rise along with its destructive force [16], especially in Italy [17]. We
also notice that there is a underlying standardization of the urban space in the bigger cities [18].

There are several ways to identify a target market, but the easiest one is to start from the existing local tourism

and expand it by changing a characteristics at time. We can use a slightly edited version of the Ansoff Matrix:
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Markets

Existing New
Existing Market penetration Market development
Products
New Product development Diversification

Figure 3.2: Ansoff Matrix Template

In the matrix, on the rows we describe the condition of the market while on the columns we describe the

condition of the products/services. Both the market and the services can be either “existing” or “new”, relative to

the conditions at the moment of the analysis.

The resulting table has 4 cells:

Market Penetration: we are in this scenario when we are talking about points of interest that are already
promoted and visited. In this case, the new activities should be designed to increment the number of
tourists to the same points of interest.

Product Development: this is the first scenario we consider outside the existing one. Here, we are think-
ing about different points of interests or activities that can appeal to the already established tourist flux.

Market Development: opposite to the previous case, here we are promoting the same points of interests
and activities to different tourists. For example, if we are analyzing an area that is particularly rich from
the natural point of view, we might promote it not only to nature-loving tourist but also to people that
love outdoor sports (trekking, hiking, trailing, biking, and so on).

Diversification: in this scenario we should try and think to a paradigm change because we are talking
about the promotion of different points of interest — compared to the popular ones - sponsored to a
different tourist type.

By slowly taking into account each possible scenario, it’s possible to conduct more focused discussion with all
the stakeholders involved.

3.6

ToUR DEVELOPMENT

For the tour development section, we will use non-conventional methods to generate ideas. Specifically, we will

use the 5 stages of the Design Thinking Process:
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M n e

Figure 3.3: 5 Stages of the Design Thinking Process

In the first stage of the process — empathize — we should try and put ourselves in the potential tourists’ shoes
to understand their expectations, emotions and needs. A common practice for this is to create user stories while
highlighting every step, obstacle and success for them. The second stage, “define”, follows naturally from the first

one. At this point, we should “translate” the user stories into requirements and short specifications.

“Ideate” and “prototype” are the so-called “divergent phases” were we try and generate as many ideas and pro-
totypes possible. The important thing to remember is that we must always follow the principles and expectations

defined in the first two stages.

We end the process by testing the prototypes with a sample audience. Theoretically, the design thinking pro-
cess provides another step after testing: “iterate”. This is because, in this branch of knowledge, learning never
stops (it’s also the reason of the many light grey arrows in the image). So we should always be at least in one of

these stages.

While developing the tour, we must take into accounts two points of view. The first one is related to the final
user, the tourist, that wants to see something out of routine. The second one is related to the residents: after the
initial enthusiasm for a new economic growth, local people will suffer the degenerative effects of a massive flux of

people and will start to resent them [19].

3.7 STORY-TELLING

With all the information gathered, we can also try and build stories about the alternative candidates area. These

may use different kind of sources like folklore, artifacts or everyday life.

The important thing is to generate interest into the reader while empowering the natural, and artificial, her-

itage of the location.

We will follow, very loosely, the 7 elements of Aristotle’s storytelling:
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Figure 3.4: 7 Elements of Aristotle’s Storytelling

In the schema, there are 7 elements:

* Dialogue: the communication used by every characters in different settings. By changing this element,
we can set a different tone to the story.

* Décor: the physical setting of the story. It can be used combined with the tours to let people immerse
themselves into a new experience.

* Melody: it’s a very particular element. The melody elements comprises everything that amplify the emo-
tions of the characters to the readers. Aristotle thought that every story needs a “chorus” to magnify the
facts.

* Spectacle: everything regarding plot twists and major moments. They are the “wow” moment of the
story.

* Theme: the ending goal of the entire story.

* Plot: this is the most obvious element. It comprises everything that let the story move forward: obstacles,
change in people, goals, and so on.

* Character: a brief description of the main characters. This may include: emotions, goals, traumas, abili-
ties, and personality traits.

By combining material experiences (the tours) with immaterial experiences (stories) we can create a truly im-
mersive adventure for everyone. It will also help the stakeholders to promote every aspect of interest or artifact

present in the city.

3.8 CHECKING SUSTAINABILITY

The final step of the social part (and of the whole project) is to check the feasibility of the tour, initiative and
promotional campaigns.
Feasibility is a broad term that includes different layers. One of the most accredited framework is the “sustain-

ability pyramid™:
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Figure 3.5: Sustainability Pyramid

As we can see, there are three main factors that constitute a sustainable development. The first one is econom-
ical stability because, without a constant cash flow, we cannot provide the services and products that should
create the development. We can think economic stability as an hygienic factor: we just need to reach a threshold
and then we can focus the efforts on the other types of sustainability.

Obliviously, this reasoning is only valid when dealing with public stakeholders and not with private businesses,
but there may be a sweet spot where both of them could find a compromise and a way to collaborate.

The second part — societal responsibility — involves checking for everything that may be unfair to some part
of the populations: obstacles for disabled people, bias against certain ethnicities, discrimination against a gender,
and so on. While the economic stability is relatively easy to compute and track, this kind of sustainability may be
much more difficult to manage. There are several risks involving hidden minorities or trade-off between costs and
usability, plus it’s difficult (and very subjective) to track.

The third part is environmental protection, but we must read it not from the natural point of view, but also
from the cultural. In fact, “environmental” in this setting means “everything that involves the environment were
we move”. So, this includes theatres, monuments, squares, and so on. This is where most of the cities that suffer
from overtourism fail: too many people are difficult to manage and control, and the result is that several art pieces
are being destroyed right now.

This is the last filter stage: ideally, in this phase we should finish with no more than 3 potential candidates.

3.9 FiNnarL OutpruT
The final output of the project is a complete package that includes: numerical dataset, several visualizations,

manual evaluations of the most important points and tourism fluxes, and a couple of practical proposal (tours

and stories) with a preliminary sustainability analysis done.
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This is a starting point.
With the project’s output, the stakeholders should decide which project/tours/narratives fund and promote (it

may be all 3 proposal, or maybe just 1). But, surely, during a discussion with so many inputs, we can expect the

generation of new point of views and ideas. That’s the breeding ground for change.
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Case Studies

4.1  SELECTION CRITERIA

Coming to the practical part of the project, we choose 3 possible scenarios: Venice, Barcelona and Amsterdam.
These cities were the ones that came up most often in the overtourism scientific literature and all of them have
many characteristics in common:

* They are coastal cities: so they suffer specifically from the cruise tourism

* They are European cities: this means that the dataset and the activities that can be performed respect
similar guidelines, especially regarding social welfare

* All of them have already put in place restrictions to the tourism. This means that they are already aware
and pro-active in battling it

* They are commercial and historical hubs, so they had a strong influence in the surrounding territory in
the past

Let’s start with the first one.
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4.2 ITALY - VENICE

Being a city built on a group of island, Venice it’s certainly one of the most suggestive places in the world. Given
this fame, the city has seen a constant growth in the number of arrivals - in 2019 they were almost 6 millions [20]
- and an increasingly difficulty in managing all these tourists.

The city authorities have put in place a limitation for the future travellers: they must book their day-trip in
advance [21], with a maximum capacity of 40,000 - 50,000 people per day. It’s important to know that just 6% of

the travellers are day-trippers and that only 50,000 - 60,000 live in the historic centre.

8% =p— Foreigners
6% =4 |talians

Figure 4.1: Proportion of Italians and Foreigners during the Year

The average stay is around 2.5 nights and less than 15% of the tourists are Italians. The number changes if we
look at the metropolitan area of Venice: the average stay grow to almost 4 nights and the number of foreigners
“shrink” to 75%. We can see that the proportion between foreign and Italian tourist change during the summer

with the Italians being less likely to visit the city.
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Figure 4.2: Purpose of the Visit, scored by Importance
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It’s interesting to notice that, almost always, people that uses hotels tend to stay less time compared to other
type of accommodations (B&Bs, hostels, campsites, for example). The visitors age is equally distributed between
the three categories 26-45 y.0, 46-60 y.0 and 6o+ y.o. The same thing is valid for gender: there are slightly more
male visitors (54%). 76% of the tourists travelled with a family of less than 4 children, around half of them had
only one child.

Most of the tourists possessed advanced education levels (bachelor or higher): 80%. Also, just 5% of them
used a travel agency to book the visit and the stay, most of them (82%) used online channels and autonomously
organized the trip (97%). The majority used sites like Booking and AirBnB.

Looking at the reason for the visit, we can see that most of the people visit Venice for cultural reasons and not
for sport/business/study/family related reasons. Around 22% of the tourists visit at least one other major art city

in Italy (Florence, Milan, Naples, Rome) while the remaining part refrain to do so [20].

4.2.1 ANALYSIS

We download the dataset from GeoFabrik and load it on the notebook pipeline. The resulting visualizations are

extremely informative, we can evaluate some of them directly on the paper.

Model MAE MSE RMSE R2 RMSLE MAPE TT (Sec)

lightgbm Light Gradient Boosting Machine 0.3841 1.1876 1.0847 04300 0.3405 07429 0.6870

gbr Gradient Boosting Regressor 0.3828 12203 11052 04613 03326 0.7054 0.5920
et Extra Trees Regressor 03921 12241 1.1019 04542 03720 0.7713 0.5540
rf Random Forest Regressor 03946 12745 11226 04414 03646 07486 0.3640
br Bayesian Ridge 0.3855 13489 11470 04345 03483 07601 0.1680
Ir Linear Regression 0.3855 1.3495 1.1473 04342 03489 0.7603 0.7960
ridge Ridge Regression 0.3855 1.3495 11473 04342 03489 0.7603 0.0230
lar Least Angle Regression 0.3855 1.3495 1.1473 04342 0.3489 0.7603 0.1840
en Elastic Net 0.4009 1.3985 1.1714 04200 0.3572 0.7635 0.0700
knn K Meighbors Regressor 0.3847 13806 1.1658 04106 03737 07620 1.2130
omp Orthogonal Matching Pursuit 0.4326 1.4372 1.1820 04046 0.3578 0.7815 0.1700
lasso Lasso Regression 0.4026 14514 1.1935 04014 03598 0.7571 0.2280
huber Huber Regressor 0.2968 16062 12538 03436 03380 08483 1.9650
dt Decision Tree Regressor 0.4462 2.0935 1.4372 0.1010 0.4255 0.9742 0.1300
llar Lasso Least Angle Regression 05424 24729 15538 -0.0004 04127 0.7611 0.2240
dummy Dummy Regressor 05424 24729 15538 -0.0004 04127 0.7611 0.0560
ada AdaBoost Regressor 1.2685 37319 19018 -06433 07359 1.2168 0.5060
par Passive Aggressive Regressor 14143 26.3586 3.4519 -84806 06076 2.2509 0.2680

Figure 4.3: Models’ Performance for Venice's Case Study
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The model used is the Light Gradient Boosting Machine. This algorithm uses two novel techniques com-
pared to the classic Gradient Boosting Decision Trees: Gradient-based One-Side Sampling (GOSS) and Exclusive
Feature Bundling (EFB).

The GOSS uses the variance gain " at a splitting feature j for threshold value 4 to split the data in left and right
child nodes.

1 [ Xineon<at & Dincossar &
Viold) = — | S | Zconed) (+1)
no ”11\0(0[) n"o(d)

7

where:

* jis the splitting feature of the decision tree’s node

* Ois the training dataset on a fixed node of the decision tree

* dis the splitting point

* 1o is the number of instances from the training set  that belongs to O
* x;is the training set instance

* x;7is the instance’s value for the splitting feature ;

* g;is the negative gradient of the loss function

. 7/1" o is the number of instances that belongs to O and are lower than or equal threshold value d for feature

J

.

1018 the number of instances that belongs to O and are higher than threshold value 4 for feature j

Then, it ranks the training instances according to their gradients and keep just the top-# observations. The
remaining observations will go to the next iteration where the variance will be computed again and the process
will be repeated until there are no more observations left. The key advantage of this method is that compute V on
smaller instance subsets, thus being much more faster compared to the traditional method.

EFB, on the other hand, uses a different assumption: that high-dimensional data is usually very sparse, thus
the feature can be “bundled” together without significant loss of accuracy while simultaneously improving speed
[22].

Regarding the feature importance plot, on the x-axis we can find the relative importance of the variable, while
on the y-axis we can find the name of the variable. It’s also clear the connection between Venice’s transport and
tourist: there are 4 transport-related features between the top-10 most important ones, with the value inside the
cell analyzed being the most important one.

We can also understand the importance of the nature (2 features) and entertainment (2 features). Finally, we
see a strong correlation with accessibility but, given the nature of the feature, it’s more probable that fluxes of

tourism cause accessibility.
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Feature Importance Plot
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Figure 4.4: Venice's LightGBM Feature Importance Plot

Looking at the actual tourist points in the map, we notice that Venice and Padua are the two main hubs.
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Figure 4.5: Actual tourism of Venice and its Surroundings
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Butthere also a couple of other areas that attract attention: the Colli Euganei Regional Park and all the Venetian
east coastline towards Trieste.

A couple of very small points reach the highest concentration of tourism: Treviso and Bassano del Grappa, for
example.

The whitest dots have a negative value of -0.20, while the darkest dots are more than 2 standard deviations
away from the mean. This means that the distribution is right-skewed and that there are few black dots and many
white dots: there are few optimal tourist spots a many more that are not so “touristic”.

Many of the darkest regions, alias where there is more tourism, follow straight lines, this might indicate a con-

nection with some type of infrastructure. We can verify that information by using the transport map:
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Figure 4.6: Transport Map of Venice and its Surroundings

Here, we have a distribution similar to the actual tourism map: many darkest points — with a minimum of
-0.46 — and few yellow hubs — with 2 maximum of 4.3 1. We can see that there are few areas that are extremely well
connected and other areas left disconnected from the transport network.

By using another layers, we can switch the point of view: in this map we can spot two huge yellow dots (Padua
and Venice) together with several smaller dots (Treviso, Castelfranco Veneto, Vicenza, San Dona di Piave, and so

on).
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We can clearly notice a sort of transport network, mainly composed of the railway and highway systems, were

people can commute to and from the main hub of the region.

From a cultural prospective, as we have seen it’s one of the most important, we notice that there are just few

darkest points: Venice, Padua, Vicenza, and Treviso.
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Figure 4.7: Cultural Map of Venice and its Surroundings

Plus, there is a variety of smaller point distributed all across the region. This may be an opportunity for the
next steps, because we know that the majority of the tourist go to Venice for cultural purposes. We also note that
the area corresponding to the Alps (north-west) and the a portion of the extreme east area (near Marano Lagoon)
have a lot less cultural points.

In the map, the highest point (dark orange/brown) has a value of 3.58 while the lowest point has a value of
-0.29: compared to the transport map, the culture map seems to have less variance given the lower maximum (3.58

vs 4.31) and higher minimum (-0.29 vs -0.46). The 6 colors are assigned based on their value.

It’s important to notice that the value-color pairings are assigned case-by-case. Even tough the standardization

and outlier removal steps helped greatly, there are still scenarios were it’s difficult to manipulate the data.

In this case, probably, with more fine tuning we could have obtained a more readable map (like the others).

The data also tells a story about what different regions consider “culture”: what is culture for an Italian may not
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be culture for a Spanish, and vice-versa. Thus, the difficulties in manipulating data while retaining a certain degree
of comparability.

Finally, we take a look at the natural heritage map:
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Figure 4.8: Nature Map of Venice and its Surroundings

In this map, the darker the shade of green the more naturalistic point of interest in the area. We have a minimum
of -0.36 and 2 maximum of 4.24.

Again, we can see that the “king” of the region is the Regional Park of Colli Euganei but there are several
other areas of interest. For example: just outside Venice we can find several naturalistic spots, the same apply for
Jesolo and Pordenone.

It’s also interesting to notice the shape of the darker areas around Colli Euganei: on the east side, we find a
very sharp contrast between high-scoring and low-scoring cells, almost like a line that clearly divides the park with
everything else. But the same it’s not true on the other sides: we notice a slow decrease in the scores until reaching
the lightest color, alias the lower class.

Predicting tourism with this indicators will not be easy. These plots tell us a story about a region that developed
very differently based on the local scenario and history. There are some areas that extremely suited for cultural
tourism and others more suited for entertainment. While looking at these maps we should always remember that

they are generated using a “quantitative” process: all the monuments are treated the same, all the streets are treated
the same, all the parks are treated the same, and so on.
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But we know that tourism doesn’t work like that.

Made this brief premise, we can analyze the predicted tourism:
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Figure 4.9: Predicted Tourism for Venice and its Surroundings

In this map we use 8 bins instead of the usual 6, to assess better the differences between the predictions. The
results are that the minimum is computed at -0.50 and the maximum at a value of 32.89. This is due the fact that
there are huge outliers like Venice and Padua that complicate the overall computation.

It’s clear that the predictions have less variance compared to the actual values, meaning that we have more grey
areas and less white/black cells. This is due the fact that the model was tuned to avoid over/undershooting and
the top/lower 1% of the prediction were polished to the threshold values.

We notice the effect of the different features on the final score. For example, there is a grey area exactly in
correspondence of the Regional Park, so we can infer that the “nature” feature played a major role in determining
the color. A similar effect can be seen with the transports: looking at Padua is clear the connection. The “grey”
lines that we spot going to north (towards Castelfranco Veneto) and north-west (towards Vicenza) from Padua are
probably of that color because of their numerous transport connection like railways, bus stations, and highways.

There is also a link between the culture and the prediction the north-west and extreme east areas: in the culture
map they were shown as generally uninteresting, so the predictions for them are generally on the lowers part of

the range (lighter areas).



As always, both Venice and Padua stands out, but there are many grey areas that we can explore using clustering:
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Figure 4.10: Cluster Analysis for Venice's Case Study

On the left map, there are the cells that scored in the top 15% . Then, using a clustering algorithm, they were
assigned to 20 different clusters (recognizable by the color). On the right side, there are the centroids, one for each
cluster. Please notice that the colors between left and right images don’t match: it was not possible to do so in
Carto.

We can identify several interesting clusters: Chioggia, San Dona del Piave, Mirano, Cavarzere, Abano Terme,
Pozzonovo, Montebelluna, and Conigliano. All of them are not as notorious as Jesolo, Treviso, Castelfranco
Veneto and Padua, but they still score high in several different parameters.

It’s also interesting to notice that they are almost equally distributed across the map, we can see an average
distance of about 20-30km between each centroid. It’s a distance equivalent to about 30/40 minutes of travel
time (by car or public transport).

With this knowledge, let’s apply the filter.

4.2.2  FILTERING

Let’s compute the distance for each relevant cluster from Venice Santa Lucia using public transport. We use
Google Maps and a simulation for a working day with the starting time at 7:00 AM.

Using the table, and considering the time limit of 6o minutes, we can already exclude many of the candidates:
Chioggia, Cavarzere, Pozzonovo (it’s not possible to reach it without car/bike), and Montebelluna.

It makes sense to use public transport at this step because many of the tourist are foreigners and probably don’t
have access to private means of transport. Plus, using public transports also promote slow and green travel.

We will take just the four nearest cities: San Dona del Piave, Mirano, Abano Terme and Conegliano.
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Destination Travel Time

Chioggia 140 min
San Dona di Piave 46 min
Mirano 39 min
Cavarzere 97 min
Abano Terme 43 min
Pozzonovo ND
Montebelluna 89 min

Conigliano 50 min

Table 4.1: Travel Time from Venice, using Public Transport, for each Destination

4.2.3 EVALUATION

In this step, we are going to evaluate each of the main candidates from the step before. The evaluation compre-

hends: a brief description of the city, the points of interest list, and a couple of possible tourism expansions using
the Ansoff Matrix.

Candidate #1: San Dona del Piave

Looking at the first alternative location, we can first look at the most common portals to gather the most valu-

able point of interests:

* The city’s touristic website
* TripAdvisor
* Google Maps

San Dona del Piave has about 40,000 inhabitants and it’s widely recognize as one of the most important
cities of Basso Piave: the eastern part of the Metropolitan Area of Venice that takes its name from the local river.
Frequently, it’s used as point of connection between Venice and other local destinations like Jesolo and Eraclea,
famous for their seaside resorts, thanks to the railway and highway network.

San Dona is an ideal place for a day-trip with wide streets and spacious squares. Also, there are several natural-

istic points of interest like the river park, many parks, and sport/leisure-dedicated buildings.
Note: Most of the descriptions in the tables of all case studies are directly took from different sources, which

are generally difficult to verify — especially in scientific literature. This is due the fact that many of these attrac-

tions are not actively promoted by the public administration responsible.
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Vittoria Bridge

A destination throughout the year for citizens, who reach it with extreme ease being a few
hundred meters from the center, as well as for tourists and river fishing enthusiasts, over
the years it has become a naturalistic island of great beauty. The environment presents
glimpses of considerable charm, beautiful clearings and a wooded heritage of particular
value [23].

Displays objects, pictures and scale models, organized according to chronological and
typological criteria, which present the great reclamation works carried out in the area of
San Dona from Antiquity till nowadays. The main feature of this museum is its close
relation with the land (ecomuseum), as it is focused on the identity of the place, largely
based on local participation and aims at enhancing the welfare and development of local
communities[24].

The history of Villa Ancilotto-Marcato takes us back to the 17th century when the noble
Sandi asked for a mapping of his properties. A series of buildings appear on that map,
including the Hosteria della Crosetta. This at the time was a well-known hotel-pension
that stood on the intersection of four roads, near the bridge built to cross a branch of the
Brentella canal, and was equipped with both an oven for cooking bread independently
and a shop for the sale of meat [25].

The Park of Sculpture in Architecture is in the city of San Dona di Piave, internationally
known thanks to scholars and lovers of art and architecture. Since 1991, it has housed
sculptures by internationally renowned contemporary artists and architects, exhibited
in a real and unique open-air museum which can be visited at any time of day or night
[26].

The first church of San Dona di Piave of which memory is preserved dates back to the
last years of the fifteenth century, but wars and floods have erased its traces. Between
1838 and 1841 a new church was built that too almost completely got destroyed during
the First World War. The reconstruction that enshrines its current image takes place on
a project by Professor Giuseppe Torres of Venice between 1919 and 1923.

The bridge has undergone two reconstructions due to the conflicts of the First and Sec-
ond World War. The Ponte della Vittoria becomes the protagonist every 7 August: it
is in fact here that the mayors of Musile and San Dona meet to renew the “friendship
pact”, on the day of San Donato. According to tradition, the whole territory that now
corresponds to the two municipalities was a single village, which bore the name of San
Donato because it developed near the chapel dedicated to the saint (now in Musile). Fol-
lowing a flood, the Piave changed its course and divided the country into two.

Table 4.2: San Dona del Piave's main Points of Interest
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Market Development — Looking at the potential market for the city, we can found several combinations that
may works. For example, thanks to alternative activities like the Vittoria Bridge walk and the Fluvial Park, San

Dona seems perfect for a one-day trip for families.

Figure 4.11: San Dona del Piave’s Park of Sculpture in Architecture

Market Development — Also, we can target, developing a new market, landscape and history enthusiast using

the Landmark Reclamation Museum, Villa Ancillotto and the Sculpture in Architecture Museum.
Candidate #2: Mirano

Mirano is an active commercial center and home to many artisanal and industrial activities.

The weekly market on Mondays is flourishing and attracts many people from the surrounding area. Even more
visitors are attracted to the center of Mirano by the ancient Fiera di San Matteo: the first edition was authorized
by the Veneto Senate with a decree of 6 September 1477 and since then, except for wartime suspensions, it has

always been held regularly.

In fact, although this country has a heterogeneous nature, rich in ferments and in constant evolution, it does
not forget its most ancient traditions that also reverberate in the initiatives of associations and committees, be-
tween Piazza Martiri and the hamlets, which are occasions for social life and a sign of well-being and the pleasure

of being together.
We can directly use the city’s website accurate descriptions [27] for the main points:

Market Penetration — It’s clear that one of the strongest point of Mirano are the mansions, so it’s possible to

build itineraries to pass all of them and attract architecture and art enthusiast.
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Built by the Bollani family in the sixteenth century, it is one of the oldest manor houses,
located in this place because it was initially built as a farm that managed some whirlpools
located along the various waterways in the area, such as the Muson.

The Cathedral is dedicated to San Michele Arcangelo. The current aspect is the result of
alate seventeenth-century renovation, mentioned in a plaque placed inside. Externally it
has an essential style, while inside it is richly decorated with elegant pilasters and stuccos
in imitation of the festoons that join the capitals together. The recent restoration, which
took place in 2022, gives the opportunity to admire each of its decorations with renewed
splendor.

Vast complex with four rooms (two, intentionally, left open to the sky) next to which
stands the five-storey octagonal tower on the remains of the base, the fake ruin, where a
pointed arched window opens. The underground structures are characterized by barrel
or cross vaults that divide the architectural complex into several parts. The artifice of
this underground complex was originally made even more wonderful by stalactites and
stalagmites, which today are no longer preserved but which remain in memories and
which are believed to be true.

With a neo-Palladian imprint, this villa, from the point of view architectural, itis perhaps
the most beautiful of the municipal villas of Mirano and belongs to a complex that orig-
inally provided for two Barchesse to the north, of which today it retains only one, used
as the seat of cultural events. The complex is surrounded by a large English park, with a
lawn area surrounded by plants on three sides and shrubs on the side of Viale Mariutto,
for an area of approximately 3,5 hectares.

It is located about one kilometer from the center of Mirano, and is a typical example of
a Venetian villa. Very well known are the fresco decorations of the rooms on the ground
floor, the stair front and the hall on the main floor which, following the purchase by a
French collector, were torn up in 1906 and destined to expatriate to France. Thanks to
the intervention of the Municipality of Venice, they were recovered at the border and are
now located in Ca ’Rezzonico.

Of fifteenth-century origin, it was completely transformed in the eighteenth century.
The Church has an orientation from east to west, with a plan irregular. The construction
of two large chapels created a sort of transept, thus transforming the basilica plan into
a Latin cross. The range of colors, the various shades of gold, the iconographic choices
and the figurative composition recall the paintings of the Tiepolo.

Table 4.3: Mirano’s main Points of Interest
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Figure 4.12: Mirano’s Castelletto

Service Development — Also, many of the mansions have parks and large spaces, so they are very good to host
events for families and young people. Based on the type of event, it’s possible to apply a sort of “auto-selection”

of the target.
Candidate #3: Conegliano

Conegliano is a small city, just a little more than 36 km?, of about 35,000 inhabitants. The territory expands
between the UNESCO World Heritage Sites of “Le Colline del Prosecco” and the Venetian plains. The historic
centre is on an hillside and in the last years the city expanded towards the plains. It’s a point of connection between
the province of Treviso and Belluno, thanks to the highway.

Conegliano is a lovely little town. It’s not unknown to tourists but it has the ’misfortune’ to be close to many
other attractive and more significant towns, meaning that while tourists teem around Venice, and some explore

Treviso, Conegliano maintains a mellow and peaceful atmosphere.
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The Hills of the Prosecco of Conegliano and Valdobbiadene Unesco Heritage: on 7 July
2019 the UNESCO Assembly recognizes the World Heritage ”The Hills of the Prosecco
of Conegliano and Valdobbiadene” and inscribes them in the list of cultural landscapes
to be protected. This area is characterized by a particular geomorphological conforma-
tion, called hogback, consisting of a series of spiky and steep reliefs extended in an east-
west direction and interspersed with small valleys parallel to each other. In this difficult
environment, man has been able to adapt over the centuries, shaping steep slopes and
perfecting his agricultural technique.

The structure, which houses the City Museum, is the result of a series of renovations and
reconstructions. Of the original Scaligera foundation, the deep splayed loopholes remain
at the bottom. The castle was partly rebuilt after the collapse of 1491, and was raised to
its present height in 1847-5 5 with the antistorico crowning of Ghibelline battlements.
In the large district ‘Contradal Grande’ there is the city Cathedral, whose construction
was commenced by the Battuti family in 1345. It constitutes the religious and artistic
heart of the city. The interior of the Sala dei Battuti, with its rectangular layout, has a
beautiful wooden ceiling and a cycle of frescoes made for the most part by Francesco da
Milano.

The ”brolo” was the botanical garden of the Convent of San Francesco. The Brolo of
the Convent of San Francesco is located on the hill behind the ancient convent, built by
the Franciscan friars at the beginning of the fifteenth century. It is bordered by Calle
Madonna della Neve and a stretch of the ruins from the fourteenth-century walls of
Conegliano.

The Jewish cemetery, built in 1545 on the hill known as the ”Cabalan”, is one of the
most evocative and panoramic places in the city. It stands as a precious testimony of
the presence of the integrated Jewish community and it still retains much of its dignity
and assorted beauty. There are about 130 tombstones, most of them facing east, in the
direction of Jerusalem.

In the middle of the Calle della Madonna della Neve is the homonymous oratory, for
which the first written account of historical information dates back to 1544 and in which
it appears as a branch of the parish church of San Leonardo in Castello. This church is
located close to the Carrarese walls, at a gate-tower, which originally allowed access from
the village to the last stretch of the ancient road, which led to the fortress, known as
“Porta della Castagnera”.

Table 4.4: Conegliano’s main Points of Interest
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Visitors can potter around the small centre, climb to the castle, and sit enjoying local Prosecco and food spe-

cialities, like Treviso radicchio, in a relaxed and uncrowded environment.

Diversification — Conegliano is undoubtedly a place rich in historical and religious aura. With its numerous
churches and sacred monuments, it’s the ideal location for spiritual people. A short itinerary passing between the
Brolo, the Church of the Madonna della Neve and the Jewish Cementery would be more that an experience for a

one-day trip outside the overcrowded Venice.

Figure 4.13: Conegliano’s Prosecco Hills

Market Development — But, the city has to offer much more: with its hills and local cuisine it can be a fantastic
experience for wine and food enthusiast. It’s the perfect place to lay back and relax a bit, looking at the typical

Venetian/Italian landscape that surround the city.

4.2.4 PROPOSAL DEVELOPMENT

We will now proceed to the actual proposal development. In this step, we will create a brief tour for each candi-

date and we will search for folklore elements that may enrich the tourists’ visit.

San Dona del Piave - Itineraries and Stories

We start the tour by taking the train at 9:05 AM from Venice Santa Lucia and going right to the centre of the city
at 9:55 AM. Immediately outside the station, we can observe the main street of San Dona, via Noventa, that will
take us to the first stop of the tour: Villa Ancillotto. We can easily take one hour to appreciate the mansion and
the surrounding park, then we can walk for about 20 minutes and visit the second park of the city: the Park of
Sculpture in Architecture. Again, the advice is to just immerse themselves in the out-worldly experience and let

the time pass.
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When ready, we can go to the central part of the city for a quick launch with local products (the specialty is
river fish) and start the second part of the tour by visiting the Duomo for a quick coffee in the main square of the
town.

The next stop will be something very peculiar: the Land Reclamation Museum. Finally, we complete the tour
by observing first-hand the effect of the nature on the landscape by visiting the beautiful Fluvial Park and the
adjacent Vittoria Bridge, then we can return to the station to take the train for Venice Santa Lucia of the 7:43 PM

just in time for a dinner in “La Serenissima”.

When walking alongside the Piave, we suggest the traveler to be careful of the river bed: in these lands hydro-
mancy was practiced. For starting it, just 3 stones were required: one round, one squared, and one triangular.
The stones were thrown in the water in the same sequence and, based on the water circles formed around the
stone, the belief say that it was possible to predict the future.

These rituals were often practiced by the “zobie” — the Venetian term for “witches” — that has the same etymo-
logical root of Thursday. Based on the legends, these witches met in secret to perform the “sabba” where magical

practices and enchantments were cast around a bonfire[28].

Mirano - Itineraries

We start the tour by taking the bus at 9:04 AM from Venice Santa Lucia and slightly outside the main part of the
city at 9:59 AM. After a 10 minutes walk we meet the first stop of the tour: the Church of the Nativity of Mary.
The architecture per se is not huge, it’s possible to fully view the religious landmark in about 30 minutes. After
another 10 minutes walk, we meet the first mansion of the tour: Villa Tiepolo, to visit it the suggested time is
around 30-60 minutes.

Compared to San Dona del Piave, this tour can be completed in about half'a day, so it may be used in different
situation compared to the first one. Plus, it’s easily extendibile by visiting the many parks present in a 30 minute
walk in the Orgnano/Macello area.

We continue the second part of the tour by visiting the Villa Belvedere Park that includes also the Castelletto
of Mirano and the mansion Villa Giustinian Morosini. A couple of hours for all these point of interest and to
tully appreciate the environment is a must here.

Finally, we have time for a quick view of the main square — the Duomo of Mirano - before taking the bus from

the opposite part of the city and be again in Venice Santa Lucia before 3 PM.

Conegliano - Itineraries
Like with San Dona del Piave, we take the train at 9:01 AM to reach the centre of the city just before 10 AM. After
a 10 minute walk we arrive at the first stop: the Duomo with the Hall of the Beaten. After an one-hour visit, we
can walk 200 meters and find the second stop of the tour the Brolo inside the Convento of San Francesco. Thisisa
smart step because from there we can directly reacy the Church of Madonna della Neve and Conegliano’s Castle.
To finish this first part will take about a couple of hours, so the advice is to exploit the opportunity to visit
Villa Gera and its outstanding view of the city before going for a quick bite in the city centre.
The second part of the tour will be a gradual “escape” from the city: visiting an extremely powerful memorial
— the Jewish Cemetery — may give rise to mixed emotions, but they will be tuned in by the visit to the Prosecco

Hills in a environment were you can find unique scents, views, and tastes.
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To reach the Prosecco Hills it’s strongly recommended to book a public transport before coming to Conegliano.
The distance is about 30 chilometers, covered in around 40-45 minutes. If the timing is correct, and you start going
by 3:30 PM, you should have the chance to taste a superb appetizer together with the UNESCO Prosecco. Once
the tasting experience ends, you can visit many local structures that are used to make Prosecco but, overall, you
should start returning by 7PM so you can reach Venice Santa Lucia by 8:30 PM.

In these territories you will have the opportunity to appreciate the born of the Prosecco DOCG with the
first Italian Enological School founded in Conegliano by Antonio Carpeng; a Mazzinian, participated in some
important battles of the Risorgimento. It was a positivist and progressive scientist, he had contacts with Robert
Koch and Louis Pasteur. The latter wrote to him inviting him to deepen the important research on the effects of

sulphurous acid on the ferments of wine and beer.

4.2.5 SUSTAINABILITY
Finally, we can evaluate the three alternatives based on the sustainability criteria:

* Environmental Protection: All of the tours and stories used public transports and empowered naturalis-
tic landscapes. But the same places will still suffer from overtourism, like every other city, so it’s imperative
to assess before the promotional activities the tourist pressure that each alternative locality can bear.

A couple of cities, like Mirano and San Dona del Piave, are extremely green and pro-bike environments,
so they may also provide an additional push to the “green side” of the tourists.

* Societal Responsibility: Most of these territories would benefit from an increase tourism flux, and Venice
would be somewhat relieved of a portion of the pressure.

It’s important to remember that many steps of these tours may not be easily accessible to everyone given
cost barriers (Prosecco Hills) or physical barriers (like climbs, steps, or similar). This was in part accounted
for: all the physical accessibility barriers provided a negative score to the Al.

* Economic Stability: The economic result of the promotional activities should be almost surely positive,
if we consider the double-faced social impact generated by moving tourist to the rural part of the region.

It’s also true that many of the tourist went to Venice specifically to appreciate its attractions, but more
than 20% of the people visited another major city in the end. So this means that some people are willing
to travel additional time to see more interesting points. It makes sense, from a marketing point of view,
to exploit the cultural sensibility of the majority of the tourist: most of the are highly educated (around
80%) so it may seems logical to them.

Finally, all the tours don’t require additional capital expenses from a logistical point of view because they
use in-place public transports, although they may benefit from additional means.

In theory, the output of each of these phases should be discussed with one or more stakeholders to assess it
from a qualitative point of view. After this step, there should be a series of practical brainstorming and decision-

making sessions were new promotional ideas are created and validated.
The interactive maps for the case study are available at the links:

https://pinea.app.carto.com/map/810354db-9994-4bbf-905a-70da8d32a010 and
https://pinea.app.carto.com/map/fee78425-981f-4226-8011-6523803b70f0
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https://pinea.app.carto.com/map/810354db-9994-4bbf-905a-70da8d32a010
https://pinea.app.carto.com/map/fee78425-981f-4226-8011-6523803b70f0

4.3 NETHERLANDS - AMSTERDAM

Amsterdam is the capital — and the most populous - city of Netherlands. Its population is reaching a million
people and, considering the urban area, the residents are more than 1.5 millions.

Amsterdam was born as a small fishing village around the 12th century. With the advent of the Dutch Golden
Age — during the 17th century - the city will become a major world port, using the Netherlands as economic

powerhouse. In the last two centuries, the city expanded and included many new neighborhoods [29].
The travel industry in Netherlands has a huge impact: the market size was almost 9o billions euros in 2019 [30].

More than half of the revenue come from the domestic tourism expenditure. We can also notice that the sector

was growing every year at a steady pace until 2019: the COVID’s year.
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Figure 4.14: Tourism Expenditure in the Netherlands from 2010 to 2020, by Category

Compared to other metropolis, Amsterdam is a relatively small city and most of the travellers just stay in the
inner part of it. But, for example, the locals have a much different visiting pattern: they’re are slightly more spread
across the map and have an higher probability to go and visit the outskirt of the city [31].

Considering that about half of the visitors are day-trippers it makes sense to visit just the main part of the
territory. The situation is critical even for the over-nighters: 1o millions, around 12 for each resident. The total
is around 21 millions nights [32].

This depict a clear picture: there is a portion of tourist that visit Amsterdam during a single day while there
is another that stays for 3 days on average. Their trip purpose are associated with substantial differences in total
daily expenditure but the activities undertaken are not limited to their initial trip purpose [33].

Rouwendal [33] gave us a small drill-down on the purposes: 53% of the tourists indicated that they had come
to Amsterdam to see the old city and the canals; 3% to visit a special event or exhibition; 3% for the use of cannabis;

10% of the tourists had mixed purposes; and 31% had another travel purpose.
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It’s also interesting to note that, from 2019, landlords of entire homes in the capital may rent out their house
to tourists for a maximum of thirty days a year. This was proposed by the Mayor and Municipal Executive of

Amsterdam at the beginning of this year [32].

This was not the only policy put in place to fight overtourism: there is also the “no, unless” hotel policy. Sub-

stantially, new hotels cannot open in the city unless they add something special.

It’s clear that overtourism is tackled very seriously in the “Venice of the North” because historically, Dutch

people are very sensible about the impact that foreigners can have both materially and immaterially [34].

Traveler type
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Figure 4.15: Geo-referenced Flickr posts from Locals and Tourists

4.3.1 ANALYSIS

We download the datasets from GeoFabrik and load it on the notebook pipeline. Unfortunately, there wasn’t a
single region available sufficiently large to cover for the neighboring territories of the Metropolitan City of Am-
sterdam. So we had to develop a new solution: manually download all the areas of interest and use a software —

called “Bulk Rename Utility” - to extract and rename the file automatically.
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Model MAE MSE RMSE R2 RMSLE MAPE TT (Sec)

et Extra Trees Regressor 0.3282 26542 14794 03350 03174 07001 55510
br Bayesian Ridge 03570 26392 14913 03214 03169 07325 01380
ridge Ridge Regression 0.3585 26942 14943 03183 03180 0.7865 0.1040
Ir Linear Regression 0.3587 28953 1.4950 03173 03180 0.7865 1.5670
en Elastic Net 0.3488 27457 15073 0.3103 03211 0.7141 0.0770
omp Orthogonal Matching Pursuit 0.3334 27521 15084 0309 03170 07616 0.0660

lightgbm Light Gradient Boosting Machine 0.3266 2.7333 1.5080 0.3027 03138 07563 0.4990

lasso Lasso Regression 0.3495 28056 15275 02904 03238 006956 04080
gbr Gradient Boosting Regressor 0.3192 27341 15210 02644 02993 06802 1.7670
huber Huber Regressor 02774 29613 15715 0.2493 02975 038039 1.8570
lar Least Angle Regression 0.4300 29714 15887 0.2159 03542 038923 00740
rf Random Forest Regressor 0.3313 29483 15814 02157 03161 07307 49650
knn K Meighbors Regressor 0.3406 31370 1.6419 01605 03515 07503 25940
par FPassive Agaressive Regressor 05190 34656 1.7507 00155 04161 1.0696 0.0990
llar Lasso Least Angle Regression 05149 36022 17792 -0.0007 04012 07948 0.0620
dummy  Dummy Regressor 05149 38022 1.7792 -0.0007 04012 07948 0.0630
dt Decision Tree Regressor 03999 55709 22651 -09675 04024 10603 0.2000
ada AdaBoost Regressor 1.6999 67517 25470 -1.5119 09101 15792 27570

Figure 4.16: Models’ Performance for Amsterdam’s Case Study

Using this modified workflow, it’s possible to use all the files directly as input. Their prefix isn’t so important:
it just needs to be different from the other areas to avoid the default overwriting. After that, the pipeline will

automatically detect the files based on their extension and merge all of them into a single database.

The pipeline chose the Extra Tree model as the best one based on its performance on MSE and R?. Extra Tree

models have a set of unique features compared to the standard Random Forest [35]:

* Like RF, it creates many decision trees, but the sampling for each tree is random and without replacement.
This means that each tree has a unique dataset

* The feature from each sample are also selected randomly

* Finally, the splitting point for the tree isn’t chosen based on the locally optimal value using Gini but it’s
selected randomly

These characteristics grants the model more randomicity and less correlation between the trees compared to
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the Random Forest algorithm. The predictions are computed as [36]:

N N
) =D > Taan@ Y A [ (4.2)
7,=0 ijX

=0 XC {1}
where:

* j(x) is the predicted value for observation x

* Nis the sample size

* 7is the observation index, going from 1 to N'

* Ai,...;i,) is a real-valued parameter that depends on the sample inputs «’ and outputs y’

* I(;,...;,) (%) is the characteristic function of an hyper-interval

Resulting in a map with slightly more concentrated predictions compared to the actual ones:
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Figure 4.17: Predicted Tourism of Amsterdam and its Surroundings
Like the previous case study, the prediction were computed based on the 7 features plus the data from the

neighboring cells. We can spot Amsterdam — the black group at the centre of the map — together with other major
localities like Utrecht and the Hague.
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Compared to Venice, we see higher concentration on a small set of cities instead of a well-balanced network
of nation-renowed localities. This is true especially observing the northern part of the Dutch nation: there are
almost no point were the Al predict tourism potential.

Looking at the actual tourism values, the map explains a bit of what is happening:
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Figure 4.18: Actual Tourism of Amsterdam and its Surroundings

There are several small spots — especially in the southern regions — that the model didn’t pick. This is probably
given by the outlier removal and by assumptions that are too general. It’s also interesting to note that the model
empowered more the southern part of Amsterdam compared to the actual tourism.

Like in the Venice case, there seems to be a strong link between the accessibility feature and the tourism one. In
this situation, though, art is much more important: it possess 5 of the top 10 most important features. This fact
resembles well the identikit of the average Amsterdam tourist: they come to visit art-related attractions like the
old canals.

For the first time, we also notice the security feature show up — three times - in the plot. Being an “hygienic”
feature, it should be treated similarly to the accessibility one: it’s probably an an effect of tourism, and not a cause.

Surprisingly, only one feature related to entertainment a no feature related to nature at all.
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Feature Importance Plot
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Figure 4.19: Amsterdam’s ExtraTree Feature Importance Plot

We can understand better the rating by analyzing the single layers, starting from the transport:
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Figure 4.20: Transport Map of Amsterdam and its Surroundings
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The yellow regions — the ones that indicate a better transport network — are present mainly in the most im-
portant cities, while large chunks of the map, marked with purple, are left without almost nothing. Even to the
naked eye it’s possible to understand the strong correlation that tourism and transport carry: there are just a

couple of areas in the north that reach the upper classes with regard to the transport and most of them have no
significant points of interest.

The only type of relevant points of interest in the north are the natural/environmental ones:
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Figure 4.21: Nature Map of Amsterdam and its Surroundings

We can spot a relatively strong correlation in the northern area between transport and natural points of interest.
The main attraction in that area are the Geestmerambacht, a major lake surrounded by a forest, and Hoorn: an
area surrounded by cultivated fields. The second one is clearly of industrial interest and not of a tourist one.

Around the centre of the map we can notice that to the west of Amsterdam there are several “green” points
and the same is true for Utrecht and the Hague. In the southern parts there are many smaller groups that may be
interesting to explore after the Filtering step.

Finally, knowing the strong social welfare policies, we can appreciate the much higher rate of accessibility com-
pared to Venice:
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Figure 4.22: Accessibility Map of Amsterdam and its Surroundings

It’s also important to remember that Netherlands is the flattest country in Europe, so it must be certainly
simpler to be accessible compared to a geologically complex region like Veneto. Most of the touristic areas obtain
generally good ratings, considering that through the manipulation we essentially count the anthropological fea-
tures that create a more accessible environment but in many cases — having flat surfaces — they may not be needed,

so with this regard the accessibility of this area may be severely underestimated.

Comparing the sizes, it’s also clearer that the Dutch government worked more on creating “accessible environ-
ments” and not simple “excellencies” that are the extra-ordinary and not the ordinary. But we still need to keep

in mind that, even tough the situation is overall better, the majority of the map is still dark blue.

Finally, going into the cluster analysis, we can see that the Al had some difficulties in finding 20 of them
because there are a couple of cluster really near each other (both on Amsterdam) but there are still interesting

results to analyze.
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