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Abstract

This thesis is part of the ISOLPHARM project, which aims to produce high-purity radioisotopes for
use in diagnostic and therapeutic nuclear medicine applications by utilizing the second-generation
ISOL facility SPES (Selective Production of Exotic Species) at INFN-LNL. The focus of this thesis is
to investigate the potential DNA damage caused by radiation from two radioisotopic sources, 111Ag
and 60Co, using the Geant4-DNA simulation toolkit, an extension of the Geant4 software. The
results are fundamental for the ADMIRAL experiment, which aims to evaluate the diagnostic and
therapeutic power of radiopharmaceuticals containing the innovative radionuclide 111Ag. Currently,
the radiobiological analysis of radiopharmaceuticals is not extensively investigated as the external
irradiation experiments due to the complexity of defining and studying the absorbed dose in a cell
culture irradiated by an internalized radiopharmaceutical. To overcome this, the thesis proposes the
usage of the MIRD schema to compute the damage rate in the form of S-values. These values can be
associated with biophysical models to predict experimental results such as foci assays and cell survival.
In particular, the foci technique can provide a direct measurement of the extent and distribution of
DNA damage induced by ionizing radiation, so that it can be used as an experimental test to verify
the validity of Geant4-DNA simulation results.
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Background and Context
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Chapter 1

Introduction

In this chapter we shortly recall some preliminary notions useful to introduce the following topics.
Specifically, the focus will be placed on radiobiology and dosimetry notions.

1.1 Radiobiology notions

The purpose of this section is to explain in a clear and concise way how ionizing radiation can harm
cells.

Radiation interactions with matter When a cell is exposed to ionizing radiation, the energy
from the radiation generates a large number of highly reactive molecules inside it, such as free radicals
and reactive oxygen species (i.e. hydroxyl groups and peroxides). These molecules are difficult for the
cell to remove and can disrupt its normal functions.
If the radiation damages the DNA in the nucleus, the situation becomes even more severe: as a matter
of fact, cells can normally repair damage to one strand of the DNA by using the information contained
in the complementary strand. However, a high concentration of free radicals can interfere with this
process, making it more difficult for the cell to repair the damage. Moreover, if both DNA strands
are damaged in the same location, repairing the damage becomes almost impossible, and can lead to
chromosomal aberrations that are generally lethal to the cell during the division stage, due to the fact
that daughter cells will be receiving an incorrect number or structure of chromosomes.
Specifically, ionizing radiation can have both deterministic and stochastic effects: deterministic effects
refer to cell death, which occurs when a particular threshold of absorbed dose is overcome, while
stochastic effects happen randomly and without a threshold. The last ones are of greater concern
from a medical and radioprotection perspective, since they can lead to serious illnesses such as cancer,
cataracts, and heritable diseases.

Figure 1.1: Scheme of the interaction of the incident ionizing radiation with matter: secondary charges can
induce cellular death by (i) directly damaging their DNA or (ii) by enhancing the water radiolysis reaction that
produces highly cytotoxic reactive oxygen species. Image from [1]
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1.1. RADIOBIOLOGY NOTIONS CHAPTER 1. INTRODUCTION

Obviously, the incidence of these illnesses increases in proportion to the absorbed dose of radiation,
depending on the mass, charge and energy of radiation. High-energy radiation, such as gamma rays
and X-rays, has a high penetration power and can pass through thick layers of materials, including
the human body. Consequently, they can damage cells and tissues throughout the body. In contrast,
alpha particles, heavier and charged, have a shorter range in matter and are easily absorbed by the
first few layers of atoms in a material, such as skin or clothing. Therefore, they are not generally a
significant external radiation hazard, as they cannot penetrate deeply into the body or pass through
most materials. However, if alpha-emitting radioactive materials are ingested or inhaled, they can
be a significant internal radiation hazard. When alpha particles are emitted within the body, they
deposit their energy over a very short distance, causing significant damage to nearby cells and tissues.
[2]

DNA damage and repair mechanisms DNA damage caused by ionizing radiation can have
significant consequences for the affected cells and tissues. When ionizing radiation interacts with
DNA, it can cause a variety of different types of damage, including single-strand breaks, double-strand
breaks, base damage, and cross-linking.

Figure 1.2: Schematic of the types of DNA damage, ranging from single and clustered damage sites through to
simple and complex DSBs, formed by passage of a single radiation track. Image from [3]

Single-strand breaks (SSBs) occur when one of the two strands of the DNA molecule is broken, and
this damages can be repaired by a mechanism called base excision repair. In this process, specialized
enzymes recognize the damaged nucleotide and remove it from the DNA strand. The gap is then filled
by DNA polymerase, and the DNA ligase seals the remaining discontinuity.
Double-strand breaks (DSBs), on the other hand, are much more severe and can be difficult for the
cells to repair. When both strands of the DNA molecule are broken at the same location, the cell’s
repair mechanisms may struggle to restore the original structure of the DNA molecule.
Cells have two primary pathways for repairing double-strand breaks: non-homologous end joining
(NHEJ) and homologous recombination (HR). NHEJ is the most common pathway for repairing
double-strand breaks and involves the direct ligation of the broken ends of the DNA molecule. This
process can lead to the loss of some genetic information at the site of the break. HR, on the other
hand, is a more complex process that involves the use of the undamaged sister chromatid as a template
to repair the break. This process is more accurate and does not result in the loss of genetic information.

In higher eukaryotes, such as humans, there are several primary pathways available to repair DSBs.
These pathways include non-homologous end-joining (NHEJ), homologous recombination (HR), single-
strand annealing (SSA), and at least two alternative end-joining mechanisms. NHEJ, SSA, and alter-
native end-joining pathways are considered error-prone because they can introduce mutations during
the repair process, while HR is generally regarded as error-free. The repair pathway choice depends on
the specific stage of the cell cycle. In mammalian and human cells, NHEJ is the primary mechanism
for repairing DSBs throughout all phases, since this pathway does not require a homologous DNA
template and is, therefore, more common. On the other hand, HR is restricted to the late S and G2
phases since it relies on a sister chromatid or a similar undamaged DNA sequence as a template for
accurate repair. During the mentioned cell cycle phases, the cell has replicated its DNA, and a sister
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CHAPTER 1. INTRODUCTION 1.1. RADIOBIOLOGY NOTIONS

chromatid is present as an identical copy that can be used as a template for HR-mediated repair.
This allows HR to perform more precise and error-free repair by using the intact DNA sequence as a
reference to re-build the damaged one. A specialized form of HR that is worth mentioning is HR-h.
This mechanism involves the exchange of genetic information between non-identical or heterozygous
DNA sequences, and is crucial for repairing DSBs specifically during meiosis. HR-h relies on the same
end-resection mechanism as HR and requires the presence of a homologous DNA template for repair.
SSA is a homology-directed DNA repair pathway that promotes recombination between repeated DNA
sequences: this means that it operates similarly to HR but requires a distinct set of proteins.

Figure 1.3: Comparison of the alternative DSB repair pathways. HR-h (Homologous Recombination-High)
refers to a more accurate and high-fidelity mode of HR repair. Image from [4]

As introduced before, in addition to NHEJ, SSA, and HR, there are two alternative end-joining
pathways commonly applied by cells: microhomology-mediated end-joining (MMEJ) and Alt-NHEJ.
MMEJ, similarly to SSA, relies on pre-existing microhomologies, which are short regions of sequence
similarity located in the surroundings of the DSB site. These microhomologies, typically a few base
pairs in length, are used as points of alignment and annealing between the broken DNA ends. Once
they are aligned, the DNA sequences between them (DSB site included) are removed or excised, so
that the remaining ends can be ligated together to complete the repair process.
On the other hand, Alt-NHEJ does not require pre-existing microhomologies to perform the repair.
Instead, it relies on the activity of a protein called poly ADP-ribose polymerase (PARP) to mediate
the repair process. PARP plays a role in recruiting and activating repair factors that can process and
join the DNA ends in a more flexible manner, even in the absence of microhomologies. Alt-NHEJ can
be error-prone, resulting in potential DNA rearrangements or deletions at the repair site. [5]
Base damage occurs when the ionizing radiation interacts with one of the four nitrogenous bases that
make up the DNA molecule, causing it to become chemically altered. This type of damage can lead
to mutations in the DNA sequence, which can potentially affect the function of the affected gene.
Cross-linking occurs when the ionizing radiation causes two adjacent nucleotides in the DNA molecule
to become chemically bonded. This type of damage can prevent the DNA from being replicated and
transcribed correctly, which can lead to cell death or genetic mutations. The ability of cells to repair
DNA damage caused by ionizing radiation depends on a variety of factors, including the type, energy,
and dose of the radiation. Understanding the nature of DNA damage caused by ionizing radiation
and the mechanisms that cells use to repair this damage is essential for developing effective strategies
to protect individuals from the harmful effects of ionizing radiation. [4, 6]
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1.2. THE MIRD SCHEMA CHAPTER 1. INTRODUCTION

1.2 The MIRD schema

This paragraph recalls some basic concepts related to the MIRD schema.

Mean Absorbed Dose Rate The absorbed dose D is defined as

D =
dE

dm
(1.1)

where dE is the mean energy imparted by ionizing radiation to matter of mass dm.
The unit of the absorbed dose is the joule per kilogram (J kg-1), given the special name gray (Gy):

1 Gy =
1 J

1 kg
(1.2)

The time-dependent rate at which the absorbed dose is delivered Ḋ(rT , t) to target tissue rT within
a patient from a radioactive material distributed uniformly within source tissue rS at time t after
administration is given as:

Ḋ(rT , t) =
∑
rS

A(rS , t)S(rT ←− rS , t) (1.3)

where A(rS , t) is the time-dependent activity of the radiopharmaceutical in rS and S(rT ←− rS , t)
is the radionuclide-specific quantity representing the mean absorbed dose rate to rT at time t after
administration per unit activity present in rS . We can even define a time-dependent equation for the
mean absorbed dose, which is

D(rT , TD) =

∫ TD

0
Ḋ(rT )dt =

∑
rS

∫ TD

0
A(rS , t)S(rT ←− rS , t)dt (1.4)

S-values The quantity S is specific to the radionuclide and to the computational phantom defining
the spatial relationship and tissue compositions of rS and rT and their intervening tissues in the
reference individual or tissue model. S is given as:

S(rT ←− rS , t) =
1

M(rT , t)

∑
i

EiYiϕ(rT ←− rS , Ei, t) (1.5)

where Ei is the mean (or individual) energy of the ith nuclear transition, Yi is the number of ith

nuclear transitions per nuclear transformation, ϕ(rT ←− rS , Ei, t) is the absorbed fraction (defined as
the fraction of radiation energy Ei emitted within rS at time t that is absorbed in rT ) and M(rT , t) is
the time-dependent mass of the target tissue rT in the reference individual. Since the time dependency
of S can generally be neglected, as when the source and target masses remain constant over the period
of irradiation, 1.4 may be reduced to the following time-independent form:

D(rT , TD) =
∑
rS

Ã(rS , TD)S(rT ←− rS) (1.6)

where

Ã(rS , TD) =

∫ TD

0
A(rS , t)dt (1.7)

is the time integrated activity. [7–9]

This schema, proposed by the Committee on Medical Internal Radiation Dose (MIRD) of the Amer-
ican Society of Nuclear Medicine and Molecular Imaging (SNMMI), is a widely used method for
performing dosimetry calculations in nuclear medicine and radiation therapy. It was first developed
in the 1960s to provide a standardized framework for estimating the radiation dose to organs and
tissues from internalized radioactive sources. The MIRD schema takes into account various factors
that can affect the radiation dose, such as the physical characteristics of the radiation source, the
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route of administration, and the biological distribution of the radioactive material. It also includes
models for calculating the absorbed dose in different types of tissues, such as bone, soft tissue, and
red marrow. The strategy applied to associate the computed damage S-values, which are calculated
using the MIRD schema, with an appropriate biophysical model and predicting experimental results
consists of four main steps:

• The creation of a virtual volume made of a given material or tissue, subdivided in elementary
units such as concentric shells or voxels (in Geant4, they can be classified as sensitive volumes
in order to count the deposited energy);

• The collocation of a radiation source inside the volume, paying attention to its symmetries;

• The Monte Carlo simulation of a high number of time-independent radiation events, followed by
the calculation of the mean absorbed dose per event in every shell (Dose Point Kernel, DPK) or
voxel (Voxel S-Value, VSV). In particular, DPK calculates the absorbed dose in the target organ
or tissue by representing the mean absorbed dose per event in every shell of the virtual volume,
while VSV estimates the radiation absorbed dose in a specific voxel of the virtual volume by
representing the mean absorbed dose per event in that voxel.

• The convolution between the obtained kernel and a function expressing the activity distribution
in the sample, for example a PET or SPECT 3D image.

By following these four main steps, it is possible to calculate the absorbed dose of radiation in a target
tissue or organ, taking into account various factors that can affect the radiation dose. This information
can be used to optimize radiation therapy and improve patient outcomes. [10]

Figure 1.4: Concept of the MIRD schema. Every target organ can be a source organ too.
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Chapter 2

The ISOLPHARM project

The thesis’ work is part of the ISOLPHARM (ISOL technique for radioPHARMaceuticals) project
headed by the Legnaro National Laboratory (LNL) of the Italian Institute for Nuclear Physics (INFN).
Born in 2017, ISOLPHARM is a pioneering initiative that aims to produce high-purity radioisotopes
for use in both diagnostic and therapeutic nuclear medicine applications. It has the main purpose of
utilizing the second-generation ISOL facility SPES (Selective Production of Exotic Species) in order to
obtain highly pure innovative radionuclides that have medical relevance. In addition to INFN, several
other institutions are participating in the experiments, including the University of Padova. Specifically,
the Department of Physics and Astronomy “Galileo Galilei”, the Department of Chemistry, and the
Department of Pharmaceutical and Pharmacological Sciences are all involved in the research.

Figure 2.1: The ISOLPHARM logo.

To date, there have been three pilot experiments conducted in the ISOLPHARM project:

1. ISOLPHARM Ag (2018-2019): investigate the production and release capabilities of 111Ag
from the SPES fission target and study the feasibility of purification techniques for Ag+ and
possible targeting agents to transport 111Ag to specific tumor cells [11].

2. ISOLPHARM-EIRA (2020-2022): the research was divided in three main tasks (see Fig. 2.2):
• Task 1, physics: production of 111Ag with the TRIGA MARK II reactor at the Laboratory
of Applied Nuclear Energy (L.E.N.A.) in Pavia by activation of a 110Pd enriched target [12,
13]; the resonant laser ionization (RLI) technique was tested to improve the ionization and
extraction of 111Ag from the SPES primary target [14, 15]

• Task 2, chemistry: synthesis and characterization of first prototype molecules for chelators,
linkers, targeting agents, and development of radioisotope purification [16–18];

• Task 3, biology: selection of in vitro models to evaluate the best radiopharmaceutical
precursor for preliminary in vivo studies [19].

9



CHAPTER 2. THE ISOLPHARM PROJECT

Figure 2.2: Representation of the ISOLPHARM EIRA main objectives, divided into Tasks [20].

3. ADMIRAL (2023-2025): evaluation of the diagnostic and therapeutic power of radiopharma-
ceuticals containing the innovative radionuclide 111Ag [21].

The four main work packages of the ADMIRAL experiment, in which the thesis’ work locates, follow:

• WP1, radiopharmaceutical production: optimize the radioisotopic production and purifi-
cation of 111Ag via traditional methods since the ISOL technique is not available. Due to the
ongoing SPES construction, the TRIGA Mark II nuclear reactor at L.E.N.A. (Fig. 2.3) will be
involved in 111Ag production. This involves conducting radiochemistry experiments focused on
the dissolution of the irradiated target to obtain 111Ag and finding ways to insert the radionu-
clides into a macromolecular context that can effectively bind and transport them to tumor
tissues, specifically targeting cancer cells.

Figure 2.3: The TRIGA MARK II nuclear reactor at L.E.N.A. [21] .

• WP2, β-imaging: design, construct, and characterize a device that utilizes monolithic silicon
pixel technology (ALPIDE chips, see Fig. 2.4) to capture high-resolution “β-pictures” of 2D

10



CHAPTER 2. THE ISOLPHARM PROJECT

cellular cultures or thin 3D slices (scaffolds) containing β-emitters.

Figure 2.4: Example of ALPIDE chip [21].

• WP3, γ-imaging: design and characterize a γ-camera for detecting γ radiation emitted during
the decay of 111Ag (see Fig. 2.5). The aim is to optimize the coupling between scintillators and
silicon photomultipliers (SiPMs) and develop suitable electronics and data acquisition systems
(DAQs) with the final goal to realize a basic module of a SPECT device optimized for 111Ag.
The acquired knowledge will be used to build a planar system for the detection of 111Ag. The
results will be compared with existing preclinical devices designed for other medical nuclides and
with the Bruker In-Vivo Xtreme II system available in Trento or Catania.

Figure 2.5: Simulation of γ camera [21].

• WP4, targeted radiobiology: study the effects of 111Ag targeted radionuclide therapy (TRT)
on cell survival using a “targeted” radiobiology approach. In particular, a tumoral cell line
overexpressing CCK2R (cholecystokinin 2 receptor) will be selected and grown in T75 flasks at
the biology laboratories of Pavia University (see schematic procedure in Fig. 2.6). The effects of
111Ag TRT on both 2D cell and 3D cell cultures obtained through bioprinting will be analyzed.
Finally, the radiobiological data are going to be correlated with the absorbed dose at the cellular
level, computed using the Monte Carlo method.[21]

11



2.1. THE ISOL TECHNIQUE CHAPTER 2. THE ISOLPHARM PROJECT

Figure 2.6: Representation of the main steps of cell survival experiment [21].

2.1 The ISOL technique

The ISOL (Isotope Separation On-Line) method, as mentioned before, is a technique used for produc-
ing specific radionuclides. In this approach, a proton beam is accelerated by a cyclotron and directed
towards a solid target, leading to the the production of a series of exotic nuclei via nuclear reactions
that depend both on the target composition and on the proton energy. The primary target material
for ISOLPHARM is a fissile target composed of seven disks, with diameter 40 mm and thickness 0.8
mm, made of uranium carbide, a composite material comprising uranium dicarbide (UC2), graphite
(C), and a lower concentration of uranium monocarbide (UC). After the production of nuclides, they
disperse throughout the target. Thanks to the high temperature of 2000°C maintained in the system,
the volatile elements are evaporated and effused through a transfer line. The effused elements are
then led into an ionizing high vacuum chamber that maintains a pressure of about 10−6 to 10−5 mbar,
where they are ionized to a +1 charge state, in order to be extracted and accelerated using a high
voltage of up to 40 kV, generating the Radioactive Ion Beams (RIBs). Each element is assigned a
coefficient ϵ, which represents the product of the contributions in efficiency for each stage. While not
every nuclide is able to reach the accelerator due to the varying efficiency of each stage, the use of
coefficients ϵ helps to account for these differences. The resulting RIB, containing only the nuclide of
interest and its isobars, is deposited into a collection target.
In the context of ISOLPHARM, the pure radionuclide obtained as described is then bound to a carrier
molecule to create the radiolabeled drug. This molecule consists of three main components:

• Chelator: binds the radionuclide stably with coordination covalent bonds;

• Targeting agent: takes the radionuclide to the cancer cells that interact with specific receptors
overexpressed in their plasma membrane;

• Linker (or spacer): connects the chelator and the targeting agent preventing interactions be-
tween them.

12
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The scheme is shown in Fig. 2.7:

Figure 2.7: Mechanism of targeting and structural segmentation of a carrier molecule for radiopharmaceuticals.

Before being commercialized, radiopharmaceuticals undergo a series of in vitro and in vivo experiments
to test their ability to distribute correctly in the affected tissues, deliver an appropriate dose of
radiation to the targeted site, and minimize damage to healthy organs. Once these tests are successfully
completed, the radiopharmaceuticals can enter the clinical sperimentation. The whole production
process is depicted in Fig. 2.8.[11, 12, 22]

Figure 2.8: Depiction of the entire radiopharmaceutical production process for ISOLPHARM.

13
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Concerning the radionuclide, the following characteristics have to be considered when choosing a
particular species for nuclear medicine applications:

• Half-Life: it should be comprised between a few hours and some days to facilitate the essential
logistical steps such as separation from the target, radiolabeling procedures and distribution to
medical facilities;

• Toxicity: it should be the lowest possible, in order to minimize the impact of ionizing radiation
on healthy tissues. This factor is influenced by both physical attributes (i.e., half-life, type of
emitted radiation) and physiological characteristics (i.e., absorption within the body, deposition
sites, elimination rates);

• Chemical properties: the radionuclide has to exhibit suitable chemical properties that enable
efficient target separation and successful radiolabeling techniques;

• Costs of production: the entire radiopharmaceutical supply chain, comprehending the pro-
duction, the radiochemical processing and the distribution, must be economically sustainable.

Other two fundamental quality criteria that are typically taken into account when assessing the quality
of a produced radionuclide are:

• Radionuclidic purity: is defined as “the ratio, expressed as a percentage, of the radioactivity of
the desired radionuclide to the total radioactivity of the source”. This quantity holds significant
importance in radiopharmacy because the presence of any impurities may increase the radiation
dose recieved by the patient and can also compromise the quality of any imaging procedures
conducted [23];

• Specific activity: it is the ratio between the compound activity and its mass. This parameter
is fundamental in the quantification of the amount of cold isotopes that can be present in the
preparation. The challenge with non-radioactive isotopes is based on the fact that the therapeutic
efficacy lowers as the limited number of receptors on the cell surface (refer to Fig. 2.9) occupied
by non-radioactive isotopes increases.

Figure 2.9: Difference between Carrier-Added and Carrier-Free Radiopharmaceuticals [24].
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2.2 The innovative radionuclide 111Ag

The unique nuclear properties of 111Ag make it an attractive radionuclide for various applications in
nuclear medicine. As an isotope of silver (Z = 47) with 64 neutrons (N = 64), 111Ag has a half-life t 1

2

= 7.45 days that is well-suited for both diagnostic imaging and targeted radionuclide therapy, since it
is long enough to allow for the synthesis and distribution of radiopharmaceuticals, yet short enough
to minimize patient radiation exposure.
In addition to its favorable half-life, even the β− emission of 111Ag is another essential feature: the
decay of 111Ag to the stable isobar 111Cd is highly favorable due to its release of an energy (mean
energy of 360.4 keV in 92% of cases and 223.5 keV in 7.1%, with an endpoint at 1.0368 MeV) that
is well-suited for therapeutic purposes, as it can penetrate tumor tissue and deliver a high dose of
radiation to cancerous cells while minimizing damage to surrounding healthy tissue. The beta emission
of 111Ag also enables its use in imaging applications. The gamma ray emissions of the radionuclide at
245.40 keV and 342.13 keV are ideal for imaging using conventional gamma cameras and single-photon
emission computed tomography (SPECT) imaging. This allows for the non-invasive visualization of
physiological processes in vivo, such as blood flow and metabolism, as well as the detection of cancer
and other diseases. [11, 22, 25–27]

2.3 CloudVeneto

The high computational resources requested by the simulation, due to the complex geometries and
interactions being modeled, exceeded the capabilities of a laptop. To address this challenge, it was
decided to use CloudVeneto (logo in Fig. 2.10), a cloud computing platform.

Figure 2.10: Cloudveneto logo.

CloudVeneto brings together ten departments from the University of Padova, the Padova Section
of INFN (National Institute of Nuclear Physics), and the Legnaro National Laboratories of INFN
in a collaborative effort. These entities offer to users an easy access to a cutting-edge Cloud-based
infrastructure. Moreover, the INFN resources within CloudVeneto are integrated with the broader
national INFN Cloud framework.
This platform, resting on the use of OpenStack Cloud middleware, is a IaaS (Infrastructure as a
Service) Cloud service, since it efficiently manages a pool of computing resources that can be swiftly
and effectively allocated to users upon request. In practical terms, users can easily ask for and
configure even intricate computing systems tailored to their specific needs. CloudVeneto is particularly
useful in scenarios requiring scalability since, in such cases, having substantial computing resources is
fundamental to strongly reduce the time it takes for a process to run.
In the thesis’ work, this service was fundamental to allow the run of the longest simulations, namely
the ones with human cell geometry and the highest number of events.
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2.4 Thesis motivation

The radiobiological analysis of radiopharmaceuticals is still less represented in literature compared to
the same kind of experiments using external irradiation, mainly because defining and studying the
absorbed dose in a cell culture irradiated by an internalized radiopharmaceutical is quite complex
compared to the same situation but with an external irradiating source. As a matter of fact, with
respect to external beam radiotherapy

• The dose-rate per cell depends on the amount of cell receptors and consequently on the number
of cells in the culture at a given time t;

• Radiation decays in time and is not administered in uniform cycles;
• The exposure time is expected to be comparable with biological processes such as DNA repair
or cellular death.

Therefore, the definition of total absorbed dose results weakened due to the time evolution of the cell
culture, leading to the necessity of improving the existent approaches.

Figure 2.11: Cellular S-values depicted in a 3D cell culture administered with an unlabeled pharmaceutical
(confocal microscopy).

It could be helpful to study the DNA damage by using the MIRD schema not only to compute the dose
rate using dose S-values, as usual, but even for the damage rate itself. By associating the computed
damage S-values to proper biophysical models, it will be possible to predict experimental results,
as foci assays and cell survival. The foci technique is based on the phosphorylation of the protein
H2AX, which is a component of DNA histones. After the occurrence of DNA breaks, this protein is
phosphorylated to the γ-H2AX form, which can be detected by confocal microscopy. In combination
with H2AX, another protein frequently utilized in foci assays is 53BP1. Unlike H2AX, 53BP1 is
more specifically involved in the repair of double-strand DNA breaks (DSBs) and exhibits greater
specificity for this type of DNA damage. By employing a combination of H2AX and 53BP1 proteins,
it is possible to gather comprehensive information about the presence and localization of DNA damage
within cells. As a matter of fact, the phosphorylation of H2AX provides a broader indication of DNA
damage, encompassing various types of lesions, while the presence of 53BP1 foci allows for a more
specific assessment of DSBs. This technique can be helpful as an experimental test for the validity of
Geant4-DNA simulations because it provides a direct measurement of the extent and distribution
of DNA damage induced by ionizing radiation. In order to compute the aforementioned S-values, the
software Geant4-DNA has been employed.

16



Chapter 3

GEANT4-DNA

3.1 About GEANT4

Geant4 is a highly sophisticated Monte Carlo simulation toolkit designed to meet the complex re-
quirements of modern particle and nuclear physics experiments, as well as other disciplines where
particle interactions are fundamental.
Monte Carlo simulation methods are a statistical approach to modeling complex systems that involve
random processes. Applying to the case of Geant4, this involves generating random numbers to
simulate the interactions of particles with matter. This includes the probability of a particle being
scattered or absorbed by the material it passes through, as well as its probability of emitting secondary
particles. Even if Monte Carlo methods can require significant computational resources to model
complex scenarios and setups, they offer exceptional accuracy and are considered an alternative to
deterministic approaches. The mentioned methods, such as solving differential equations, are based
on precise mathematical models and can provide exact solutions if the model accurately represents
the system being studied. However, in many cases, the true behavior of the system is too complex
to be represented by a deterministic model: Monte Carlo methods, on the other hand, can handle
complex, stochastic systems by generating random numbers that represent the probability distributions
of various physical processes.
Concerning the Geant4 toolkit, it provides a comprehensive set of software components that cover
all aspects of the simulation process, from the construction of the system’s geometry to the tracking
of particles passing through materials and external electromagnetic fields, to the physics processes
governing particle interactions, along with the response of sensitive detector components. One of
the most remarkable features of Geant4 is its built-in steering routines and command interpreters,
which provide a simple and intuitive way for users to define their simulation problems, configure
the simulation parameters, and execute simulation runs. These tools are designed to work at various
levels of the simulation process, from the initial problem setup up to the final analysis of the simulation
results, allowing users to have complete control over the entire simulation process.

Figure 3.1: Geant4 logo.

Geant4’s extensive set of physics models lies at the basis of the toolkit, making it possible to handle
particle interactions across a wide energy range. These models have been sourced from numerous
locations worldwide and are continually expanded and developed to keep up with the evolving requests

17



3.2. GEANT4-DNA CHAPTER 3. GEANT4-DNA

of particle physics research. The approach of the toolkit separates the physics processes from the
models that describe them, allowing multiple independent models to exist for the same process, so
that users can freely choose the models that best suit their needs, whether in terms of energy range,
precision, or CPU time. The open system of physics in Geant4 also enables users to create and
incorporate their own customized models without difficulties. Thanks to the toolkit’s flexibility and
the availability of specialized physics models, such as those for low energy, it has gained widespread use
in diverse experimental communities, from high-energy physics and accelerator physics to astroparticle
physics, astrophysics, and medical physics.

3.2 Geant4-DNA

3.2.1 Overview

The Geant4-DNA project is an extension of the general-purpose Geant4 Monte Carlo simulation
toolkit that focuses on simulating the interactions of ionizing radiation with biological systems at the
molecular level. It provides a set of specific models useful to simulate the interactions of particles
with biological molecules such as DNA, RNA, and proteins, as well as the subsequent chemical and
biological processes that occur as a result.
Initiated in 2001 by Dr. P. Nieminen at the European Space Agency, the project aimed to develop a
computing platform that could estimate the biological effects of ionizing radiation using the Geant4
toolkit. A preliminary set of physical processes tailored to microdosimetry in liquid water and capable
of operating down to the electronvolt scale was integrated into theGeant4 toolkit in 2007. Since then,
the Geant4-DNA project has continued to refine and enhance these processes. The Geant4-DNA
collaboration brings together Geant4 developers, who are members of the larger collaboration, as
well as external consultants with expertise in theoretical elementary particle physics, radiolysis, and
microdosimetry. The current collaborators of theGeant4-DNA project are listed as authors of related
publications, and the project is a full activity of the Geant4 Low Energy Electromagnetic Physics
Working Group. All ongoing developments are included in the public releases of the Geant4 toolkit,
ensuring that the latest enhancements are available to users worldwide. A dedicated website provides
detailed descriptions of the project’s developments, making it a valuable resource for researchers
interested in simulating the interactions of ionizing radiation with biological systems at the molecular
level.
Rather than developing a new Monte Carlo software that focuses only on microdosimetry and on the
simulation of biological damage caused by radiation, the Geant4-DNA project was born to be an
expansion of the capabilities of the Geant4 toolkit. This approach provides greater flexibility and
efficiency in simulating the interactions of ionizing radiation with biological systems at the molecular
level, so that researchers can have a single, comprehensive toolkit to simulate a wide range of biological
systems and scenarios. Ultimately, this is frequently applied in the development of new radiation
therapies and the understanding of the mechanisms of radiation damage to biological systems.

3.2.2 Models, physics processes and physics lists

Geant4-DNA employs C++ “process classes” to calculate the total cross-sections of specific physical
interactions, such as elastic scattering and ionization. These classes provide a detailed description of
the interaction products, including kinematics, production of secondary particles and energy deposits.
The physical interactions simulated in Geant4-DNA are purely discrete, meaning that they are
simulated step-by-step with precise tracking, without using any condensation technique. The user
can compute physical quantities based on a variety of models, either theoretical or semi-empirical,
using dedicated “model classes”. These classes can be complementary in energy ranges or completely
alternative, and any single process class can evoke one or several of them.
Geant4-DNA covers the dominant interactions of light particles and ions, including electrons, protons,
hydrogen, helium particles, and their charged states, reaching the electronvolt scale in liquid water,
which is the primary component of biological matter. Some models are purely analytical, while others
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use interpolated cross-section data tables for faster computation.
To simulate the interactions of particles with matter in a Geant4 user application, the user needs to
specify the particles and the corresponding physical processes affecting these particles in a dedicated
“physics list” class. For instance, in the case of simulations in liquid water, the recommended physics
lists follow:

• G4EmDNAPhysics option2: it is an accelerated default constructor that simulates electron
interactions up to 1 MeV, as well as all other particle interactions. It is a faster option compared
to other physics lists, and is suitable for simulations where simulation speed is a priority;

• G4EmDNAPhysics option4: it includes electron elastic and inelastic models developed by
D. Emfietzoglou, I. Kyriakou, S. Incerti [28], and is valid for electron energies up to 10 keV. This
option is suitable for simulations that focus on low-energy electrons;

• G4EmDNAPhysics option6: it includes CPA100 electron elastic and inelastic models devel-
oped by M. C. Bordage, M. Terrissol, S. Incerti [28], and is valid for electron energies up to 255
keV. This option is suitable for simulations that focus on intermediate-energy electrons.

3.2.3 Models for direct DNA damaging

Geant4-DNA includes physical processes and models that are integrated into the Geant4 toolkit,
allowing for the combination of Geant4’s geometry modeling capabilities with Geant4-DNA’s phys-
ical processes. This enables the creation of high-resolution geometries for biological targets with
sub-micrometer scale resolution. These geometries represent a significant improvement over previous
Geant4 geometrical models used for dosimetry studies at the biological cell. There are two approaches
to implementing high-resolution geometries:

• Voxellized approach: uses reconstructed 3D images acquired using high-resolution imaging
techniques (such as confocal microscopy) to develop high-resolution cellular phantom geometrical
models at the sub-micrometer scale, representing realistic individual human keratinocyte cells,
including the cell nucleus, inner nucleoli, and cytoplasm. These phantoms enable more precise
dosimetry calculations in cellular irradiation experiments involving single-ion microbeams. The
physical calculations are performed using Geant4’s low-energy electromagnetic processes.

• Atomistic approach: to achieve higher resolution, biological targets at the nanometer scale,
such as the DNA molecule, are modeled using combinations of basic mathematical volumes.
Taking inspiration from he work of M. A. Bernal and J. A. Liendo in their investigation of the
capabilities of the PENELOPE Monte Carlo code in nanodosimetry, the model has 4 geometry
levels: deoxynucleotide pairs, DNA double helix, nucleosomes (which comprise two DNA loops
wrapped around a chromosomal protein called histone), and chromatin fiber (which represents
the DNA assembled into chromosomes). Implementing this geometrical model into a Geant4
application can be done in a “top-to-bottom” order, starting from the chromatin fiber and
moving down to the DNA bases. This approach takes advantage of the geometrical symmetries
of the model, eliminating the need to implement each individual deoxynucleotide pair into the
program. Particles can be sent on the fiber, and the location of each elementary energy deposit in
the particle shower can be accurately determined and recorded in the geometry. Targets within
the model, identified by their respective slice, nucleosome, and DNA helix loop, can be assessed
to estimate the number of DNA SSBs and DSBs induced by the incident ionizing particle. These
strand breaks are considered as one of the basic observable forms of biological damage.

3.2.4 Models for indirect DNA damaging

Ionizing radiation can cause direct damage to the DNA molecule by transferring sufficient energy to
generate strand breaks, which typically occurs within the first 10−15 seconds after the primary ionizing
particle penetrates into a biological cell. However, direct interaction with ionizing radiation is not the
main mechanism for DNA damage caused by low-LET radiation. Instead, most damage is induced
by the indirect effects of ionizing radiation, which occur between 10−15 and 10−12 seconds. During
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this stage, water molecules that were previously ionized and excited may de-excite and dissociate,
generating molecular radical species. These reactive species diffuse through the surrounding medium,
interacting with water molecules and DNA, and are responsible for most of the damage to the DNA
molecule. [28]

3.3 The molecularDNA example

As described in [29], the “molecularDNA” example of Geant4-DNA has been included in the extended
examples category of Geant4 public release 11.1 BETA (released in June 2022). “molecularDNA” is a
Geant4-DNA example built to allow easy simulation of radiation-induced DNA damage with flexible
geometries and well defined damage parameters. This example includes three different DNA-scale
designs of biological targets, fully described in the following paragraphs.
The scheme represented in Fig. 3.2 explains the simulation process:

Figure 3.2: Scheme of the simulation’s principle of work.

The simulation process involves two stages: the physical stage and the physico-chemical stage.
• In the physical stage, Geant4-DNA simulates the transport of the ionizing particles through
the biological medium, taking into account the energy loss and scattering of the particles due
to interactions with the medium. The transport is modeled by the Monte Carlo method, which
uses random numbers to simulate the stochastic nature of the particle interactions.

• In the physico-chemical stage, Geant4-DNA simulates the subsequent chemical and biolog-
ical processes that occur as a result of the initial ionizing event. This includes the diffusion and
reaction of the reactive species with other biological molecules, such as proteins and lipids, and
the repair or misrepair of DNA damage.

The time scale of the simulation can range from femtoseconds, when initial ionization events occur,
to hours, since the repair of DNA damage can take hours to complete.

Cylinders The cylinders geometry (see Fig. 3.3) implemented in the molecularDNA example was
inspired by Charlton et al. [30] and first implemented by Nikjoo et al. [31]. This simple geometry,
chosen to explore the relationship between physical damage and its influencing parameters, consists of
cylinders filled with DNA at random positions and directions. It allows users to calculate the number
of radicals produced due to the interaction of radiation with water, known as the radiolysis process.
More precisely, the geometry consist of a 3 µm radius water sphere filled with 200,000 individual 216
base-pair-long straight DNA segments, each inside a cylindrical volume of 15 nm radius and 100 nm
height [28].
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Figure 3.3: Schematic representation of the “cylinders” geometry. A large water sphere (blue sphere in the
figure) contains 200,000 cylinders including 216 bp of DNA as shown (in magnification) in the right-hand side
corner. The red sphere represents the source geometry, in this case 4.5 keV monoenergetic electrons. Image
from [29].

E. coli In the molecularDNA example, the geometry of the Escherichia coli bacterium genome (see
Fig. 3.4) is modeled using a unique approach. Specifically, the geometry is represented through the
use of four side-by-side Hilbert curve fractals, as described in the scientific literature [28]. Hilbert
curve fractals are a mathematical construct that enables the creation of complex patterns and shapes
through an iterative process of replacing each line segment with a smaller, scaled version of the original
curve. The use of this approach allows for a more realistic representation of the intricate and irregular
shape of DNA, which is critical for analyzing the complex processes of DNA damage and repair.

Figure 3.4: Simplistic 2D representation of “E. coli” geometry. The black lines inside the ellipsoid water cell
represent the fractal path of DNA (Hilbert curve). A segment of E. coli DNA is shown in the right-hand side
corner (not in scale with the rest of the geometry in the figure). The red line around represents the source of
radiation. Image from [29].

To model the DNA geometry of an E. coli bacterium, four side-by-side fractals are used, with each
fractal representing a section of the genome. They are arranged in a way that represents the overall
shape of the bacterium and are then used to create placement volumes representing the physical
location of the DNA segments within the genome, which are modeled as cubic boxes with a side
length of 50 nm. To simulate the size of the bacterium, only the volumes placed inside an ellipsoid
with semi-length of axes dimensions of 950 nm x 400 nm x 400 nm are considered, ensuring that the
final geometry simulates the overall size and shape of an E. coli bacterium. The final geometry contains

21



3.3. THE MOLECULARDNA EXAMPLE CHAPTER 3. GEANT4-DNA

4.63 Mbp1 of DNA, with 3,600 straight and 5,625 turned segments of DNA, nearly identical in size to
the E. coli genome. By using Hilbert curve fractals to create the DNA geometry, the simulation allows
for a highly detailed and realistic 3D model of the E. coli genome, which can be used to study the
effects of radiation on the DNA segments within the genome, providing insights into the mechanisms
of radiation-induced DNA damage.

Human cell The last geometry (see Fig. 3.5) is a representation of a human fibroblast in which
the DNA is represented by a continuous Hilbert curve fractal-based DNA chain composed of
chromatin sections, including histones.

Figure 3.5: Simplistic 2D representation of “Human cell” geometry. The black lines inside the ellipsoid water
cell represent the fractal path of DNA (Hilbert curve). A segment of E. coli DNA is shown in the right-hand
side corner (not in scale with the rest of the geometry in the figure). The red disk represents the source of
radiation.Image from [29].

The chromatin sections in the DNA chain were modeled as straight and turned to reflect the natural
variability in the shape and structure of chromatin in real cells. By including histones in the simulation,
the model is able to provide a more realistic representation of the DNA structure within the cell,
which is essential for accurately modeling the effects of radiation on DNA. The continuous DNA chain
structure is approximately 6.4 Gbp long and is placed inside an ellipsoid of 7.1 µm x 2.5 µm x 7.1 µm
semi-axes that imitates the human cell nucleus as shown in Fig. 3.5. This setup results in an effective
nucleus density of approximately 0.015 bp/nm3.[29]

Figure 3.6: Screenshot of the human cell geometry simulated on OGLQt.

1Standing for “Mega base pairs”, this unit of measurement is frequently used in genomics and molecular biology to
quantify the length or size of DNA molecules. In particular, a base pair consists of two nucleotide bases bonded together
in the DNA double helix.
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3.3.1 DNA geometry

When simulating the behavior of DNA, it is important to take into account its complex double helix
structure. To simplify this process, Lampe et al. [32] proposed a geometric model of DNA based on a
fractal structure (see Fig. 3.7). Fractals are mathematical patterns that repeat themselves at different
scales, and they can be used to create complex structures with self-similar properties. In this case, a
Python script was used to generate the fractal geometry, allowing for flexibility in constructing the
overall structure. By adjusting the initial curve from which the fractal was seeded, the researchers
were able to create a simplified model of DNA that captured its essential features and behavior. The
DNA geometry is constructed in two steps: the first describes the geometrical arrangement of the
nucleotide bases and the sugar-phosphate backbone in a curved or straight chromatin segment, while
the second represents the overarching macrostructure of the DNA.

Figure 3.7: (a) A schematic illustration depicting the molecular structure of the DNA double helix is shown.
The spheres represent different components of the DNA molecule, including adenine (C5H5N5, blue), thymine
(C5H6N2O2, magenta), guanine (C5H5N5O, green), cytosine (C4H5N3O, cyan), sugar (C5H10O4, deoxyribose,
red), and phosphate (H3PO4, yellow). (b) Simplified chromatin fiber segments (straight and turned) and a unit
of Hilbert curve are displayed. (c) Model of the fibroblast cell nucleus. Image from [33].

To construct realistic inter-linked chromatin segments, three geometries for segment models were pro-
duced: straight, turned and turned-twisted. The straight segment model represents a linear arrange-
ment of the chromatin fiber, while the turned segment model represents a curved or bent configuration.
The turned-twisted segment model, on the other hand, represents a more complex arrangement that
combines both bending and twisting of the chromatin fiber. The fractal structure of the chromosome
was generated from the Hilbert curve, which is typically used for continuous fractal space-filling. The
iteration of the Hilbert curve resulted in a more complex and continuous chromatin fiber. To shape
the cell nucleus, a spherical or ellipsoidal mask was used, depending on the cell geometry.[32][33]
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3.3.2 DNA-damage classification

DNA damages were classified according their complexity, in particular:

• SSB: single break on a DNA strand;

• DSB: two breaks on opposite strands that were simultaneously induced within the distance
dDSB, set at dDSB = 10 bp (base pairs). This means that if the 2 breaks happened at a distance
larger than dDSB, they are considered as independent SSBs;

• Complex SSBs: by considering a fragment gap ds = 100 bp, SSB+ represents damages on the
same strand, while 2SSB represents damages on opposite strands;

• Complex DSBs: DSB+ classification requires one DSB damage and one more break within
dDSB, while DSB++ requires 2 DSBs within ds = 100 bp. These damages are more important
compared to the previous ones since they cause irreparable DNA damage in further calculations.

Moreover, it has been classified single-strand breaks (SSBs) and double-strand breaks (DSBs) as direct
damage (SSBd and DSBd) or indirect damage (SSBi and DSBi). Direct damage was defined as
damage that occurred directly to the DNA molecule, while indirect damage was caused by reactive
oxygen species that were produced by the ionizing radiation. More complex classification are provided,
including mixed damage (SSBm, DSBm), which is scored when both direct and indirect breaks are
involved, and hybrid damage (DSBhyb), which refers to a DSB that consists of at least one segment
containing both indirect and direct damages. In order to determine whether energy deposition affects
DNA, giving a direct kind of damage, it is necessary to define an effective target volume and radius:
to account for the energy depositions in the hydration shells of sugar and phospate, Geant4-DNA
utilized an effective radius, Rdirect, which was set to be larger than the van der Waals radius of these
molecules (2.28 Å and 2.63 Å, respectively). In Fig. 3.8, DSB damage were represented by considering
both their complexity and the source of the damage.[32][34]

Figure 3.8: The scheme of classification for complexity (left) and for source (right) of SSB and DSB. [32]
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Analysis of the results
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Chapter 4

Damage S-Values

Considering the expected computational weight of this kind of simulations for a complex system, a
preliminary evaluation of the minimum required statistics of generated events was performed. To
do so, simulations were run with an increasing number of events in order to determine the point at
which the results become enough stable and reliable. By comparing the results coming from a shorter
simulation to those obtained from a much longer one, which is considered to have reached the “true
values”, it is possible to determine how many events are needed to simulate data with a sufficient
level of accuracy. This process helps to limit the impact of statistical noise or fluctuations on the
final results. For this reason, the first step of the performed analysis is based on determining the
minimum number of events needed to generate accurate results, thereby reducing the computational
cost of simulations while maintaining their accuracy.
Two distinct source distributions are considered (see Fig. 4.1):

• The superficial distribution, in which the source is distributed on the detecting cell membrane;

• The volumetric distribution, in which the source is internalized inside the volume of the de-
tecting cell.

Figure 4.1: Schematic representation of the geometries used for the two source distribution.

These distributions allow for an exploration of the effects of different source distributions of interest
on the resulting rates of DNA damage.

4.1 Analysis conducted on E. Coli geometry

To begin with, the chosen approach focuses on applying the simulation procedure specifically to the
E. Coli geometry. This decision is driven by the fact that simulations conducted on the bacterial
geometry are characterized by a faster computation time compared to the ones generating the more
complex human cell geometry. In these simulations, monoenergetic electrons are set as source, with
their energy levels gradually increasing from 100 keV up to 1 MeV. The graphs shown in Fig. 4.2
represent the total rates of single strand breaks and double strand breaks as a function of the energy
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levels of the electrons used in each simulation. Moreover, it has been investigated the influence of the
number of events launched during the simulations on the observed rates of SSBs and DSBs and on
their distribution among the energies.

Figure 4.2: SSB and DSB rates depending on the energy, represented for each simulation changing the number
of events.

Fig. 4.2 shows that as the number of events increases, the SSB and DSB rates become more stable
and consistent across different electron energies. This is easy to notice by looking at the trend lines,
which are clearly becoming flatter with the increase of the number of events. This result suggests that
the simulation outputs are progressively converging towards a stable value.
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The stability of the results obtained by increasing the number of events is likely due to the reduc-
tion of statistical noise or fluctuations that can arise from the stochastic nature of radiation-matter
interactions.
Subsequently, in order to assess the reliability of the results, the SSB and DSB rates obtained from
simulations with less than 107 events are compared to the “true values” obtained from the longest
simulation. The percentual residuals are then calculated as

Residual = 1− Simulated value
True value

and are shown in Fig. 4.3.

Figure 4.3: Percentual residuals of SSB and DSB results depending on the energy, represented for each simulation
changing the number of events.

Finally, it is important to confirm whether simulations with 106 events give reliable results, which
would lead to a great compromise between time needed for the simulation and precision of the results.
In order to perform this final analysis, the standard deviation respect to the longest simulation of 107

events is computed and plotted in Fig. 4.4. As one can clearly notice in Tab. 4.1 and Tab. 4.2 , shorter
simulations do not guarantee reliable results due to the fact that the standard deviation is over 8%,
while for simulations with 106 events it results less than 1%.
The reason why the volumetric plot shows one point less compared to the superficial one is due to the
fact that 103 events are not enough even to get damages.
On the other hand, simulations consisting of 106 events demonstrate a standard deviation of less than
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Table 4.1: Standard deviation results for superficial source distribution.

N of events 103 104 105 106

SSB 0.092 0.054 0.013 0.008

DSB 0.313 0.192 0.057 0.023

Table 4.2: Standard deviation results for volumetric source distribution.

N of events 104 105 106

SSB 0.071 0.027 0.008

DSB 0.193 0.096 0.031

Figure 4.4: Standard deviation of residuals of SSB and DSB results depending on the energy, represented for
each simulation changing the number of events
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1% for SSBs and around 3% for DSBs. These findings confirm a higher level of precision and satis-
factory reliability. It is important to note that DSBs occur less frequently than SSBs, and achieving
greater precision necessitates a larger number of events, consequently leading to longer simulation
times. Nevertheless, the obtained values exhibit a sufficient level of accuracy.
It should be noted that the volumetric plot exhibits one fewer data point compared to the surface
plot. This discrepancy arises from the insufficient number of 103 events, which proves inadequate for
accurate damage assessment.
It is worth showing graphically the comparison between damages given by volumetric and superficial
source distributions. As shown in Fig. 4.5, the DSB and SSB damage yields result higher when the
source is distributed all over the cell surface compared to when it is internalized. The higher dose
deposit inside the nucleus is probably connected only to geometrical reasons.

Figure 4.5: Comparison between damages of two source distributions considering 107 events.
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4.2 Analysis conducted on human cell geometry

Cellular distributions A similar stability analysis has been conducted using the human cell geom-
etry and a source of 111Ag for the two distributions previously described. In this case, the simulations
were launched several times, increasing the number of events but maintaining the same source. As
mentioned, the simulations with the fibroblast geometry require higher computational times compared
to the ones with the E. Coli geometry: this is why it has been decided to consider simulations with
maximum number of events equal to 106. The results are shown in Fig. 4.6 and Fig. 4.7:

Figure 4.6: Plots of SSB and DSB damages for 111Ag superficial source with increasing number of events. On
the top row the damage is classified by level of complexity. On the bottom row the classification is based on
the damage source.

It is evident that points with higher event numbers exhibit a flatter trend compared to the ones with
lower event numbers, thus confirming the progressive reaching of stability for the results. As a matter
of fact, since the simulation remains consistent while only the number of events changes, normalizing
to the dose (which shows a linear trend with the number of events, see Fig. 4.8) should give always
the same results whenever the statistical sample is sufficient, graphically resulting in a flat line.
Due to the fact that the simulations took too much time to complete and it was possible to simulate
up to 106 events, small fluctuations are still visible, in particular for less frequent damage types.
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Figure 4.7: Plots of SSB and DSB damages for superficial distribution, 111Ag superficial source with increasing
number of events. On the top row the damage is classified by level of complexity. On the bottom row the
classification is based on the damage source.

Figure 4.8: Dose plot for superficial and volumetric distribution.
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4.2.1 Results with 111Ag

The main results regarding 111Ag are represented in Fig. 4.9 and Fig. 4.10, thus giving a clear repre-
sentation of the extent of damage inflicted to cells in both source’s geometrical configurations in the
most stable case (106 events):
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Figure 4.9: Histograms representing the main damage yields for 111Ag with superficial distribution.

To summarize, Tab. 4.3 shows the comparison between the main damage quantities resulting from the
simulations with 106 events for both the two 111Ag distributions:

Table 4.3: Dose absorbed by human cell with 111Ag source and 106 events.

Source distribution Superficial Volumetric

Dose absorbed [Gy] 207 136

Total SSB [Gy−1 Mbp−1] 232 234

Total DSB [Gy−1 Mbp−1] 7.02 7.09

The outputs confirm, as noted previously, the higher damage yields characterizing simulations with
the source superficially distributed compared to those derived from simulations with the volumetric
distribution of the source.
The obtained results hold fundamental importance. In fact, the computed S-values can be used for
the development of models that will be applied to in vitro studies with 111Ag source.
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Figure 4.10: Histograms representing the main damage yields for 111Ag with volumetric distribution.

Crossfire distribution In order to evaluate the influence of the surrounding environment on the
detecting cell, another source geometry of interest is considered (see Fig. 4.11). Specifically, ellipsoidal
volumes of water with the dimensions of the human cell geometry already simulated as detecting cell
are used as source and progressively moved along the x-axis of 1 diameter steps from the detector.

Figure 4.11: Schematic representation of the crossfire distribution. On the left, the red ellipsoid represents the
source distribution, while the blue ellipsoid on the right represents the detecting cell.
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The obtained result for the dose absorbed by the detecting cell behaves as shown in Fig. 4.12:

Figure 4.12: Dose plot of crossfire distribution.

As one can anticipate, due to the increasing distance between the source cell and the detecting one,
the dose progressively decreases. This is because the radiation is distributed over a larger solid angle
when the source is distanced, leading to less radiation reaching the target. The same decreasing trend
is found when plotting the SSBs and DSBs in function of the distance between the source cell and the
detecting cell, as shown in Fig. 4.13:

Figure 4.13: Damage plot of crossfire distribution.

Small fluctuations are probably due to the fact that the statistic was not sufficient: as a matter of
fact, when the source is moved farther away, fewer events hit the cell’s DNA. For this reason, it is
expected that to have reliable results even the number of launched events has to be increased.
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Chapter 5

γ-H2AX/53BP1 foci assay

5.1 DSB repair, detection, and quantification

As mentioned before, DSBs are the most significant DNA damages induced by radiation. Due to this
fact, many studies have focused on the DSB repair mechanisms (see Sec. 1.1). To fully understand
the subsequent analysis, it is essential to clarify the roles of two frequently employed proteins in DSB
analysis: the phosphorylated histone γ-H2AX and the protein 53BP1.

5.1.1 H2AX

H2AX is a variant of the H2A protein family, a component of the histone octamer forming the structural
units of chromatin, called nucleosomes (Fig. 5.1).

Figure 5.1: The nuclear DNA is organized within a nucleosomal structure, where approximately 146 base pairs
of DNA are wrapped around a histone octamer composed of two copies each of H2A, H2B, H3, and H4 proteins.
Variants of histones, including H2AX, can also be present in the nucleosomes [35].

When a DSB occours, the H2AX protein gets phosphorylated by a kinase (DNA-PK, ATM, ATR) via
the addition of a phosphate group (PO3−

4 ) to the polar side chain of the amino acid.
Within one minute from the occouring of the DSB, 50% of H2AX histones that will be involved in the
whole process result already phosphorylated, and within 10 minutes from the beginning the maximum
number of γ-H2AX is reached. The phosphorylation of this histone represents the first step in the
localization of damage and the recruitment of the DNA repair protein complex, making it a key step
in the DNA Damage Response (DDR):
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• it acts as an epigenetic signal for recognition, triggering the repair mechanism;

• it reduces chromatin density, facilitating the insertion of protein complexes for repair;

• it modulates DNA damage checkpoints, halting or slowing down the cell cycle for the necessary
time for the process.[35–38]

5.1.2 53BP1

The protein 1 that binds to the tumor suppressor P53, known as 53BP1, is composed of 1972 amino
acids and its structure makes it one of the main mediators of DSB signaling, as it presents surface
interaction sites for numerous proteins involved in DSB repair pathways. 53BP1 plays a crucial role in
coordinating and regulating the repair of DSBs by the non-homologous end joining (NHEJ) pathway,
which is one of the major DNA repair mechanisms in cells. It acts as a scaffold protein that helps
recruit other repair factors to the site of DNA damage, facilitating the repair process. Moreover, this
protein inhibits the homologous recombination repair pathway by antagonizing the binding of another
key repair protein, BRCA1, to the damaged DNA. This suppression is important for maintaining the
balance between NHEJ and HR repair pathways (Fig. 5.2).

Figure 5.2: The importance of 53BP1 in the choice of double-strand break repair pathway. 53BP1 plays a
pivotal role in the balance of the DSB repair choice by limiting DSB end resection, thus promoting canonical
non-homologous end joining (C-NHEJ) over homologous recombination (HR) and the mutagenic alternative
NHEJ (A-NHEJ), which both require a first resection step [39].

As mentioned above, the identification of DSB sites through the accumulation points of repair proteins
(foci), and the study of DSB repair dynamics using the γ-H2AX foci assay, constitute an extremely
useful tool in the clinical setting. They offer the opportunity to monitor the cellular response to a
particular treatment, providing insights into the effectiveness of radiotherapy and chemotherapy on
tumor cells while evaluating potential side effects on healthy tissues.
In this analysis, the assay is based on the localization and quantification of foci using antibodies specific
to the γ-H2AX histone. As described in the previous paragraph, the formation of γ-H2AX foci in
proximity to the break site represents the initial step in the DSB repair mechanism, making them
excellent biomarkers for radiation-induced damage. A secondary antibody, labeled with a fluorophore
specific to the primary antibody, is used for indirect immunofluorescence, responsible for the fluorescent
signal. Under a fluorescence microscope, γ-H2AX foci appear as punctate signals characterized by
different intensity and size.
Actually, many experiments conducted in the last decade have demonstrated that while the formation
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of a DSB always involves the phosphorylation of the H2AX histone, the presence of γ-H2AX foci
cannot always be considered a biomarker for DNA double-strand breaks. As a matter of fact, γ-H2AX
is involved in many other processes associated with chromatin structure modifications that may not
necessarily involve DSBs. Therefore, although the correlation between γ-H2AX foci and DSBs is
strong, the multifunctionality of the γ-H2AX protein introduces the risk of overestimating the actual
number of DSBs due to the possibility of nonspecific signals and false positives [40–44].
To minimize this problem, a colocalization approach can be utilized, which consists in using different
antibodies specific to other proteins involved in DDR together with γ-H2AX. By visualizing the results
related to these different proteins in separate channels (with different fluorophores), a superposition
can be made to reduce the number of false positives. The probability of nonspecific signals (not
related to a DSB) for both γ-H2AX and other DDR proteins in the same DNA region is low. The
most commonly used target for colocalization in the foci assay is the 53BP1 protein. Similar to γ-
H2AX, 53BP1 accumulates in an oligomerized form at the DSB site, leading to the formation of 53BP1
foci. The choice of 53BP1 is supported by experimental results, including the similarity between the
kinetics of 53BP1 foci and γ-H2AX foci and the genetic distinction between the roles of the two
proteins in the repair mechanism.[45, 46].
Fig. 5.3 shows three different captures of the same cell sample, in order to see nuclei, γ-H2AX foci
and 53BP1 foci.

Figure 5.3: From left to right: fluorescence of the nuclei, of γ-H2AX and of 53BP1.

5.2 The foci assay procedure

As mentioned, the indirect immunofluorescence technique was utilized to visualize the foci. This
technique involves a series of steps to prepare the cellular samples for analysis, specifically consisting
of rattus norvegicus osteosarcoma cells (UMR106 cell line). Prior to the analysis, these cells were
located into plastic containers called Petri dishes (d = 35 mm, h = 10 mm), shown in Fig. 5.4:

Figure 5.4: On the left, of the Petri dishes used for the experiment [47]. On the right, picture of the Petri dishes
labelled with the dose of irradiation; the ones unlabelled are not irradiated and used as ”control” samples.
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5.2.1 Irradiation

At the L.E.N.A. of Pavia, UMR106 cell cultures were irradiated with various doses of photons from
60Co. 8 Petri dishes containing the cells in adhesion were labelled and lowered with a pulley (Fig. 5.5)
inside a dedicated well surrounded by 13 cobalt bars.

Figure 5.5: Picture of the pulley used to place the Petri dishes containing the cells in proximity of the cobalt
source.

The photons used for irradiation are those generated from the decay of 60Co, which has an half-life
of 5.3 years, and decays into 60Ni by emitting two principal photons with energies of 1.1732 MeV
and 1.3325 MeV. In order to expose the cells to two different dose values, they were irradiated with
different periods of time. The irradiation times, respectively 30 seconds to achieve a dose of 0.5 Gy and
90 seconds to reach a dose of 2 Gy, are calculated using a previously established calibration method,
assuming electronic equilibrium within the cells.

Figure 5.6: Picture of the Petri dishes lowered with the pulley.

40



CHAPTER 5. FOCI ASSAY 5.2. THE FOCI ASSAY PROCEDURE

5.2.2 Hybridization

First, the slides containing the cellular samples were subjected to a process called hybridization, in
which specific antibodies targeting the γ-H2AX and 53BP1 proteins were applied to the samples. To
enable their visualization, the antibodies were conjugated with fluorescent probes called fluorophores,
able to emit fluorescent signals when excited by specific wavelengths of light. The γ-H2AX-specific
antibodies were labeled with one type of fluorophore, while the 53BP1-specific antibodies were labeled
with a different one, so that the two types of foci can be distinguished and observed separately.
The prepared samples were then examined using a fluorescence microscope. The microscope (Fig. 5.7)

Figure 5.7: On the left, representation of a fluorescence microscope. On the right, the scheme of the working
principle of a fluorescent microscope.

emits light of the appropriate wavelength, selected through an excitation filter, to excite the fluorescent
probes attached to the antibodies. When excited, the probes emit fluorescent signals that can be
detected and visualized through the microscope. The emitted radiation is then filtered by an emission
filter, ensuring that only the fluorescent light emitted by the sample reaches the eyepiece, separating it
from the excitation radiation [48]. The hybridization process is a crucial step in optimizing the analysis
system, as it directly impacts the quality of the images that will be analyzed. Poor hybridization
can result in increased background fluorescence, which can affect the accuracy of the analysis. To
ensure optimal results, a protocol was developed at the Laboratory of Radiation Biophysics, following
established guidelines from the scientific literature. The hybridization protocol involves several phases.

Permeabilization To prepare the samples for antibody penetration, this step was performed at two
time points: 30 minutes and 24 hours after irradiation. The samples were initially treated with a 4%
paraformaldehyde solution to prevent decomposition and maintain the integrity of cellular components
through fixation. Subsequently, they were stored in phosphate-buffered saline (PBS). After removing
the PBS from the Petri dishes, a permeabilization buffer (PB) was added to each sample in a volume
of 1 mL. The PB solution consisted of 0.25% of Triton X-100 which, being a detergent, induces
structural modifications in the cell membrane, rendering it permeable to the subsequent introduction
of antibodies. Once the PB was added, it was allowed to act at room temperature for 15 minutes,
facilitating the permeabilization process. Following this incubation period, the PB was carefully
removed, and the cells were washed with PBS, using approximately 1.5 mL of PBS per sample. This
washing step aimed to eliminate any residual PB and ensure the samples were ready for the subsequent
stages of the experiment.
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Figure 5.8: Picture of the performing of first step of the process.

Blocking To create the blocking buffer (BB), a solution is made using PBS containing 10% goat
serum, 1% bovine serum albumin (BSA), 0.1% Tween 20, and a concentration of 0.3 M glycine. The
purpose of adding goat serum is to prevent the primary antibodies from binding to non-specific Fc
receptors. BSA is included to occupy any non-specific binding sites, enhancing the binding specificity
of the antibodies to the desired antigens and reducing background interference in the resulting im-
ages. Tween 20 is used to block any remaining non-specific binding sites. Glycine is important as
it helps deactivate any unreacted aldehydes during fixation, minimizing the presence of background
fluorescence. Once the BB is prepared and filtered, the original PBS solution is removed from the
sample flasks and replaced with 1 mL of the blocking buffer. The samples are then left to incubate at
a temperature of 37°C for one hour.

Addition of primary antibodies First, the BB is removed and replaced with 1 mL of solution
containing primary antibodies of two types: Anti γ-H2AX and Anti 53BP1. The Anti γ-H2AX is a
specific antibody that binds to a particular amino acid sequence (from 134 to 142) of the γ-H2AX
histone. On the other hand, the Anti 53BP1 is an antibody that recognizes a specific region (amino
acids 350 to 400) of the 53BP1 protein. These antibodies are added to the solution to target and
bind to their respective antigens. Before adding the primary antibody solution to the samples, the
antibodies should be briefly centrifuged. This step helps to remove any protein aggregates that may
have formed during storage, as these aggregates could interfere with the staining process. After adding
the primary antibody solution, the samples are incubated for 1 hour at 37°C (or overnight at 4°C)
to allow sufficient time for the antibodies to bind to their targets. Once the incubation period is
complete, the primary antibody solution is removed from the samples. To ensure proper washing and
removal of unbound antibodies, four washes are performed on each sample. Each wash lasts for 5
minutes and is done using a washing buffer (WB). The washing buffer is made up of PBS with Triton
X-100 at a concentration of 0.2%.
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Addition of secondary antibodies To continue with the staining process, the samples are now
ready for the addition of secondary antibodies. This step must be carried out in low light conditions to
prevent photobleaching, which is the degradation of fluorescent probes due to exposure to light. The
WB is removed from the samples, and 1 mL of a secondary antibody solution is added to each sample.
The secondary antibody solution consists of two different antibodies: Anti-mouse (for γ-H2AX) and
Anti-rabbit (for 53BP1). These secondary antibodies are specific to the primary antibodies used in
the previous step and will help amplify the signal. Fig. 5.9 shows the process for secondary antibody
production.

Figure 5.9: Scheme of primary and secondary antibodies production.

The samples are then kept in the dark for 1 hour at 37°C to allow the secondary antibodies to bind
to the primary antibodies. After the incubation period, the secondary antibody solution is removed,
and the samples undergo another round of washing. As before, four washes are performed on each
sample, with each wash lasting 5 minutes. The same WB with PBS and Triton X-100 is used for these
washes. By using secondary antibodies, the risk of non-specific binding is minimized, ensuring that
the secondary antibodies only bind to their intended primary antibodies. This is crucial for obtaining
accurate and specific results, especially when multiple primary antibodies are used simultaneously in
immunofluorescence techniques. The primary antibodies were tagged with fluorescent probes known
as Alexa Fluor 555 (AF555) and Alexa Fluor 488 (AF488) during the secondary antibody step. AF555
is specifically attached to the Anti-mouse secondary antibody, while AF488 is attached to the Anti-
rabbit secondary antibody. These fluorophores emit fluorescence at different wavelengths when excited
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by specific light sources (see Fig. 5.10). AF555 has an optimal excitation wavelength at 555 nm and
emits fluorescence at 580 nm. This allows the visualization of the γ-H2AX foci as red signals under a
microscope. AF488 has an optimal excitation wavelength at 488 nm and emits fluorescence at 525 nm.
This allows the visualization of the 53BP1 foci as green signals under a microscope. These Alexa Fluor
fluorochromes are chosen for their excellent solubility in water, tolerance to pH variations, and high
quantum fluorescence yield, meaning they emit a high number of photons compared to the number
of photons absorbed. Moreover, they are designed to minimize issues related to photobleaching and
self-quenching, which can reduce the quality and intensity of the fluorescence.

Figure 5.10: Schematic representation of the fluorochrome working principle.

Post hybridization To start, the WB is removed from the vials and 1.5 mL of PBS are added
to each sample. Then, the PBS is removed and replaced with 2-3 drops of Prolong Gold antifade
with DAPI. Next, each sample is covered with a cover slip measuring 18×50 mm. It is important to
apply gentle pressure to ensure there are no air bubbles trapped underneath. The samples are then
left to incubate overnight at room temperature in a dark environment. At this stage, the slides can
be analyzed using a microscope or stored at -20°C for longer periods of time. The purpose of using
Prolong Gold antifade is to prevent fading, which is the loss of fluorescence intensity over time. DAPI,
on the other hand, is a fluorescent dye that can penetrate cell membranes and binds strongly to DNA
regions rich in Adenine-Thymine sequences. When bound to the DNA, DAPI absorbs ultraviolet light
at a wavelength of 358 nm and emits a blue light at a wavelength of 461 nm. This property allows
DAPI to be used as a nonspecific stain for cellular nuclei. However, it requires an UV lamp as the
light source for observation under a microscope [35].
The workstation utilized for the image acquisition is equipped with an Olympus BX51 fluorescence
microscope (Fig. 5.11), a scanning stage capable of accommodating 8 slides, a high-resolution CCD
Retiga-2000R camera using the 100x objective with oil immersion, a PC, and a monitor used to
visualize the images.
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Figure 5.11: Scheme of all the components of the used microscope [49].

5.3 Data analysis

ImageJ ImageJ (see Fig. 5.12) is a powerful tool used for digital image processing. It was developed
by the National Institutes of Health in the United States and released in the public domain. The
program, based on the Java language, offers a wide range of functionalities and features to manipulate
and analyze images.

Figure 5.12: ImageJ logo.

The software supports various image formats, including TIF, PNG, GIF, and JPEG, as well as some
”raw” formats. It can work with grayscale images (8-bit, 16-bit, and 32-bit) and color images (8-bit
and 24-bit). Additionally, ImageJ can handle image stacks, which are overlapping series of images that
can be spatially or temporally related. This allows the user to analyze three-dimensional structures
or time-dependent processes within a single interface. The program offers numerous tools for image
analysis and processing. It is possible to measure pixel values and statistics within user-defined
selections, such as regions of interest or segmented objects based on intensity thresholds. ImageJ also
enables distance and angle measurements, creation of density histograms, and tracing of line profiles
between specified points. Moreover, standard image processing operations like logical and arithmetic
manipulations, contrast adjustments, Fourier analysis, smoothing, contour recognition, and median
filtering can be performed. One of the most remarkable features of ImageJ is its ability to support
multiple images simultaneously, limited only by the available computer memory. This allows users to
analyze large datasets efficiently. The versatility and user-friendly development environment of ImageJ
have made it widely used in various fields: it finds application in radiology for image processing tasks,
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in the development of automated systems for hematology, and as a teaching tool for image processing
education.
In this case, ImageJ was fundamental for the foci counting. Overall, the procedure used for each
analyzed image follows:

• Nuclei selection: first of all, the image in which the DAPI fluorescence is displayed is opened
in order to select all the visible nuclei in the picture (Fig. 5.13);

Figure 5.13: DAPI doped nuclei.

• Area measuring: due to the fact that UMR106 cells are highly variable in dimensions (see
Fig. 5.14), the area of each of them is saved using the “Measure” function of the Region of
Interest (ROI) manager of ImageJ;

Figure 5.14: Comparison in size between cells of two pictures taken on the same slide.
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• γ-H2AX foci counting: using the “Find Maxima” function of the tool, the foci are counted
(Fig. 5.15).

Figure 5.15: γ-H2AX protein’s accumulation is clearly visible as red spots inside cells.

• 53BP1 foci counting: as in the previous point, using the “Find Maxima” function of the tool,
the foci are counted (Fig. 5.16).

Figure 5.16: 53BP1 protein’s accumulation is clearly visible as green spots inside cells.
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Analysis of the results As mentioned, the samples were permeabilized at two different time points
from the irradiation with the source of 60Co: after 30 minutes and after 24 hours. This strategic
approach was employed to effectively capture and compare the cellular state at these precise moments
in time. The initial permeabilization, occurred after 30-minute from the irradiation, is fundamental
to obtain insights about the immediate effects of radiation exposure on the cells. This means that
freezing the cells as soon as possible after the irradiation allows to have a window on the initial impact
and assess the initial state of the cellular response to the radiation source.

Figure 5.17: Schematic depiction of cellular repair mechanisms. Healthy cells within the Petri dish are illustrated
in green, while the red cells indicate damage.

On the other hand, the second permeabilization point, which occurs after 24 hours, was chosen because
it is a crucial indicator for evaluating the cells’ ability to repair DNA damages occurred because of
the irradiation (see Fig. 5.17). Totally, 4 different situation needed to be analyzed (Fig. 5.18):

• 2 Gy absorbed dose, freezing after 30 minutes;

• 2 Gy absorbed dose, freezing after 24 hours;

• 0.5 Gy absorbed dose, freezing after 30 minutes;

• 0.5 Gy absorbed dose, freezing after 24 hours.

Figure 5.18: Schematic representation of all the cell situations analyzed.

For every scenario, three slides were examined under the microscope, and within each slide, three
images were captured at distinct zones, in order to have a sufficient statistic for the following analy-
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sis. For each taken image the maximum amount of distinguishable cells were analyzed with ImageJ
following the procedure described before, in order to mediate the counted foci on a sufficiently large
sample. Notably, the UMR106 cells, being of tumoral origin, exhibit significant variability in their
dimensions, causing to a huge variation of the counts of foci across different cells. Another reason why
a large sample was necessary is the difficulty in finding a universal threshold for all the samples, as
some images presented challenges in removing background noise, contaminations or nuclei overlaps.
The results are summarized in 5.1

Table 5.1: Foci counts with associated the mean uncertanty for each result.

Time 0.5 Gy 2 Gy

30 min 32.1 ± 1.9 50 ± 12

24 h 23.5 ± 1.8 16.3 ± 3.0

As expected, the number of foci found in cells blocked after 30 minutes is higher compared to the
one found in cells freezed after 1 day, due to the damage repair process. Additionally, it is worth
noting the substantial uncertainties associated to the foci counts in the 2 Gy cells (see Fig. 5.19):
this is due to the fact that these samples were highly damaged, making it very complicated for the
operator to count the points of damage, thus leading to a high variability of the counts from one cell
to another. Finally, another unexpected result concerns the fact that the counts after 1 day with 05
Gy cells are higher compared to the damages found in 2 Gy cells: this is probably due to the fact
that the threshold chosen for 2 Gy cells was too high for the sample at 24 hours. Indeed, setting the
threshold too low for samples taken at 30 minutes resulted in an excessive count of damage instances,
while an excessively high threshold led to an underestimation of the counts for the 24-hour samples.

Figure 5.19: Example of cells blocked after 30 minutes: on the left side, cells irradiated with 0.5 Gy; on the
right side, cells irradiated with 2 Gy.
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5.4 Comparison with simulations

Simulations were run with with the human fibroblast as target and a 60Co source distributed with
a planar geometry near the cell. In order to understand how many events were needed to simulate
the two doses obtained in the experimental application, namely 0.5 Gy and 2 Gy, different number of
events were launched, plotted and then fitted with a linear regression to find the parameters needed.
The results are shown in Fig. 5.20:

Figure 5.20: Plot of linear regression and of residuals performed on simulations with a source of 60Co.
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Once the runs of the two simulations were completed, the damage yields were inserted in the repair
python macro provided inside the molecularDNA example. This program, based on the theoretical
model proposed by [5] (see Appendix), is designed to simulate the damage repair process happening
within the cell during the initial 25 hours following irradiation. The obtained results are shown in
Fig. 5.21 and Fig. 5.22:

Figure 5.21: Proteins yield from 0 to 24 h after irradiation of 0.5 Gy. On the right side, normalization of the
graph on the left.

Figure 5.22: Proteins yield from 0 to 24 h after irradiation of 2 Gy. On the right side, normalization of the
graph on the left.

As expected, the number of foci estimated for the 2 Gy dose are higher compared to the one computed
for the 0.5 Gy dose, but the results are not compatible with the experimental data.
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As a matter of fact, by comparing the experimental results with the simulated ones it is evident that
the latter are an overestimation of the foci number counted on the images. To correct this systematic
error, by setting on the hypothesis that the γ-H2AX protein is indicator only of DSBs (as explained
before, it is not always true), the curves were re-normalized on the maximum number of DSBs found
at the end of the simulations.
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Figure 5.23: Comparison between experimental data and normalized simulation. The error bar associated to the
points derives from the uncertainty associated to the mean of the foci counting, while the one on the simulation
is a 4% deriving from the studies conducted on the stability of the simulation (Tab. 4.2) and Tab. 4.1).

As shown in Fig. 5.23, the simulation with 0.5 Gy dose lead to a lower esteem of the maximum number
of foci compared to the experimental findings, while the simulation with a 2 Gy dose still yielded a
higher count of DSBs. Since the experimental results are semi-quantitative, due to their sensitivity
to the threshold chosen by the operator for the foci counting, they were adapted to the simulation by
finding the scale parameter that maximizes the compatibility between the curve and the points. The
final graph obtained is shown in Fig. 5.24:
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Figure 5.24: Comparison between the re-scaling of the experimental data and normalized simulation. The error
bar associated to the points derives from the uncertainty associated to the mean of the foci counting, while the
one on the simulation is a 4% deriving from the studies conducted on the stability of the simulation (metti ref).

Concerning the 0.5 Gy dose, the overall pattern of the repair model aligns well with the two experi-
mental points within the margin of error. On the other hand, in the case of samples exposed to 2 Gy,
the curve lies between the two data points, leading to an underestimation of the first point and an
overestimation of the second one. It is plausible that this mismatch is linked to the aforementioned
constraints associated with foci counting in the context of cells exposed to the 2 Gy dose.
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Conclusions

The driving force behind the thesis’ analysis was the use of the Geant4-DNA simulation toolkit,
an innovative resource that helped to comprehensively analyze and predict the effects of radiation
on cells’ DNA. First of all, the stability of the outputs was analyzed, finding a threshold in the
necessary statistics that was a great compromise between computing time and reliability of the results.
Subsequently, predictions concerning 111Ag radiation-induced damage were extrapolated through a
secondary set of simulations, revealing that DNA damage yields were higher when the radiation source
was distributed superficially rather than internalized in the cell’s volume. Finally, the last objective
was comparing simulations with an actual foci assay experiment conducted in Pavia. At the L.E.N.A.,
UMR106 cells were irradiated with 2 different doses, 0.5 Gy and 2 Gy. Following the simulation of
cell damages, the Belov model [5] was applied to emulate the repair process, permitting a side-by-side
evaluation with foci counts at two discrete time points: 30 min and 24 hours from the irradiation. The
obtained curve was aligned with the experimental counts by considering the difficulties in counting the
actual points of damage in cells, confirming that the predicted trend was followed by the experimental
data within an acceptable margin of error.
The outcomes derived from this study carry a profound significance. Specifically, the computed S-
values, quantifying the potential harm inflicted on DNA by radiation exposure, hold a fundamental
role since they serve as a bridge between simulated predictions and experimental applications. As a
matter of fact, the obtained results will be crucial since they can be used to develop models that will
be applied to in vitro studies, such as foci assays and cell survivals in 2D cultures or 3D organoids,
involving the innovative radionuclide 111Ag.
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Appendix

The following chapter has the objective of providing more details about the repair model proposed by
Belov [5].
A mass-action chemical kinetics approach is adopted in order to simulate DNA lesion processing by
pathway-specific enzymes, and model kinetic parameters are calibrated by fitting calculated curves to
experimental data (Tab. A.1).

NHEJ model The dynamic alteration in the levels of NHEJ intermediate complexes and γ-H2AX
foci is represented by the following system of ordinary differential equations:

dn0

dτ
= α(L)

dD

dt
Nir − n0 (k1x1 + p1y1) + k−1x2 + p−1y2

dx2
dτ

= k1N0x1 − x2 (k−1 + k2x3) + k−2x4

dx4
dτ

= k2x2x3 − x4 (k3 + k−2)

dx5
dτ

= k3x4 − k4x
2
5 + k−4x6

dx6
dτ

= k4x
2
5 − x6 (k−4 + k5x7) + k−5x8

dx8
dτ

= k−6x10 + k5x6x7 − x8 (k−5 + k6x9)

dx10
dτ

= k−7x12 + k6x8x9 − x10 (k−6 + k7x11)

dx12
dτ

= k7x10x11 − x12 (k8 + k−7)

dx13
dτ

= k8x12 + p12y14 + p11y15 + q6z8 + r8w5

dx14
dτ

=
k9 (x5 + x6 + x8 + x10 + x12 + y5)× x15
k10 + x5 + x6 + x8 + x10 + x12 + y5

− k11x13 − k12x14

(5.1)

Where

• n0 is the scaled number of radiation-induced DBSs;

• Nir is the non-dimensional share of irreparable DSBs;

• x1, x3, x7, x9, and x11 are scaled intracellular concentrations of the Ku, DNA-PKcs, Li-
gIV=XRCC4=XLF, PNK, and Pol enzymes respectively;

• x2, x4, x5, x6, x8, x10, x12, x13, x14, x15, y5, y15, z8, and w5 are normalized intracellular concen-
trations of intermediate complexes; γ-H2AX foci, histone variant H2AX and some intermediate
complexes which contribute to the fluorescent signal with the measurements of γ-H2AX foci
induction;

• ki are scaled rate constants.
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The initial conditions of this system for wild type cells are listed below: n0(0) = α(L)D, x2(0) =
x4(0) = x5(0) = x6(0) = x8(0) = x10(0) = x12(0) = x13(0) = x14(0) = 0. The variables x1, x3, x7, x9,
x11, and x15 are set to be constant and equal to x1.
The variables of the model are normalized per Ku total cellular level : n0 = N0/X1, xi = Xi/X1,
y5 = Y5/X1; z8 = Z8/X1; and w5 = W5/X1. In terms of molar concentration, this level was estimated
as X1 = N/(NA · Vnucl) = 9.19 × 10−7M, where N = 400000 is the number of Ku molecules per
cell, NA is the Avogadro constant, Vnucl = 7.23× 10−13 L is the average volume of the cell nucleus in
human fibroblasts. Finally, x1 = 1. Concerning kinetic parameters, we have

k1 =
K1X1
K8

, k2 =
K2X1
K8

, k3 =
K3
K8

, k4 =
K4X1
K8

, k5 =
K5X1
K8

, k6 =
K6X1
K8

, k7 =
K7X1
K8

,

k8 =
K8
K8

= 1, k9 =
K9
K8

, k10 =
K10
X1

, k11 =
K11
K8

, k12 =
K12
K8

,
dx2
dτ = k1N0x1x2(k1 + k2x3) + k2x4,

dx4
dτ = k2x2x3x4(k3 + k2),

dx5
dτ = k3x4 − k4x

2
5 + k4x6,

dx6
dτ = k4x

2
5x6(k4 + k5x7) + k5x8,

dx8
dτ = k6x10 + k5x6x7x8(k5 + k6x9),
dx10
dτ = k7x12 + k6x8x9x10(k6 + k7x11),
dx12
dτ = k7x10x11x12(k8 + k7).

K8 is the rate that governs the final NHEJ process, unwinding repair elements. It is chosen as a
scaling factor because its independence from different pathways competition is assumed.

HR model The HR intermediate complexes behave as described by the following system of ordinary
differential equations:

dy2
dτ

= p1n0y1 − y2 (p−1 + p3y4) + y5 (p4 + p−3)

dy4
dτ

= p2y3 − p3y2y4 + y5 (p4 + p−3)

dy5
dτ

= p3y2y4 − y5 (p4 + p−3) + r−1w2

dy6
dτ

= p4y5 − y6 (p5y7 + r1w1) + p−5y8

dy8
dτ

= p−6y10 + p5y6y7 − y8 (p−5 + p6y9 + q1z1)

dy10
dτ

= p6y8y9 − y10 (p7 + p−6)

dy11
dτ

= p7y10 − p8y11y12 + p−8y13

dy13
dτ

= p8y11y12 − y13 (p9 + p−8)

dy14
dτ

= p9y13 − y14 (p10 + p12)

dy15
dτ

= p10y14 − p11y15.

(5.2)

Where

• the initial conditions of this system for wild-type cells are set to y2(0) = y4(0) = y5(0) = y6(0) =
y8(0) = y10(0) = y11(0) = y13(0) = y14(0) = y15(0) = 0;

• y1, y3, y7, y9, and y12 variables are set to be constant and equal to x1;

• y1, y3, y4, y7, y9, y2, y5, y6, y8, y10, y11, y13, y14, and y15 are scaled intracellular concentrations of
intermediate complexes;
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• y12 is the normalized level of incoming homologous sequence [DNAinc ];

• pi are scaled rate constants.

All the variables are normalized on the Ku total cellular level as yi = Yi/X1. Moreover, the scaled reac-
tion rates are p1 = P1X1/K8, p−1 = P−1/K8, p2 = P2/K8, p3 = P3X1/K8, p−3 = P−3/K8, p4 =
P4/K8, p5 = P5X1/K8, p−5 = P−5/K8, p6 = P6X1/K8, p−6 = P−6/K8, p7 = P7/K8, p8 = P8X1/K8, p−8 =
P−8/K8, p9 = X1/K8, p10 = P10/K8, p11 = P11/K8, and p12 = P12/K8. X1 and K8 are again
chosen to normnalize parameters.

SSA model The following equations show the dimensionless form of SSA model:

dz2
dτ

= q1y8z1 − z2 (q−1 + q2z2) ,

dz3
dτ

= q2z
2
2 − q3z3z4 + q−3z5,

dz5
dτ

= q3z3z4 − z5 (q4 + q−3)

dz6
dτ

= q4z5 − q5z6z7 + q−5z8

dz8
dτ

= q5z6z7 − z8 (q6 + q−5)

(5.3)

The assumptions for this system for wild-type cells are

• z2(0) = z3(0) = z5(0) = z6(0) = z8(0) = 0 and z1 = z4 = z7 = x1 are initial conditions;

• z1, z4, and z7 are scaled cellular levels of Rad52, ERCC1/XPF, and LigIII enzymes respectively;

• z2, z3, z5, z6, and z8 are scaled intracellular concentrations of many intermediate complexes re-
spectively;

• qi are scaled rate constants.

• The scaled reaction rates are q1 = Q1X1/K8, q−1 = Q−1/K8, q2 = Q2X1/K8, q3 = Q3X1/K8,
q−3 = Q−3/K8, q4 = Q4/K8, q5 = Q5X1/K8, q−5 = Q−5/K8, and q6 = Q6/K8, again scaled with
factors X1 and K8 .

The variables are normalized on Ku total cellular level as zi = Zi/X1.

Alt-NHEJ model The Alt-NHEJ intermediate complexes behave as described by the following
system of ordinary differential equations:

dw2

dτ
= r1w1y6 − w2 (r2 + r−1) ,

dw4

dτ
= r2w2w3 − r3w4,

dw5

dτ
= r3w4 − r4w5w6 + r−4w7,

dw7

dτ
= r4w5w6 − w7 (r5 + r−4) .

(5.4)

Where

• w2(0) = w4(0) = w5(0) = w7(0) = 0 and w1 = w3 = w6 = x1;

• w1, w3, and w6 are scaled cellular levels of PARP1, Pol, and LigI respectively;
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• w2, w4, w5 and w7 are scaled intracellular concentrations of intermediate complexes;

• ri are scaled rate constants.

The variables are also normalized per Ku total cellular level as wi = Wi/X1.
The scaled reaction rates are r1 = R1X1/K8, r−1 = R−1/K8, r2 = R2X1/K8, r3 = R3/K8,
r4 = R4X1/K8, r−4 = R−4/K8 and r5 = R5/K8.

Table A.1: Values of the involved parameters

Parameter Value Parameter Value

a 27.5 P−5 8.82 ×10−5h−1

b 2.43 ×10−3 P6 1.87 ×105M−1h−1

K1 10.02 M−1h−1 P−6 1.55 ×10−3h−1

K−1 6.6 ×10−1h−1 P7 21.36 h−1

K2 5.82 ×105M−1h−1 P8 1.20 ×104M−1h−1

K−2 5.26 ×10−1h−1 P−8 2.49 ×10−4h−1

K3 1.86 M−1h−1 P9 4.88 ×10−1h−1

K4 1.38 ×106M−1h−1 P10 7.20 ×10−3h−1

K−4 3.86 ×10−1h−1 P11 6.06 ×10−4h−1

K5 15.24 M−1h−1 P12 2.76 ×10−1h−1

K−5 8.28 h−1 Q1 7.80 ×103M−1h−1

K6 18.06 M−1h−1 Q−1 1.71 ×10−4h−1

K−6 1.33 h−1 Q2 3.00 ×104M−1h−1

K7 2.73 ×105M−1h−1 Q3 6.00 ×103M−1h−1

K−7 3.20 h−1 Q−3 6.06 ×10−4h−1

K8 5.52 ×10−1h−1 Q4 1.66 ×10−6h−1

K9 1.66 ×10−1h−1 Q5 8.40 ×104M−1h−1

K10 1.93 ×10−7/NirM Q−5 4.75 ×10−4h−1

K11 7.50 ×10−2h−1 Q6 11.58 h−1

K12 11.10 h−1 R1 2.39 ×103M−1h−1

P1 1.75 ×103M−1h−1 R−1 12.63 h−1

P−1 1.33 ×10−4h−1 R2 4.07 ×104M−1h−1

P2 7.21 h−1 R3 9.82 h−1

P3 1.37 ×104M−1h−1 R4 1.47 ×105M−1h−1

P−3 2.34 h−1 R4 12.30 h−1

P4 5.52 ×10−2h−1 R−4 2.72 h−1

P5 1.20 ×105M−1h−1 R5 1.65 ×10−1h−1
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