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Abstract

This work introduces a novel, envelope derivative-based method to detect reverse audio sections
present in an audio document. The proposed method was born to be incorporated in the MPAI/IEEE-
CAE ARP standard. The Moving Picture, Audio and Data Coding by Artificial Intelligence (MPAI)
Context-based Audio Enhancement (CAE) Audio Recording Preservation (ARP) standard provides
the technical specifications for a comprehensive framework for digitizing and preserving analog au-
dio, specifically focusing on documents recorded on open-reel tapes. The primary objective of this
project was that of developing a method to automatically identify segments of audio recorded in
reverse, in order to use the algorithm during the digitization process of open-reel magnetic tapes.
Leveraging advanced derivative-based signal processing algorithms, the system enhances its capa-
bility to detect such reversed sections, thereby reducing errors during the analog-to-digital (A/D)
conversion. This feature not only aids in identifying and correcting digitization errors but also im-
proves the efficiency of large-scale audio document digitization projects. The system’s performance
has been evaluated using a diverse dataset encompassing various musical genres and digitized tapes,

demonstrating its effectiveness across different types of audio content.

Sommario

In questo lavoro viene presentao un nuovo metodo, basato sulla derivata dell’inviluppo di un segnale,
per rilevare le sezioni rovesciate presenti in un documento audio. Il metodo proposto ¢ stato cre-
ato per essere integrato nello standard MPAI/IEEE-CAE ARP. Lo standard Moving Picture, Audio
and Data Coding by Artificial Intelligence (MPAI) Context-based Audio Enhancement (CAE) Au-
dio Recording Preservation (ARP) fornisce le specifice tecniche per un framework completo per la
digitalizzazione e la conservazione di documenti audio analogici, concentrandosi nello specifico su
documenti registrati su nastri magnetici a bobina aperta. L’ obiettivo principale di questo progetto ¢
stato quello di sviluppare un metodo per identificare automaticamente porzioni di audio registrate al
contrario, in modo da utilizzare 1’algoritmo durante il processo di digitalizzazione dei nastri magnetici
a bobina aperta. Utilizzando avanzati algoritmi di elaborazione di segnali basati su derivate, il sis-
tema incrementa le sue capacita di identificare tali sezioni rovesciate, riducendo di conseguenza errori
che possono occorrere durante la conversione da analogico a digitale (A/D). Questa caratteristica non
solo aiuta nell’identificare e nel correggere errori di digitalizzazione ma migliora anche I’efficienza
dei progetti di digitalizzazione su larga scala di documenti audio. Le prestazioni dell’algoritmo sono
state valutate utilizzando un dataset diversificato contenente vari generi musicali e nastri digitalizzati,

dimostrando cosi I’efficacia dell’algoritmo su diversi tipi di contenuti audio.
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1 Introduction

The preservation of analog audio documents is a fundamental process for the survival of the informa-
tion stored in them. In the past two centuries, all kinds of informations were stored on analog carriers
of various types. These carriers were used all over the world and for all kinds of purpose, and contain
an enormous amount of cultural heritage. Because of this amount of information stored on those old
and fragile carriers, there is the need to transfer the information to more modern types of carriers.
For this purpose, digitization is a fundamental step to ensure the survival and accessibility of this
important cultural heritage, which would otherwise run the risk of being lost and disappearing, due
to the obsolescence of original carriers and analog devices. For this digitization process, it is crucial
to develop and design accurate methodologies to minimize the information loss and to avoid intro-
ducing irreversible errors in the digitized audio document [1]. The amount of information to digitize
and the fast deterioration of which analog carriers suffer, gave birth to the need for fast and effective
digitization methodologies and tools. Because of this, in recent years, mass digitization efforts have
increased. These works involve the processing of big amounts of materials, which often are unique
copies, within reduced time frames. This gives birth to a performance and temporal pressure, which
stresses the operators and increases the likelihood of inadvertently introducing errors during routine
digitization operations. This errors can be due to distraction of the operator or to misinterpretation of
the original audio document. This types of errors can also be increased by the diversified nature of the
documents: recordings contain information on their artistic and cultural existence that goes beyond
the audio signal itself. It is then crucial to also pay attention to preserve all the content-independent
information represented by the container, the signs on the carrier, the accompanying material, and so
on.

The digitization process and, with it, the safeguard of audiovisual documents are obstruct by
multiple factors. Above all these factors, there is the huge amount of human and economical resources
required by the digitization campaigns. About this need, it is also important to specify that the human
resources need to be trained, and this training can be difficult, specialized and expensive. Because
of this, many archives are lacking methodological and technological tools to safeguard properly their
documents. It is now clear that there is a need for software tools for automatize this digitization
processes.

The Moving Picture, Audio and Data Coding by Artificial Intelligence (MPAI) Context-based
Audio Enhancement (CAE) [2], adopted by the IEEE Standard Association as IEEE 3302-2022 [3],
Audio Recording Preservation (ARP) standard satisfies this need, defining precise guidelines and
automatic tools for the preservation of analog audio documents. The guidelines defined by this stan-
dard originate from the methodology originally developed at the Centro di Sonologia Computazionale
(CSC) of the University of Padua (see section|1.1).

The methodologies of the MPAI/IEEE-CAE ARP international standard specifically address the
preservation of audio documents recorded on open-reel magnetic tapes. The digitization process of
these materials is prone to several common errors that can alter the original content of the carrier, im-
pact the final result of the process and significantly affect the quality of the digital output. Among this

errors, one of the most common is the misinterpretation, and so the wrong choice in the digitization



process, of the original tape speed, which can also be more than one inside the same tape. Another
aspect that can be wrongly chosen is the equalization curves of the conversions from analog to digi-
tal and vice versa. The channel configurations (mono, stereo, dual mono, or quadraphonic) can also
be a cause of errors in the digitization of the carrier. When dealing with open-reel magnetic tapes,
there is indeed the need of using specific gear to read (and digitize) specific channels configurations.
Because of this, misinterpreting the configurations of the channel and using the wrong tape heads for
the reading, can bring to an unfaithful result which, in the case of extremely fragile carriers, can be
fatal. Another point of crucial importance is the detection of audio sections recorded in reverse. The
recording of sections in reverse could be due to a vast amount of reasons, from practical to artistic,
and this lead to a vast amount of possible scenarios: there can be reversed sections which last a couple
of seconds (or even milliseconds), sections that last some minutes and also reversed and non-reversed
sections which overlap or alternate.

All these issues can result in tonal alterations and audio playback that is not faithful to the original
recording, which is to avoid, given that the aim of the mass digitization process is that of maintaining
the original information contained on the carriers.

A deep and trained knowledge of the original recording techniques and formats can help avoid
some of these mistakes but in real-world scenarios, time restrictions and the lack of correctly func-
tioning equipment can bring the operators to try and make some compromises, which can make the
digitization process even less straightforward. One of these compromises is the reading of all the
tracks from a two-sided tape in one pass [4], which can bring to the presence of untracked time-
reverse sections in the digital audio document. In this context, modern information technologies
provide operators with valuable tools to optimize the digitization process and automatically detect the
presence of errors, one of which is presented in this work.

The MPAI/IEEE-CAE ARP Audio Analyzer module (see Fig. [3) combines Al techniques with
traditional analytical algorithms to automatically detect common digitization errors, such as misin-
terpretations of the original equalization and speed variations. In the initial release of the CAE-ARP
reference software, the Audio Analyzer module did not include the capability to automatically de-
tect time-reversed audio sections, a feature mandated by the MPAI CAE-ARP standard. This work
presents a new algorithm that employs a derivative-based approach for detecting reversed audio sec-

tions, integrated within the ARP Audio Analyzer module.

The work presented in this thesis was described in the paper [5], accepted for publication for the
157th AES convention (2024 October 8-10, New York, NY, USA).

1.1 The Centro di Sonologia Computazionale (CSC)

The Centro di Sonologia Computazionale (CSC) of the University of Padua was founded in 1979,
after, since the late 1950s, a group of researchers and musicians had been working in Padua, Italy, on
computer music.

Since it was founded, CSC has been an important research center in the field of computer music

and, over the years, the researchers of the center addressed several topics. These topics include sound
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processing, expressiveness, multi modal interaction and musical cultural heritage. Along with this,
theoretical and scientific achievements have been tested and applied also to music production, and
more than two hundred musical pieces have been made at CSC ([6], [7] [8]).

The research activity in the field of electronic music increased the interest in investigating method-
ologies for the preservation of analog recordings produced at the CSC during the years, in order to
save this documents from the deterioration process they are subject to. This research work at the CSC
led to the development of a methodology that focuses on the importance of metadata and contextual
information. This methodology was supported by a software, the Preservation Software Kit (PSKit)
[9]. This software was developed to assist and automatize the creation of the preservation copy of
audio documents stored on analog carriers. Using this software, a big amount of information was
collected and, for each audio archive, this tool allowed to identify the most common issues and the
usage practices.

The first experiences in the field of preservation of audio documents were carried out on the in-
ternal archive of electronic music of the centre. This archive is formed by records made by Italian
and international composers over the past 40 years. Because of this, the music genre of electronic
music was one of main interest during the first years of activity, with the developing of specific skills
within this field. The developed methodology has been improved working on various collections of
this genre, facing the most common typologies and issues that may affect them. Later on, the digiti-
zation process focused on other types of audio archives containing speech recordings of historical and
cultural value and music in a more broad sense, with other genres. Each new audio archive helped the
development of a more general methodology that could be used in all the cases. The various audio
documents of different genres, in fact, differ in many aspects: a tape recorder in a professional studio
is very different from a tape recorder with a portable device in an untreated audio environment (in
these cases, audio quality has been considered less important than mobility and extended recording
time). The electronic music collections are often formed for the most part of sketches and unpub-
lished materials, used then in the final cut of the musical works. The opera and contemporary music
collections are made mainly of live recordings of concerts in theaters, mostly on open reel tapes with
semiprofessional equipment and tools. The pop-folk music collections contain field recordings of
popular Italian songs recorded with portable devices in live settings. The speech collections are com-
posed mainly of audio cassettes of various contents, such as interviews. These collections are often
characterized by the lack of written records. The digitization of these collections play a role of great

importance both from a cultural and a historical point of view.






2 Analog tapes digitization and restoration

Before the advent of computers and the increase of computer performances, all the informations about
music and sound were stored on analog carriers of various types: magnetic tapes, vinyl discs, audio
cassettes, and so on. All these types of carriers have one thing in common: they suffer from physical

degradation of the carrier and, also, fast obsolescence of the machines used to read the carriers.

This physical degradation process can be slowed down, paying attention when handling the car-
riers and storing the carriers in temperature and humidity controlled storages, but can’t be stopped.

Also, the amount of money that needs to be spent for this preservation process is not negligible.

Therefore, the survival of the information contained in the document is possible only renouncing
to its materiality, through a constant transfer of the information onto new carriers. Also, the process of
transferring the information from one carrier to a new one can give birth to electronic, procedural and
operative errors. In addition to these errors, the cultural influence of the time in which the transfer
process is made can impact in the way the information is transferred: the operator could remove
some particularities of the signal that he thinks are errors, but in reality are not. Because of this,
musicological and historical competences are essential for the correct transferring and cataloguing of

the information contained in audio documents.

The preservation process, as described accurately by the IASA-TC 05 international guidelines
[10], can be divided in passive and active preservation. Passive preservation aims to preserve the
document, keeping it on the same carrier. Active preservation, instead, involves data transfer onto
new media. Passive preservation is further divided into indirect preservation, if we act on the storage
conditions and on the handling procedures, and direct preservation, if the carrier is treated in order to

stabilize its physical status.

Until the very end of the 20th century, digital recording techniques were not used, because there
was a rapid change in the adopted technologies, and so rapid obsolescence of hardware, digital format
and storage media. There was also a lack of consensus regarding sample rate, bit depth, and record
format for sound archiving. In addition to these two problems, the stability and durability of stor-
age media was questionable, and also the performances of computers (and so the definition and the
quality of digital audio files) were far from similar to today’s standards. This led the experts to keep

transferring audio documents from analog carriers to other analog carriers.

With the beginning of the 21th century, the audio preservation community introduced the concept
“preserve the content, not the carrier”, which led to the idea of digitizing the audio content and making
it available using digital libraries technology (‘““distribution is preservation”). With this new paradigm,
the process of transferring audio documents from one analog carrier to another analog carrier was no
more the standard. The new standard, instead, was that of transferring the informations contained in
an analog carrier to a digital file, and then storing the analog carrier, knowing that a safe digital copy
was stored in a database. In this way, obsolescence of hardware and deterioration of carriers is no

more a problem. However, this new standard led to a series of ethical and philological problems.

In the process of digitizing a document from an analog carrier, multiple choices have to be made

(the choice of removing background noise, and so on), which can lead to completely different results.
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“To Save History, Not Rewrite It”. The philosophical approach save history, not rewrite it is stated
in a guide [11] commissioned by UNESCO. This approach aims at analyzing what the original carrier
represents, technically and artistically, and to understand what the various aims of the re-recording
may be. It is stated that the original equipment should be used only in the case in which it is wanted to
reconstruct the sound as it was originally heard. Otherwise, the aim of the re-recording process is to
obtain the signal’s best quality, limiting the audio processing to the minimum. Signal alterations can
be intentional, like recording, equalization and noise reduction systems, and unintentional, which are
divided in alterations caused by imperfections in the original recording technique and in alterations
caused by misalignment of the recording equipment (wrong speed, misalignment of the recording in
magnetic tape, and so on). Different re-recording strategies derive from the decision of whether or not
to compensate for these alterations. We can define two strategies and results: the recording as it was
heard in its time (type A); the recording as it has been produced, equalized for intentional recording
equalizations, compensated for eventual errors and replayed on modern equipment (type B). The
compensations needed by type B require knowledge which is external to the audio signal. Because of
this, there is an interpretation factor, given by the fact that historical knowledge is required alongside
technical knowledge. Most of this knowledge is retrievable from the history of audio technology,
while other informations are experimentally inferable. This re-recording process is then objective and
represents the optimal level for the defining of the standard for the preservation copy. A third type of
re-recording technique, the type C, aims at obtaining “the recording as produced, but with additional
compensation for recording imperfections caused by the recording technique of the time” [12]. These
equalization compensations correct the non-linear frequency response caused by historical equipment
and eliminate rumble, needle noise and tape hiss. These operations must be rigorously documented

by the restorer, because they are outside the standard operational criteria.

Another crucial aspect is that the metadata contained on the carriers itself or the information on
the status of the carrier cannot be lost. This is because using these informations it is possible to
make some of the decisions required in the digitization process. So, there was the need for a standard

methodology for the preservation and digitization of audio documents [13].

In the recent years, at the Centro di Sonologia Computazionale (CSC), a lot of studies about
this problems were carried out, and, together with standard methodologies, some software tools for
this task were developed [14]. These methodologies originate from the standards defined by iasa in
the IASA-TC 04 guidelines [15]. From these guidelines, the CSC developed specific methodologies
due to the fact that the work was often specifically focused on computer music. Over the years,
these methodologies defined all the steps of the preservation process, from the documentation of the
metadata present on the audio carrier (by means of photos of the carrier and the carrier holder) to
the documentation of the physical conditions of the carrier itself (by means of textual descriptions
and video recordings of, in the case of analog tapes, the tape being read) to the actual transfer of
information to a digital file, have been addressed in a way so that no information is lost. All these
informations are stored in a dedicated database and all the digitization process is documented and
recorded. Also, all types of alterations to the original detected audio signal are documented, and an

unaltered copy of the signal is also stored.



2.1 The preservation process

The preservation copy of an audio document is a dataset that contains all the information contained in
the source document. The process that is used to obtain the preservation copy of an audio document
is divided in three main blocks: before playback, playback and after playback. The output of each

procedure of the blocks is either data or a report. The process is the following [9]:

1. Preparation of the carrier

(a) Physical documentation

1. Photographic documentation
ii. Scanned images

iii. Data validation
(b) Visual inspection
(c) Chemical analysis

(d) Optimization of the carrier
2. Signal transfer

(a) Analysis of the recording format/parameters
(b) System setup
i. Replay equipment (e.g. tape recorder)
1. Remediation equipment (e.g. converter, acquisition software, etc.)
(c) Monitoring
(d) Data validation

(e) Archival of the source carrier
3. Data processing and archival

(a) Metadata extraction

(b) Completion of the preservative copy

Preparation of the carrier. In the phase of the preparation of the carrier, photographs of the docu-
ment and its box are made. In this way, its state of conservation is documented and eventual note and
marks present on it are recorded, in order to retrieve important informations which can be useful to
playback the tape at the right speed and with the right channel configuration. A visual inspection of
the tape is performed in order to discover eventual issues or chemical and physical syndromes of the
tape. In case it is necessary, also a chemical analysis is performed. The optimization of the carrier
consist in a thermal treatment of the tape, used to correct the Sticky-Shed Soft Binder Syndrome, and
the cleaning of the tape, used to remove dust and other unwanted stuff from its surface. Some other
optimization processes can be the manual restoration and reparation of old splices and the addition of
the leader tape [16].



Signal transfer. The signal transfer phase contains the A/D conversion. Before it, an analysis of the
recording formats and parameters is made and the setup of all the replay, remediation and monitoring
equipment is made. The monitoring of the whole process is useful to avoid various errors. At the
CSC the audio documents are digitized at 24 Bits and 96 kHz, and the tape is filmed during all the
digitization process. The video is useful to track marks, notes and other types of marks present on the
tape. The video is also useful to detect eventual misalignments of the tape on the tape head, which
can cause drops in volumes and other errors. After the digitization, the original document is stored in

safe storage conditions.

Data processing and archival. For this step a specific methodology was developed, starting from
the IASA-TC 03 guidelines [1] [17], in which all the recommended formats and data management
processes are listed. This last phase of the process consist in the data processing and the creation of
the preservation copy and of the access copy. The preservation copy contains a high-quality digital
audio file, without any restoration. A separate audio file for each channel is stored and multiple
acquisitions are made in the cases in which the tape contains audio segment with multiple different
speeds. The preservation copy also includes photos and videos, scanned images of the documentation
present together with the tape, and checksums. Some metadata, containing brand of the tape, reel
diameter, channel configuration, recording speed and so on, are stored in a dedicated database and
stored in a .pdf document. This document is included in the preservation copy. The access copy,

instead, is saved in a compressed format and can be restored if necessary.

The output of the process is the preservation copy and, after the remediation process, the original
document and carrier’s conditions should be better than the starting ones. The original documents
should always be kept and stored for future use and purposes which are unknown at the moment. If
all the process was performed correctly and paying enough attention, the preservation copy will be

accurate, reliable and philologically authentic.

This much needed attention to the details gives birth to a process which can be very time consum-

ing and, also, for which there is the need of skilled operators.

The duration of the process and the cognitive load needed for it can be decreased using algorithms
and software tools designed to automatize repetitive tasks. In this way, the process can be a lot faster
and, because of this, in the same amount of time, a larger number of documents can be digitized with
respect to the standard process. Because the amount of time for the digitization of an audio document
decreases, the overall cost for the digitization also decreases. In addition to this, given that the process
becomes easier and more automatic, less cognitive load is needed and the operator will be less tired

and make less errors.

This need for software tools that automatize the digitization process inspired this work.
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2.2 Reading Tapes Backwards

Based on the composition of the tape and on how a tape recorder works, a magnetic tape can be
recorded in multiple track configurations. The track configuration to use when recording the tape is
chosen based on different kinds of needs: cost saving, need for quality, and so on. The cost saving
need can be satisfied by using stereo or quadraphonic configurations to record multiple tracks on the
same tape segment: on the right channel, for example, there can be recorded a track and on the left
channel another different track. Also, some other costs can be saved decreasing the tape speed of the
recording process. If, instead, the need of the author is to have the maximum quality possible, the
way to achieve this is to record a single track in mono configuration, on the widest tape possible and
at the fastest speed possible.

In Fig. |1) we can see some examples of track configurations for magnetic tapes.

L ——
1 N —
L — 5 i
= = R e
R — «— L
g v
(a) One-sided tape: half-track stereo (b) Two-sided tape: quarter-track stereo

L —

D R ——>

(c) Two-sided tape, non-standard

Figure 1: Examples of track configurations. Source: [18]

For reading or recording these different types of configurations, we need different setups of the
tape recorder. These setups differ for tape speed and tape head: we need to select the right speed,
according to which speed the tape was recorded with, and the right tape head to mach the tape’s track
configuration. In fact, if we have a stereo tape, we need a stereo tape head.

The advantage of working with digital signals is that we can manipulate the signal in various ways:
we can change the speed digitally, after the reading, we can revert the signal in the time domain, and
so on. Reversing a signal head to tail digitally is the equivalent of reading it backwards. From this
possibility of reverting a digital track in the time domain derives a possible solution to speed up the
process required for the digitization of the magnetic tapes. In fact, we could extract all tracks on a
two-sided (or four-sided) tape in one pass, regardless of the intended direction, and then we could
subsequently reverse the signal in our digital workstation. Doing this process, we could avoid having
to re-read multiple times the same tape to digitize the various tracks in the right direction. In this way,
the total digitization time needed for each tape could be reduced by 50%. The time saving advantage
is not only to consider profit-wise. In fact, saving time during the digitization process of one project

allows the operators to move quicker onto the digitization of another project. In this way, the amount
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of documents digitized in the same time will be a lot higher, and the history and cultural heritage
preserved will be bigger. A part from the time and cost saving aspect, another reason for which this
process could be really useful is that it allows to play only once those old and fragile tapes that could
only resist a single pass into the tape recorder. In this way, it is possible to avoid damaging too much
the tape and possibly loosing some important cultural heritage and information.

This possible solution was examined in the paper [19]. In it, many different metrics were used to
measure the differences between the forward signal and the reverted backward signal. These metrics
were mainly time domain metrics, because they highlight the differences related to impulse noises or
transient responses. The most used metric was the Euclidean distance between two signals: these two
signals represent two different readings of the same tape, made with the reel-to-reel tape recorder.
Using this metric, it was found that the distance between the signals read with the same direction is
significantly minor than the distance between signals read with opposite direction and then digitally
time-reversed. These results show that this process introduces measurable alterations in the signal that
are greater than the differences inherent in the playback process with reel-to-reel recorders. However,
this result does not imply that this strategy should be avoided: the differences are measured at signal
level and not necessarily at hearing level. Because of this, this result means that the decision of
whether digitizing tapes with this process should be made considering these differences, also taking
into account how important it is to save time in the specific case.

A part from the results of the experiment, there are some disadvantages of this strategy that need

to be considered:

1. when digitizing multiple tracks with different directions at the same time, the monitoring of the
signal transfer can only be performed for some tracks at a time, or needs special setups and

equipment;

2. the digital processing needed to find the backward parts of the tracks and to revert them in
the correct direction requires specific tools, software and competences and also non-negligible
time expense; together with these needs, some errors could be introduced during the digital

processing of the files.

Digitizing multiple tapes at the same time that contain signals in only one direction is not the only
scenario in which we could find ourselves in. There could also be situations in which a single tape
contains multiple signals in different time directions. This could be due to authors trying different
things with magnetic tapes to express their artistic views or also for cost savings manners: using the
same long magnetic tape to record different things was a very common practice to reduce the costs of
recordings. Because of these various needs, it is very common to have to deal with tapes that contain
a high number of different recordings, with different speeds and directions.

The large amount of possible configurations, speeds and directions that a tape can contain, creates
a myriad of possible outcomes and results that can be recorded on a single magnetic tape. This myriad
of different scenarios increases the attention needed during the digitization process and, consequently,
the time needed for it. It is then crucial to have some automatic tools to recognize if a portion of tape
contains a backward signal or a forward signal, to avoid the need for the operator to listen to all the

tape recording, which can last a lot of minutes, or even hours.
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In the following sections we will present an algorithm for the automatic detection of reverse
signals, which could be used as a solution to this problem and could help automatize the digitization

process, to minimize errors and time costs.
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3 MPAI

MPAI (Moving Picture, Audio and Data Coding by Artificial Intelligence) is an international unaf-
filiated non-profit organization developing standards for Artificial Intelligence (AI)-based data cod-
ing [16]]. It was established in September 2020 from Leonardo Chiariglione, former founder of the
MPEG project, together with other former components of MPEG. MPALI is governed by a union of
legal entities and members coming from academic departments who contributes to the development
of standards for the efficient use of data. MPAI aims at defining and developing standards for audio
coding, mainly using Al, to promote the efficient use of data, by standardizing coding technologies,
and at facilitating the integration of these data coding components into already complete systems
[20]. MPALI integrates state-of-the-art tools, like Al, to address the evolving scenario of data-related
applications.

To achieve its objectives, MPAI adopted a process that allows it to reach out to the people in need
of a solution and to the people possessing technologies that can satisfy the need of the first group. The
process, in fact, was thought to be community-driven, to allow to connect the needs of the various
groups of people, to let MPAI members participate in the development of standards, and to allow the
members who have specific permissions (principal members) to develop guidelines. The standards of
MPALI are implemented using the Al Framework (AIF) infrastructure, described in the MPAI/IEEE-
AIF 3301-2022 Standard [21]. The AI Frameworks implementation enables the execution of Al
Workflows (AIW), which consist of the aggregation of processing elements known as Al Modules
(AIM). The MPALI standard defines the functionality and the input and output data formats of an
AIM, to ensure interoperability and also the capability to substitute an AIM or AIW implementation
seamlessly with others that offer the same functionality. In this way, systems developed using this
process can adapt to different technologies or improvements in Al implementations without requiring
re-engineering or disruption of existing functionalities.

MPALI has developed guidelines to test the conformance of AIMs and AIFs and to assess their
performances: in the scope of MPAI, performance is a synonym for reliability, robustness and fair-
ness [20]. MPAI can count various standards, working at different levels of complexity: MPAI-
AIF, MPAI-CAV (Connected Autonomous Vehicle), MPAI-GME (Governance of the MPAI Ecosys-
tem), MPAI-MMC (multimodal conversation), MPAI-NNW (Neural Network Watermarking), MPAI-
PAF (Portable Avatar Format), MPAI-CAE (context-based audio enhancement standard), MPAI-CUI
(Compression and Understanding of Industrial Data), MPAI-HMC (Human and Machine Communi-
cation), MPAI-MMM (MPAI Metaverse Model), MPAI-OSD (Object and Scene Description), MPAI-
PRF (AI Module Profiles) and other projects in development phase [22].

As it is probably known, standards evolve with time and the number of use cases and their names
can change. Because of this, in the following paragraphs we describe the version 1 of each standard.
However, for some standards, new versions came out and, therefore, some names or some notions

about the number of use cases may be slightly outdated.

MPAI-AIF. The MPAI-AIF standard aims at providing a framework that allows easy interconnec-

tion and interoperability of Al and data processing technologies when they are part of modules with
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standard interfaces called AIMs [23]. The data processing technologies can be implemented both in
hardware and in software. AIF uses the components-based development (CBD) philosophy, to enable
the reuse of independent components, the AIMs, into the systems. The AIMs utilize standard inter-
faces to communicate with one another. These interfaces specify the services that other components
can use and how they should use them. In this way, the specific implementation of each AIM can
be unknown. So, basically, the MPAI/IEEE-AIF: is component-based; defines interfaces between
components; is secure and the components work in safe zones; supports mixed hardware-software
implementations; supports distributed and local execution environments; supports machine learning

functionalities; supports the operation of proximity-based distributed AIFs.

Management and Control Management and Control
>] —
e W e ol |
N —> . —> .
> _ =
Inputs Communication Outputs
g AIM A ol — am
—>
N |
Access Storage Communication Communication Storage Access

Figure 2: Al Framework schema. Source: [24]

MPAI-CAV. MPAI-CAV specifies the subsystems and components of a Connected Autonomous
Vehicle (CAV) that enable the industry to accelerate the development of explainable, efficient and
affordable CAVs. This is achieved developing standards designed to enhance interoperability of CAV
subsystems and components [25]].

MPAI-GME. MPAI-GME specifies the operation of the Ecosystem to enable [26]:
1. developers and implementers to develop components and solutions;
2. performance assessors to assess the performance of an implementation;

3. the MPATI store to test implementations for conformance and post implementations to the MPAI

store website together with the results of performance assessment;

4. end users to download implementations and report experience scores.

MPAI-MMC. MPAI-MMC aims at using Al to emulate human to human conversation in com-
pleteness and intensity, to improve human-machine conversation [27]. This standard includes five use

cases [20]:

* Conversation with emotion (CWE): the human side of the dialogue includes speech, video and

text, and the machine responds with synthesized voice, text and animated face video;
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* Multimodal question answering (M(QA ): ahuman asks for informations about a displayed object

in natural language and the machine responds with synthesized voice;

* Unidirectional speech translation (UST): a sentence said by a human is translated by a machine
using a synthesized voice that mimics the speech features of the original speaker. In this case

the translation is unidirectional;

* Bidirectional speech translation (BST): as before, a sentence said by a human is translated by
a machine synthesizing a voice that mimics the speaker’s voice. However, in this case the

translation is bidirectional;

* One-to-many speech translation (MST): as before, the aim is to translate sentences said by a
human using synthesized voice that mimics the speaker’s voice. In this case the translation is

one-to-many.
MPAI-NNW. The MPAI-NNW standard provides the means to measure, for a given size of the
watermarking payload, the ability of the watermark [28]:
1. inserter to inject a payload without deteriorating the NN performance;

2. detector to recognize the presence and decoder to successfully retrieve the payload of the in-

serted watermark;

3. inserter to inject a payload and detector/decoder to detect/decode a payload from a water-

marked model or from any of its inferences at a measured computational cost.

MPAI-PAF. The MPAI-PAF standard specifies [29]:

1. The Portable Avatar Format and related Data Formats allowing a sender to enable a receiver to

decode and render an Avatar as intended by the sender;

2. The Personal Status Display Composite AI Module allowing conversion of a Text and a Per-

sonal Status into a Portable Avatar;

3. The AI Workflows and Al Modules composing the Avatar-Based Videoconference Use Case
also using Data Types from other MPAI Technical Specifications.

MPAI-CAE. The MPAI-CAE standard utilize the AIF general architecture to enhance user expe-
rience across various audio applications, including entertainment, communication, teleconferencing,
gaming, post-production and preservation/restoration [30] [24]. CAE applies context-enhanced in-

formation to the input audio content to deliver the audio output using the most appropriate protocol.
Four distinct MPAI-CAE use cases are defined [20]:

* Audio Recording Preservation (ARP): provides a workflow for managing the process to preserve

and access open-reel audio tapes;
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* Emotion-Enhanced Speech (EES): implements a user-friendly system control interface that gen-

erates speech with various levels of emotion;

* Speech Restoration System (SRS): aims at restoring damaged parts of a speech using neural

networks speech models to synthesize it;

* Enhanced Audio-Conference Experience (EAE): improves the auditory experience in an audio

conference scenario.

MPAI-CUI. MPAI-CUI includes the Al-based Company Performance Prediction (CPP) use case
enabling the prediction of company performance in a given prediction horizon measured in terms of
Default Probability, Adequacy Index of Organisational Model, and Business Continuity Index, using

its Governance, Financial and Risk data [31]).

MPAI-HMC. MPAI-HMC enables new forms of communication between an Entity (a human
present or represented in a real or virtual space, or a machine represented in a virtual space as a
speaking avatar, acting in a context) and another Entity using text, speech, face, gesture, and the
audio-visual scene in which it is embedded, much as humans do. It integrates a wide range of tech-

nologies available from existing MPAI standards [32].

MPAI-MMM. MPAI-MMM aims at developing Technical Reports and Technical Specifications
supporting Metaverse Interoperability [33].

MPAI-OSD. MPAI-OSD specifies technologies to represent the spatial information of Audio and
Visual Objects and Scenes for use across MPAI Technical Specifications [34].

MPAI-PRF. MPAI-PRF specifies a method to signal the profile of an Al Module defined by collec-
tions of Attributes (input data, output data and functionality) that uniquely characterize an AI Module
instance. In other words, this standard provides a mechanism that unambiguously signals which char-
acteristics of an AIM (Attributes) are supported by the AIM [35].

3.1 MPAI/IEEE-CAE ARP

MPAI/IEEE-CAE ARP covers several different areas of the Sound and Music Community (SMC). In
this section we describe the first version of the ARP use case. From the release of the first version, the
ARP use case has been further improved and the CSC has been constantly developing new solutions
and tools to increase the potential of ARP. For example, a recent work by Lunardon [36] was aimed
at developing an Al-based tool for the automatic detection of speed variations in digitized tapes. This
and other previous works improved the capabilities of the standard. However, as it often is, there
is a discrepancy between what the current version of the standard declares and what are the actual
capabilities of the tools. Because of this, the informations presented in this section are related only to

the first version of the ARP use case.
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The Audio Recording Preservation (ARP) use case represents an important example in the preser-
vation of open-reel analog audio tapes [24]. ARP uses Al and other technologies to extract informa-
tions from digitized audio recordings stored, as expected, on open-reel tapes. Its input is the audio of
the digitized tape and a video of the tape running through the reel-to-reel recorder, at the level of the
magnetic head. The architecture of ARP comprehend five AIMs (see Figl3): Audio Analyser, Video
Analyser, Tape Irregularity Classifier, Tape Audio Restoration and Packager. The outputs of the ARP
workflow are the preservation master, a digital copy for long-term preservation and the related access
copy, which is restored, if necessary, and generally stored in a compressed format to allow a correct
playback of the digitized audio content [16]. The video recording of the tape being read allows the
use of Al algorithms for the automatic detection of various types of irregularities on the tape’s sur-
face. This improves speed and precision in the process of selecting and extracting data for the primary

storage and usage of it.

Restored
Preservation | TapeAudio |Audio Files Access Copy
AudioFile | "I Restoration | Editing Files
. List
Irreg; File
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g | Irregularity Master Files
Preservation | rreg. FI|ET ] Irreg. F”r?eg. Images Classifier Irreg.
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Analyser Irreg. File R
Controller
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Figure 3: MPAI-CAE ARP Al Workflow

Audio Analyzer and Video Analyzer. As described carefully in [16], the first thing that the Audio
Analyzer AIM does is to perform spectral analysis on digitized audio files, to detect irregularities
such as misinterpretations of tape speed and recording equalization. Additionally, the MPAI/IEEE-
CAE standard specifies that the digitization of open-reel tapes should be accompanied by the video
recording of the A/D transfer (Preservation Audio-Visual File). The video is recorded with the camera
pointing at the playback head of the open-reel recorder, and the video files also includes a low-quality
audio track extracted from one of the outputs of the open-reel recorder, to allow the video and the high-
quality audio files (Preservation Audio File) to be synced via cross-correlation. The Video Analyzer
uses computer vision algorithms to detect irregularities on the tape, and provides irregularity images,
to which the Video Analyzer assigns a unique ID. The Audio Analyzer extracts fragments of the
audio recording where the signal is lower than -50 dB and classifies them using machine learning
algorithms to detect the correct equalization curve. To detect irregularities in the selection of the

equalization curves, a Deep Neural Network (DNN) was selected [37].
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The Audio Analyzer relies on analyzing variations in the audio spectrogram images to detect
the audio playback speed. Also, it uses Convolutional Neural Network (CNN) models in the speed
detection stage. Irregularities are then identified based on the recognition of the equalization curves
and the recording speeds done in the previous stages. The Irregularity File, containing all the detected
irregularities, together with the offset between the Preservation Audio File and the audio track of the
Preservation Audio Visual File, are then sent by the Audio Analyzer to the Video Analyzer. The
irregularities detected by the Audio Analyzer and the Video Analyzer modules are synchronized and
then Audio Blocks, Irregularities Images, and the corresponding Irregularity Files are sent to the Tape

Irregularity Classifier module.

Tape Irregularity Classifier. The Irregularity Files and the corresponding Images and Audio Files
sent by the Audio and Video Analyzer modules are received by the Tape Irregularity Classifier. This
module classifies the Irregularity Images and, using Neural Networks, selects the relevant ones. It

then sends the Irregularity Files and the related Irregularity Images to the Packager.

Tape Audio Restoration. Open-reel audio tapes can be recorded at different speeds, from 30 ips
(76.2 cm/s) to 0.9375 ips (2.38 cm/s). Higher speeds are typically adopted by professional studio
machines, while low-quality portable machines usually feature lower speed values to increment the
recording length for smaller tapes. Another variable parameter is equalization. The equalization curve
is in fact used during the recording for extending the dynamic range and improving the recorded sig-
nal’s Signal to Noise Ratio (SNR) (pre-emphasis curve). The inverse post-emphasis curve is then
applied during playback to restore the previously obtained flat frequency response. Given the diffi-
culty of finding correctly operating analog machines with a proper speed configuration and equaliza-
tion settings, as often required by audio funds, sometimes operators have to perform the digitization
process adapting to the functioning of the machines they have at their disposal. Another common
situation is when the operator doesn’t detect changes in speed occurring during the recording. In
these cases, errors that cannot be undone may be introduced and therefore there is the necessity of
correcting these errors. The Tape Audio Restoration module has exactly this purpose: to correct errors
concerning changes in speed and those related to the application of wrong equalization curves. After
this process, the Tape Audio Restoration module sends the Restored Audio Files and an Editing List
to the Packager.

Packager. The Packager module collects the Preservation Audio File, the Restored Audio Files, the
Editing List, the Irregularity File, the Irregularity Images and the Preservation Audio Visual File and
produces the Preservation Master Files and the Access Copies. These files are the output of the ARP
Al Workflow. The Preservation Master File includes the Preservation Audio File, the Preservation
Audio-Visual file with the low-quality-audio replaced with the Audio of the Preservation Audio File
synchronized with the video, the set of Irregularity Images in a .zip file and the Irregularity File listing
all the Irregularities detected. The Access Copy includes an Editing List, the Irregularity File and the

corresponding set of Irregularity Images, the audio information on the tape and the Restored Audio
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Files, saved in a compressed format which is suitable for access to the audio information, but not for

long-term preservation.

The current implementation of the ARP standard reference software does not yet include a tech-
nology capable of automatically detecting time-reversed audio sections in tape recordings. This fea-
ture is increasingly necessary to minimize the risk of introducing errors, especially in massive digiti-
zation projects, since, at the current state, operators have to rely on external tools or manual methods
to handle reverse audio detection, which, as explained in the previous section, can be extremely time-
consuming and add further complexity to the workflow. In the next section we introduce the novel

ARP approach utilized to automatically detect time-reversed portions of the digitized audio signal.

19






4 Envelope Derivative-Based Reverse Detection

4.1 Empirical analysis of first audio signals

The first step in the development of the reverse detection algorithm was the empirical analysis of
some audio signals, coming from digitized audio tapes. The analysis was made on 3 different tapes,
digitized in both directions with a sample rate of 96 kHz and a bit depth of 24 bit.

The analysis was performed on a python notebook, using the scipy.io library [38] to import the
signals. The matplotlib.pyplot library [39] was also used to create and plot the time-amplitude graphs
representing the signals, or portions of them.

The first step of the analysis was to find a set of significant peaks of the signal, and observe the
general behaviour and trend of the signal. The peaks were found using the scipy.signal.find_peaks
function, which was used to find both positive (above 0 amplitude) and negative (under 0 amplitude)
peaks. This function was used with a set of parameters empirically founded, which were useful to
find only a relevant subset of the peaks of the signal and to avoid taking all the signal’s peaks, which

would be very performance heavy:

signal.find_peaks(signal_data, height = 1e8, distance = 10000)

To find the negative peaks of the signal, the phase of the signal was inverted (the signal was
mirrored with respect to the time axis) and the positions of the positive peaks on the new signal were
calculated and stored.

The signal was then plotted highlighting the peaks and, looking at the graph, it could be noticed
that the signal wave was more prominent on the negative amplitude quadrant of the graph for forward
read tapes, and the opposite for the backward read tapes. To show this, the highest and lowest peaks
were selected (where the lowest peak is the highest peak of the phase-inverted signal) and compared,
and it was found that the lowest peak had bigger absolute value than the highest peak, in case of tapes
read forward; in case of tapes read backward, the peak with highest absolute value was the positive
peak.

This characteristic was at first sight interesting, but was later discarded because it was probably
due to a phase issue on the tape machine, and it couldn’t be used as a recognizing factor. In fact, it
was probably a problem of the one machine in our lab and more calibrated machine shouldn’t have

this issue.

After discarding this solution, the analysis was carried on taking a portion of the signal around its
maximum peak. To avoid taking a random number of samples around the max, the documentation of
librosa.stft [40] was checked and it was found that, for audio files containing speech (which was the
case, for now), a good amount of milliseconds that is sufficiently representative of the signal is 23 ms.
Doing a simple proportion 96000 = 1000 = x <23, it was discovered that, in order to take 23 ms of
signal, the amount of samples to take was 96 x 23 = 2028 samples.

Because of this, the portion of the signal corresponding to 1014 samples before the absolute

max and 1014 samples after the absolute max was taken, which in math notation can be wrote as

21



Nio1a(max, f(x)).

After having calculated the window to analyze, the prominence and the width of the peaks were
calculated, but no useful results were found.

Plotting the selected window and looking at the graph, it was seen that the peaks formed a down-
hill trend: at first, there was a sudden, highest peak; then, a series of slowly decreasing peaks. To
calculate and show in some way the downhill trend, the peaks’ positions with respect to their width
was analyzed, but that didn’t gave useful results. Another try was to use the peaks’ heights to show the
trend. In theory, in fact, if the trend was downhill, the peak to the right of the max should be higher
than the peak to the left of the max. In the portion of signal that was initially taken, this process

worked and gave confirming results.
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Figure 4: Selected window with highlighted peaks.

To have a broader view of the signal and to try to confirm this method, 10 windows across the
signal were taken. To take the windows (of 2028 samples each), it was calculated how many peaks it
was needed to skip between a selected peak and the one after that. After this step, the windows were
created taking, as before, 1014 samples before the center (pg, p1,...) and 1014 after it:

Nio14(pi)|i € NAi < 10. The window were then plotted and, for every one of them, the uphill/downhill
trend was calculated as before.

This process lead to pretty consistent results for the first forward signal, both analytically and
visually, looking at the graphs.

Also for the first signal read in reverse, the trend seemed to be downhill. Taking the 10 windows,
as with the forward signal, the trend was not consistent and clear: 5 windows had downhill trend and
5 had uphill trend.

This method was applied also on the other four files, and the results kept to be inconsistent.

This results showed that the approach of the downhill/uphill trend was not a consistent approach.

Because of this, also this method was discarded.
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The final approach was that of analyzing the trend of the peaks of the signal, to highlight its
different behaviours, when read in the right direction or time-reversed. The approach is described in

the following sections.

4.2 Investigation of the ADSR envelope

The adopted approach for the detection of time-reversed audio segments relies on the analysis of the
shape of the time-envelope of the signal.

A well-established model for describing the shape of the time-envelope of audio signals is the
ADSR (Attack, Decay, Sustain, Release) envelope (see Fig. [5). This envelope divides the signal in 4
segments/phases:

1. the attack phase consists of the time taken by the signal for its initial run-up from silence to its
peak level;

2. the decay phase consists of the time taken by the signal to decrease from the attack level to the

sustain level;
3. the sustain is the level maintained by the signal for a period of time;

4. the release phase describes the time taken by the signal to decay from the sustain level to

silence.

ATTACK DECAY SUSTAIN § RELEASE

AMPLITUDE

TIME

Figure 5: ADSR envelope.

From the empirical observation of audio signals, it is possible to see that the attack phase is
typically shorter than the release phase. Inspecting the time-envelope of the audio signal in digitized
files, these observations are confirmed in the forward-read audio signals. However, for the backward
audio signals, the attacks are typically longer than the releases (see for example Fig. [7). In our model,

this particularity is the key-factor to recognize if an audio signal is reversed with respect to time.
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Figure 7: Example of time-reversed audio signal.

By evaluating the length of the attacks and the releases and comparing them, it is then possible
to determine whether the audio signal was recorded in reverse. The basic assumption behind this
method is that a forward signal is more likely to have fast attacks and slow releases. This can be due
to various reasons, among which the most common are reverberation or natural long decays of sounds
[41].

Therefore, by comparing the total duration of attack and overall decay phases, the signal playback
direction can be determined.

But how can we locate the attack and the release phases?

Let’s begin by saying that, in our model, we consider the decay and the release phases as a unique
phase. Doing this, we don’t consider the sustain as a determining phase for our detection. This
is because the way the attack and the release (considered as decay+release) phases are detected is
by inspecting the envelope derivative. When the envelope derivative is positive, in fact, the audio
signal in analysis is increasing in amplitude. This increase of the amplitude of the signal can be
associated to the attack phase of it. Similarly, when the envelope derivative is negative, the audio
signal is decreasing in amplitude. The decreasing in amplitude of the signal corresponds to its decay
and release phases. Therefore, we can consider attack phases the segments of the signal in which the
envelope derivative is positive, and release phases the segments of the signal in which the envelope
derivative is negative.

Finally, because of this characteristic, the reverse detection method described in detail in the
following sections is based on the computation and analysis of the first derivative of the signal’s
temporal envelope. This will allow for automatically distinguish between signals recorded forward or

backward.
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Why not MLl In recent years the use of Machine Learning algorithms and Artificial Intelligence
has spread across all the scientific disciplines and also across all the aspects of our lives: Al is used
in healthcare systems, in educational tools, in smartphones, and so on. In all the fields in which Al
algorithms are applied, audio signal processing is the one on which we focused in this work. Audio
signal processing algorithms are typically concerned with the analysis of signals, the extraction of
the signals properties, the prediction of the signal’s behaviour, the correlation between signals, the
recognition of patterns in signals, and so on. In terms of signal analysis and classification, in the last
decades audio signal processing has significantly grown. In recent years it also have been proven that
many existing common issues in this field can be solved using audio signal processing techniques

with the integration of modern machine learning (ML) algorithms [42].

MPALI is no different from this. Indeed, as the name suggests, MPAI aims at developing standards
for Artificial Intelligence (Al)-based data coding. MPAI uses Al because it is the technology with the
greatest potential to transform data: speech can be transformed into text, the number of bits required
to represent an image or a video can be reduced, anomalies in data can be detected, and so on. Al is
then highly adopted by MPAI because data has value only if its format is known and can be changed
to another format that has more value. MPAI, in fact, addresses the issue of data conversion from a
format to another by using the same principles and technologies to achieve a lot of different operations

and data conversions [[16].

The method described in this work does in fact use Al: all modern coding languages and tools are
heavily based on the use of artificial intelligence. However, our method doesn’t rely on the use of MLL
algorithms. In other words, our algorithm is an analytic algorithm which uses libraries and tools that
have been developed relying on Al to achieve useful results and better performances, but does not rely
on newly developed neural networks or classification/regression machine learning algorithms. The
analytic solution that will be described in detail later in the work was in fact the most straightforward
solution that came to our minds. Also, developing this solution, we found that there weren’t parts
in which we needed to use ML algorithms or to develop a NN (Neural Network) to have the work
done. All the solution came together using analytic tools and methods which rely on mathematics and
’classic” algorithms. The solution also proved to be correct and efficient, so we decided that it didn’t
require machine learning tools. However, it is not to be excluded that a solution that uses ML can
be developed. This solution could also be better than the proposed method and, maybe, have better
computational costs and performances. This solution could also be simpler than the solution provided

in this work.

The proposed method will still be suited to be added to the MPAI standard. This is because our
method, although it doesn’t use newly developed machine learning algorithms, is still based on the
use of languages and tools which are deeply relying on Al. Also, another important point to mention
is that the main aim of MPAI is not that of using Al or ML, but it’s that of developing new and useful
standards, without focusing on the way these standards are developed (if they use or don’t use Al or
ML).
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4.3 Envelope Computation

As previously anticipated, the reverse detection algorithm presented in this work is able to recognize
if an audio file is forward or backward, which means that it is reverse with respect to time.

The algorithm takes as input the audio file to be analyzed. This audio file could be any possible
audio file: a digitized analog tape, a piece of music recorded with a smartphone, a piece of music

created digitally, and so on.
The algorithm also takes in input some other parameters, some of which are optional, that will be

listed and explained later in this work.

In Fig. [8]a block diagram of the functioning of the algorithm is presented. This diagram highlights
the main steps of the process, which will now be explained.

The first thing that the algorithm does is to detect if the path passed as input is a folder of files or

a single file. In the case the path represents a single file, the file is read and the computation begins.

if path.is_file() and (path.suffix == ".wav"):

print ("\nInput is a single file.\n")

# use reverse_detection_noise_removed_fft_precise to check if file is
4 # forward or backward

info = reverse_detection_noise_removed_fft_precise(

6 path,
7 noise_thresh,
8 window_width_mult,
9 min_silence_length,
10 filter_freq,
11 with_filter,
12 pre_post_cut,
13 )
14 print("\n")
15 for i in info:

16 print (f"{path.name} : {il}")

Otherwise, if the path passed as input represents a folder containing a series of audio files, the
computation is performed for every one of them. In the case the input is a folder, a function dis-
play_and_count is defined, which performs the computation on every one of the files contained in the
folder.

else:
print("\nInput is a folder.")
files = list(path.glob("*.wav"))

def display_and_count(f: Path):
6 print (f£"\nFile name: {f.namel}")
7 return reverse_detection_noise_removed_fft_precise(
8 f,
9 noise_thresh,
10 window_width_mult,
11 min_silence_length,
12 filter_freq,
13 with_filter,
14 pre_post_cut,
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After this step, the function reverse_detection_noise_removed_[ft_precise has been called, for one
or more audio files. This function is basically the implementation of the reverse detection algorithm

proposed in this work.
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Figure 8: Block diagram of the reverse detection algorithm.

The first thing that the function, and so the algorithm, does is to read the file using the
scipy.io.wavfile.read() function and to read and store the metadata of the file. The metadata of the file

consists of:
* the bit rate;
¢ the number of channels;
* the sample rate;
¢ the duration of the audio file in seconds.

This metadata is stored in a Dataclass called AudioMetadata.
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Q@dataclass(frozen=True)
class AudioMetadata:
bit_rate: BitRate
4 channels: int
sample_rate: int

6 duration: float

8 @classmethod
def from_file(cls, filename: PathLike | str) -> "AudioMetadata":
10 """Create an instance of AudioMetadata from a file."""
11 with wave.open(str(filename), "rb") as wave_file:
12 bitrate: BitRate = wave_file.getsampwidth() % 8 # type: ignore
13 channels = wave_file.getnchannels()
14 samplerate = wave_file.getframerate ()

15 length = wave_file.getnframes() / samplerate
17 return cls(bitrate, channels, samplerate, length)

19 def __repr__(self) -> str: # noqa: D105

20 return f"""AudioMetadata(
21 bit_rate: {self.bit_ratel},
channels: {self.channels},

sample_rate: {self.sample_ratel},
duration: {self.durationl}s

Yynmn

After storing the metadata of the audio file, the algorithm checks the number of channels to un-
derstand if the file contains a mono or stereo or quadraphonic audio signal. If the file contains more
than one channel, the function analyzes each channel separately.

As previously anticipated, the presented method utilizes the derivative of the signal temporal
envelope to divide the attack and release phases of the signal. To study the derivative of the signal
envelope, however, it is essential to accurately describe the envelope as a function of the audio signal
waveform. Audio signals are typically quasi-periodic, which means that even thought they aren’t
strictly periodic, they present a pattern of recurrence, but with a component of unpredictability. The
quasi-periodicity of the audio signals allows to compute the envelope function by interpolating the
maxima of the signal amplitude values for each period.

While examining signal variations over time, sections of silence can pose challenges in the com-
putation of its envelope. However, extended segments of silence could also simply indicate a break
between multiple recordings. Because of this, the algorithm needs to comprehend a silence removal
step, to remove all the silence parts between different recordings and to divide the original file based
on them. In this way, if the file contained multiple recordings divided by meaningful portions of
silence, these are analyzed separately.

The algorithm checks for audio portions of the signal below a predefined threshold and subdivides
the original audio signal into smaller segments, where the audio signal segmentation is based on the
duration of the silence.

For computing this division, it is necessary to compute a set of relevant peaks to utilize to find
the portions of silence. The peaks are computed using some parameters found empirically. After
finding these peaks, only the peaks above the predefined silence threshold are kept and stored. The

silence threshold 7, measured in dB, is determined by input parameters, but default parameters are
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also provided for convenience. In this case, the default silence threshold is T = —50 dB, as proposed
in [13], which is a standard threshold for noise in the middle of a recording (i.e., silence between

spoken words).

def find_peaks_over_threshold(
audio_segment: NDArray,
bitrate: int,
threshold: int = -50,
) -> NDArray[np.int64]:
6 # Take peaks of signal
7 peaks, _ = signal.find_peaks(audio_segment, height=257, distance=100)

9 # Find only peaks of signal higher than the threshold
10 peaks = peaks|[amplitude2dbfs(audio_segment|[peaks], bitrate) > threshold]

11 return peaks

Since the silence threshold is expressed in dB, it is necessary to convert the amplitude values of
the peaks to a dBFS value. For this task, the function amplitude2dbfs is used, which basically is the

implementation of the following formula:

2bit_depth—1

PCM
db:20><log10( >

def amplitude2dbfs(
2 signal: Iterable[int],
K bit_depth: int,
4 ) -> NDArray|[np.float64]:

min_val = {
6 16: -98.09,
7 24: -146.26,
8 32: -194.42,
o}
10
I if bit_depth == 24:

12 # scipy uses 32 bit depth for 24 bit depth audio
13 bit_depth = 32

15 if signal ==
16 return np.float64(min_val[bit_depth]) # type: ignore

18 return 20 % np.loglO(abs(signal / 2 =% (bit_depth - 1)))

After finding all the peaks above the silence threshold 7, the function remove_silence is called,
which basically removes the silence segments from the audio signal given in input. The function
checks for audio portions of the signal below the predefined threshold (using the peaks over the
threshold, computed using the find_peaks_over_threshold function) and subdivides the original audio
signal into smaller segments, where the audio signal segmentation is based on the duration of the
silence. One parameter, a part from the signal and the peaks, is necessary for the functioning of the
algorithm: the minimum silence duration (min_silence_len). The minimum silence duration represents
the minimum quantity, in milliseconds, of silence that there has to be between two audio segments, to
consider the two segments as separate signals. Also in this case, there is a default minimum silence

duration, which is 2 seconds.
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The remove _silence function takes the signal passed as input and returns an array containing
[start_sample, end_sample] tuples of all portions of signals distanced from one another by, at least,

min_silence_len milliseconds of silence.

I def remove_silence(

)

audio_segment: NDArray,

peaks: NDArray|[np.int_],

4 samplerate: int,

5 min_silence_len: int = 2000,
6 ) -> list[tuple[int, int]]:

7 sig_len = len(audio_segment)
8

9 signals_indexes = []

11 # if len of signal is less then min_silence_len, we don’t serach for silence and

12 # simply return a tuple [0, sig_lenl]

13 if sig_len < min_silence_len:

14 signals_indexes.append((0, sig_len))

15 return signals_indexes

16

17 # now I have only peaks higher than the threshold

18 # I need to calculate the space between peaks, to check if it is longer than
19 # min_silence_len

20

21 # First, convert min_silence_len from milliseconds to samplerate
2 min_silence_len_ms = (samplerate % min_silence_len) / 1000

23

24 start_sig = peaks|[0]

25 end_sig = peaks[0]

26 for index in range(len(peaks) - 1):

27 # calc distance (in samples) between two peaks

28 dist = peaks[index + 1] - peaks[index]

30 # if distance is higher than min_silence_len_ms we have

31 # a portion of silence we want to exclude

32 if dist >= min_silence_len_ms:

33 # the end of the portion of signal beofre silence is peaks[index]
34 end_sig = peaks|[index]

36 # portion of signal befoe detected silence goes from start_sig to
end_sig

37 signals_indexes.append((start_sig, end_sig))

39 # new start of next portion of signal is peaks[index + 1]

40 start_sig = peaks[index + 1]

41 elif index == len(peaks) - 2:

42 # if i reached the last index,

43 # I need to close the current signal segment
44 # that I’m inspecting

45 end_sig = peaks[index + 1]

46

47 signals_indexes.append((start_sig, end_sig))
48

49 # Now I have an array full of [start sample, end sample] of actual segments,
50 # and I return it

51 return signals_indexes

Basically, the function counts the space between the peaks over the noise threshold, found with

the find_peaks_over_threshold function, and checks if this space is greater than the minimum silence
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duration parameter. In this case, the function splits the two signals storing the start and the end of each
signal in the [start_sample, end_sample] tuples. The array returned by the function is then used to get
the start and the end of each different audio segment (which correspond to a different recording), to

analyze them separately.

After segmenting the signal, an optional noise removal stage eliminates portions of the signal with
levels below -40 dB. The portions are removed from the beginning and from the ending of the signal.
Basically, using the peaks founded over the silence threshold 7, the function selects the first peak
higher than -40 dB and removes all the signal segment before it. The same is done for the end of the
signal: the function takes the last peak higher than -40 dB and removes all the signal after that. This
pre-and-post cut option was founded to be useful in some particular cases, like with the audio files

used for the first empirical analyses.

The optional pre-and-post cut function is activated by an input boolean parameter of the function:

the pre_post_cut_option.

if pre_post_cut_option:
peaks = peaks]|
amplitude2dbfs(sig_data[peaks], meta.bit_rate) > NOISE_THRESHOLD
]

if len(peaks) != O:
last_peak_index = len(peaks) - 1
sig_data = sig_data[peaks[0] : peaks[last_peak_index]]
sig_data[amplitude2dbfs(sig_data, meta.bit_rate) < noise_threshold] = 0

After this optional function, the function presents another optional stage. This stage, activated by
the parameter filter_option, encompasses a finite impulse response (FIR) high-pass filter. This filter
has linear phase and cutoff frequency set by default at 800 Hz. The cutoff frequency can also be
specified by an input parameter: the filter_frequency.

This filter, when applied, removes all the frequency range from O Hz to the cutoff frequency
specified, or the default frequency of 800 Hz. By default, this option is off, but in the cases in which
the frequency spectrum of the signal tends to be overcrowded, it could be useful to better identify the
transients of the signal. In this case, in fact, when the frequency spectrum is full, the transients of
the signal tend to be less clear and less recognizable. This lead to a difficulty in the analysis of those
transients and, consequently, in worse performances of the algorithm.

if filter_option:
print ("\nFilter cuts from O Hz to", filter_frequency, "Hz")
£ = filter_frequency / 1000

with_filter = signal.firwin(5, f, pass_zero=False)

sig_data = signal.convolve(sig_data, with_filter)

The segment in analysis is then partitioned into windows. The length of these windows is deter-
mined by an input parameter: the samplerate_mult. This parameter represents the multiplier used to

calculate the width of the windows as:

length_window = samplerate x samplerate_mult.
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Also in this case there is a default value for the multiplier, samplerate_mult = 0.25, which is the

equivalent of calculating the windows length as length window = w.

I # calculate the width of the windows on which we calculate the fft
length_window = math.floor(meta.sample_rate % samplerate_mult)
# I take more windows, in order to cover all the signal,

4 # and for every window, I calculate DFT and take the foundamental peaks

5 iterations_to_do = math.ceil(len(sig_data) / length_window)

After windowing the segment, each window is analyzed separately. For each window, the Discrete
Fourier Transform (DFT) is calculated. The DFT is used to calculate the fundamental frequency of
the window. This frequency is obtained by taking the first half of the DFT graph, that is the frequency
spectrum of the window, and calculating the component with the maximum magnitude: the frequency
is the position (the index in the spectrum) of the calculated maximum. Then, using the fundamental

frequency, we can obtain the period of the window by

1
fundamental_freq

period_window =

# For the window I calculate the DFT
2> window_data_fft = fft.fft(window_data)

4 # Take half of the fft
5 window_data_fft = window_data_fft|[
6 : math.floor(len(window_data_fft) / 2)

9 # With the DFT I find the fundamental frequency (and so, period = 1/f)
10 if len(window_data_fft) ==

11 fundamental_freq = 1

12 else:

13 max_freq_val = max(window_data_fft)

14 for index in range(len(window_data_fft)):

15 if window_data_fft[index] == max_freq_val:
16 fundamental_freq = index

17 if fundamental_freq ==

18 new_window_data_fft = window_data_fft[1:]

19 if len(new_window_data_fft) == 0:

20 fundamental_freq = 1

21 else:

22 new_max_freq_val = max(new_window_data_fft)

23 for index in range(len(new_window_data_fft)):

2 if new_window_data_fft[index] == new_max_freq_val:
25 fundamental_freq = index

26 if fundamental_freq != 0:

27 period_window = 1 / fundamental_freq

The calculated period is stored in seconds. The next step is to convert it from seconds to number

of samples. This is done using the proportion:

1 : samplerate = period _window : length_period_samples.
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1 # I have the period in seconds, so I need to convert it in number of samples

2 length_period_samples = math.floor(meta.sample_rate # period_window)

After finding the period and calculating the width of the period in samples, this period width is
used as the distance parameter of the scipy.signal.find peaks function. In this way, a positive peak per

period is selected.

1 # In order to use the period to find the fundamental peaks of each

S}

# window, I put the period in the distance parameter of find_peaks

3 if ind ==

4 fundam_peaks, _ = signal.find_peaks(

5 window_data,

6 height=0,

7 distance=length_period_samples,

8 )

9 else:

10 fundam_peaks_window, _ = signal.find_peaks(

11 window_data,

12 height=0,

13 distance=length_period_samples,

14 )

15

16 # Shift the start of the founded peaks

17 fundam_peaks_window = fundam_peaks_window + start

18

19 # Add founded peaks to array containing all the peaks
20 fundam_peaks = np.concatenate(

21 (fundam_peaks, fundam_peaks_window),

22 )
23 start = start + length_window
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Figure 9: Audio signal segment showing peaks.
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All the founded peaks are then stored in the fundam_peaks array. These peaks, all together, form

a clear representation of the time-envelope of the signal segment.
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Figure 10: Segment peaks.

The proper representation of the signal envelope E(t) is then derived by linearly interpolating the
peaks throughout the signal (see Fig. [IT).

The interpolating function is calculated with the calc_interpolate function. This function takes
as input the signal and the array of the peaks indexes, and calculates the interpolating function that

connects the peaks using the scipy.interpolate.interp1d function.

| interp_f, xnew_int = calc_interpolate(sig_data, fundam_peaks)

I def calc_interpolate(
data: NDArray,
peaks: NDArray,
4 ) -> tuple[interpolate.interpld, NDArray]:
f = interpolate.interpld(peaks, data[peaks])
6 xnew = np.arange(peaks[0], peaks[len(peaks) - 1], 1)

return f, xnew
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Figure 11: Signal envelope E(7).

4.4 Derivative Computation and Analysis

A numerical approximation of the derivative E’(¢) at time #; of the computed envelope E(t) is then

calculated as follows:
E(tis1) — E(tiz1)

tiv1 — i

E'(t;) ~ (1)

It is easy to recognize that when E’(¢) > 0, the time-envelope of the signal is increasing in ampli-
tude, and so we are in the attack region. Conversely, when E’() < 0, the time-envelope of the signal
is decreasing in amplitude, and so we are in a decay or release region. As previously explained, we
designate the sum of the decay and release times as the overall decay phase. In general, we expect
that a time reversed signal will have longer attacks and shorter overall decays.

Let’s consider the time vector:

tp+ =10,. ..l (2)

The elements of this vector are times where E’(¢) > 0.
Conversely, the time vector:
tp- =to,....1j 3)

has elements where E’(t) < 0.
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Figure 12: Graph of the envelope derivative E'(1).

The cardinality of the time vectors tg+ and tg/—, calculated as
Tere = [tgr|
7}7_ ::|tE“'L
represent an indication of the length of the overall attack and decay phases:

* Tg+ represents the overall duration of the attack phases;

* Tg—- represents the overall duration of the decay/release phases.

10000

“4)

(&)

By comparing Tg+ and Tg—, and remembering that for a forward signal the overall duration of

the attack phases is less than the overall duration of the decay phases, the signal playback direction

can be determined as follows:

T+ < Tp- = forward signal

Tgr+ > Tp- = reverse signal.

(6)

(7

The derivative of the signal envelope is computed in the calc_der function, using the

numpy.gradient function [43]. The function receives as parameters the interpolating function com-

puted before and its related x axis, and returns the derivative of the interpolating function.

def calc_der(interp: interpolate.interpld, x_axis: NDArray) -> np.ndarray:
2 derivative = np.gradient(interp(x_axis), x_axis)

return derivative
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The detection of the signal playback direction is computed in the forward_check function. This
function takes as input the derivative function, computed with the calc_der function, and the signal
segment, and counts the positive and negative values of the derivative. Counting the positive and
negative values of the derivative, the function checks if the signal is forward or backward: if the
number of positive values of the derivative is less than the number of negative values (faster attacks),
the signal is forward; otherwise, the signal is backward.

Along with the forward or reverse label, the algorithm also calculates the score function § for the

correctness of the result as:
~ max{Tg+,Tp}

Tgr+ + Tgi-

The score values represent a measure of the difference between the durations of the attack phases

S x 100 )

and the overall decay phases. This score function assigns values of correctness between 50% and
100%. Results higher than 50% are always preferable, while results closer to 50% should be consid-
ered less favorable. This is because values near 50% indicate that the durations of the attack phases
and the overall decay phases are similar, increasing the likelihood of errors. In fact, if the durations
are similar, it means that the probability that the algorithm miscalculates the signal time-envelope
and, so, the forward result, is higher. Results above 55% are considered good because they indicate
a significant difference between the durations of the attack and overall decay phases. In this case,
the transients and the signal envelope are detected and calculated precisely by the algorithm, so the
likelihood of errors is lower. Values higher than 90% also highlight the probability of errors in the
computation, because the difference in the duration of the attack and decay phases has low probability
of being this big. The difference in the duration of the phases, in fact, can be big, but not too big,
because it would mean that probably the algorithm took a segment of the signal too small, containing
only the attack or the decay phase of the transient.

Summarizing, the score function gives results based on the following assumption: the greater the
difference in duration between the attack and decay phases, the more reliable the algorithm’s result
can be considered.

The function forward_check takes as input parameters the derivative of the signal envelope and
the signal itself, and returns a tuple containing the result of forwardness (ReadingDirection) and the

percentage value of correctness.
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def forward_check(derivative: NDArray, data: NDArray) -> tuple[ReadingDirection,

float]:
2 data = data[0 : derivative.size]
above_O_mask = (derivative > 0) & (data != 0)
under_O_mask = (derivative < 0) & (data != 0)
6
7 above_O_count = np.sum(above_0_mask)
8 under_O_count = np.sum(under_O_mask)

10 if above_O_count + under_O_count ==

11 perc = 0

12 else:

13 perc = max(above_O_count, under_O_count) / (above_O_count + under_O_count) =
100

14 direction = (

15 ReadingDirection.BACKWARD
16 if above_O_count > under_O_count

17 else ReadingDirection.FORWARD

20 return direction, perc

4.5 Other technical considerations on the developed solution

Command line interface The algorithm has been developed as a Python package, called

reverse_detection, using a command line interface with the following arguments and options:

1. path: the command line interface (cli) argument for the filename parameter of the
reverse_detection_noise_removed _[ft_precise (rdnrfp) function. It represents the path of the file

(or folder) containing the signal (or signals) to analyze;

@click.argument (
2 "path",
type=click.Path(
exists=True,
path_type=Path,
6 dir_okay=True,
7 file_okay=True,

8 )
¢

2. with-filter: the cli option for the filter_option parameter of the rdnrfp function. It represents the
option to apply the FIR high-pass filter with cut-off frequency of 800 Hz;

Q@click.option(
2 De=gd@
"--with-filter",
4 help="Apply a finite impulse response (FIR) high-pass"
" filter with linear phase and cutoff frequency set at 800"
6 " Hz. Applying this filter aids in identifying transients in"
7 " the audio signal.",

8 is_flag=True,
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3. filter-freq: the cli option for the filter frequency parameter of the rdnrfp function. It represents

the option to change the cut-off frequency of the FIR high-pass filter;

1

2

@click.option(

Dogiz @

"--filter-freq",

help="The cutoff frequency (in Hz) of the high-pass filter."

" If the high-pass filter is enabled, the filter cuts frequencies from"
" OHz to the frequency specified by this parameter.",

default=800,

type=click.IntRange(max=999, min=0),

4. pre-post-cut: the cli option for the pre_post_cut_option parameter of the rdnrfp function. It

represents the option to apply the pre-and-post cut phase, to cut noise under -40 dB at the start

and at the end of the signal;

1

10

@click.option(

||_ppc|l S
"--pre-post-cut",

help="Cut noise at -40dB before and after the signal (before analyzing it)."

Eliminates portions of the signal with levels below -40 dB,"

before and after the actual start of the signal "

(the signal is analyzed starting from the first peak with"
" amplitude higher than -40dB to the last peak with amplitude higher than -40dB)

"
5

is_flag=True,

5. noise-thresh: the cli option for the noise_threshold parameter of the rdnrfp function. It rep-

resents the option to change the noise threshold 7 utilized by the function, set by default to
7= —-50dB;

1

9

Qclick.option(

nogn
"--noise-thresh",

help="The threshold (in dBFS) under which the signal is considered noise"
" to be removed. The default value for this parameter is -50dB, which is"
" the value for noise in the middle of a recording, i.e., silence between"
" spoken words, cited in a scientific paper from Pretto et al.",
default=-50,

type=click.IntRange(max=0),
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6. window-width-mult: the cli option for the samplerate_mult parameter of the rdnrfp function. It
represents the option to specify a custom sample rate multiplier for the defining of the windows
length on which the function calculates the DFT;

@click.option(

-,
"--window-width-mult",
help="The window width used to perform fft expressed as "
"multiple of the sample rate. "
6 "0.5 means samplerate/2, 0.25 means samplerate/4, ... ."
" This parameters expresses the width of the various windows on which"
8 " the algorithm calculates the fft to find the period of the signal.",
9 default=0.25,
10 type=click.FloatRange(max=1),
o)

7. min-silence-length: the cli option for the min_silence_len parameter of the rdnrfp function. It
represents the option to change the minimum silence duration needed between two segments to
consider them as different recordings, which is set by default to 2 seconds;

@click.option(

2 L

"--min-silence-length",

4 help="The minimum length of silence (in ms) that there has to be between two "

"segments, to consider the two segments as separte signals.",
6 type=click.IntRange(min=1),
7 default=2000,

Custom types and dataclasses The developed solution utilizes some custom data types and some
dataclasses to represent specific types of information and to aggregate those informations relative to
the same object.

The first custom type is the class ReadingDirection. This class is an enumeration class used to
represent the information relative to the direction of the reading. The class, in fact, is an enumeration
of two labels: the FORWARD label, used to represent the fact that a signal is in the right forward
direction with respect to time, and the BACKWARD label, used if the signal is time-reversed.

| class ReadingDirection(str, Enum):

2 FORWARD = "FORWARD"
BACKWARD = "BACKWARD"

The second is the class AudioMetadata. This class is a dataclass used to store the metadata infor-

mations of an audio file. The dataclass stores the information about:
1. the bit rate of the audio file (bit_rate);
2. the number of audio channel of the file (channels);
3. the sample rate of the file (sample_rate);

4. the duration, in seconds, of the file (duration).
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The AudioMetadata dataclass also presents a method: the from_file method. This method is used
to create an instance of the AudioMetadata class, starting from the PathLike path of a file. Basically,
the method uses the wave.open() [44] function to obtain a Wave_read object, and then the specific
methods of this object are used to retrieve the informations about the audio file.

class AudioMetadata:

2 bit_rate: BitRate

channels: int

4 sample_rate: int

5 duration: float

6

7 @classmethod

8 def from_file(cls, filename: PathLike | str) -> "AudioMetadata":

9 """Create an instance of AudioMetadata from a file."""

10 with wave.open(str(filename), "rb") as wave_file:

11 bitrate: BitRate = wave_file.getsampwidth() * 8 # type: ignore
12 channels = wave_file.getnchannels()

13 samplerate = wave_file.getframerate()

14 length = wave_file.getnframes() / samplerate

16 return cls(bitrate, channels, samplerate, length)

18 def __repr__(self) -> str: # noqa: D105
19 return f£"""AudioMetadata(
20 bit_rate: {self.bit_rate},
21 channels: {self.channels},

22 sample_rate: {self.sample_rate},
duration: {self.duration}s

24 ynnn

The third is the dataclass Signallnfo. This dataclass is used to store the final results of the algo-

rithm relative to an audio segment. The informations stored in this class are:
1. the channel’s number of the analyzed segment (channel);
2. the start time of the audio segment, in milliseconds (start);
3. the end time of the audio segment, in milliseconds (end);

4. the detected reading direction, stored as a ReadingDirection object, of the signal (which basi-

cally is the main result of the algorithm) (direction);

5. the confidence in the correctness of the detected reading direction, calculated using the score

function S (Formula[8)) (correctness).
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class Signallnfo:
channel: int
start: float
end: float
direction: ReadingDirection

correctness: float

def __str__(self) -> str: # noqa: D105

return (
f"channel {self.channel} from {self.start:.2f} ms to {self.end:.2f} ms"
£f" : {self.direction.valuel}"

f" [Confidence: {self.correctness:.2f} %]"

Visualization functions The developed solution also contain a module visualization.py where some
plot functions can be found. Specifically, the plot functions developed and present in the visualiza-

tion.py module are the following:

1. plot_signal, which takes as input a signal and plots it;

def plot_signal(data: typing.NDArray) -> None:
2 plt.plot(data)
plt.xlabel("Sample index")
plt.ylabel("Amplitude")
print ("\n### Plotting graph ###")
6 plt.show()

2. plot_peaks, which takes as input a signal and a set of peaks indexes and plots the signal high-

lighting the peaks;

def plot_peaks(data: typing.NDArray, peaks: typing.NDArray) -> None:

)

plt.plot(data)

plt.plot(peaks, data[peaks], "x", label="Peaks")
plt.legend()

§ plt.xlabel("Sample index")

6 plt.ylabel ("Amplitude")

7 print ("\n### Plotting peaks ###")

8 plt.show()

3. plot_peaks_only, which takes as input a signal and a set of peaks indexes and plots only the

peaks;

def plot_peaks_only(data: typing.NDArray, peaks: typing.NDArray) -> None:
2 plt.plot(peaks, data[peaks], "x", label="Peaks")
plt.legend()
4 plt.xlabel("Sample index")
5 plt.ylabel("Amplitude")
6 print ("\n### Plotting only peaks ###")
7 plt.show()

4. plot_interpolate, which takes as input a signal, an array of peaks indexes, an interpolating func-

tion and its related x axis, and plots the signal highlighting the peaks and the interpolating

function;
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def plot_interpolate(

data: typing.NDArray,
peaks: typing.NDArray,

4 int_fun: interpolate.interpld,

5 x_axis: typing.NDArray,

6 ) -> None:

7 ynew = int_fun(x_axis) # use interpolation function passed as parameter
8 plt.plot(data)

9 plt.plot(peaks, data[peaks], "o", x_axis, ynew, "-")

e color:“gray")

10 plt.plot(np.zeros_like(data),
11 plt.legend()

12 plt.xlabel("Sample index")

13 plt.ylabel("Amplitude")

14 print ("### Plotting interpolating function ###")

15 plt.show()

5. plot_derivative, which takes as input a signal, a derivative function and its related x axis, and

plots the derivative function;

I def plot_derivative(

2 data: typing.NDArray,

3 der: np.ndarray,

4 xnew: typing.NDArray,

5 ) -> Nonmne:

6 plt.plot(xnew, der, "-")

7 plt.plot(np.zeros_like(data), "--", color="gray")
8 plt.legend ()

9 plt.xlabel("Sample index")

10 plt.ylabel("Derivative value")

11 print ("### Plotting derivative ###")
12 plt.show()

6. plot_graph_fft, which takes as input the DFT of a signal and plots it.

I def plot_graph_fft(data: typing.NDArray) -> None:
2 plt.plot(data)
plt.xlabel("Frequency")

4 plt.ylabel("Magnitude")
5 print ("\n### Plotting graph ###")
6 plt.show()

All the plot functions utilize the matplotlib.pyplot library.
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5 Detection Assessment

To test the performances of the algorithm and to evaluate if the developed solution was presenting
errors, various tests were carried out. The tests consisted of running the algorithm on various datasets,
composed by various files with various content types.

The first test was the empirical analysis of the first 6 audio files, as we explained in the section
4.1| Those files were used during the developing of the solution as test files and, as explained before,
they consisted of the digitization of 3 magnetic tapes in both directions. The tapes were digitized with
a sample rate of 96 kHz and a bit depth of 24 bit.

After the first analysis, the algorithm was tested on a dataset based on the GTZAN dataset [45].
The dataset contains 1099 audio files, divided in genres of music and speech recordings. The dataset
extended the GTZAN dataset with a custom set of a hundred speech recordings in different languages.
Each audio sample is coded in PCM format with a sample rate of 22050 Hz, 16-bit precision and a
duration of 30 seconds. The dataset is divided into a train and a test set; the first contains 704 audio
files, while the second 395 audio files, all recorded in both directions. The algorithm was tested on

the whole dataset, which was divided in forward and backward (time-reversed) files and for genres:

1. blues;
2. classical;
3. country;
4. disco;
5. hip hop;
6. jazz;
7. metal;
8. pop;
9. reggae;

10. rock;

11. speech recordings.

5.1 Experimental Results

The testing phase was first performed using the following parameters on the train dataset:
¢ noise threshold 7 set to the default value of T = —50 dB;
* finite impulse response high-pass filter NOT applied (as by default);

* pre-and-post cut option NOT applied (as by default);
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* window width multiplier set to 0.5, instead of the default 0.25;
* minimum silence length set to the default value of 2 seconds.

The first results can be seen in Table[I] The performances of the algorithm showed by these results
were already pretty good. The overall total percentage of correctness, in fact, was 94.3892% and the
results on the various genres were satisfactory for nearly all the genres.

The same performance testing was made also using the same parameters as before, but with differ-
ent window width multipliers: 0.25 and 0.125. The results for these tests can be found, respectively,
in Table[2]and in Table

After looking at these results, the window multiplier of 0.25 was chosen as the default one, as it
was the overall best performing.

Another performance test was made with the chosen multiplier of 0.25 and also applying the FIR
high-pass filter and the pre-post cut option. The results of this test can be found in Table 4]

Also, a closer look at the performances of the algorithm for all the different genres was taken.

Blues For blues music, the results were always very good, with a 100% correctness with a sample
rate multiplier of 0.25 and no filter and pre-post cut. Here, instead, when applying the filter and the
pre-post cut, the performances slightly dropped, with one error over 128 total answers. This was
because the audio files of this genre presented clear audio transients and a not too full frequency spec-
trum. Also, the presence of defined drums attacks and defined attacks and decay of other instruments
helped the algorithm with the analysis. Because of this, for this genre it was chosen not to apply the
filter and the pre-post cut, to obtain the best performances. Doing this, the final percentage of correct

answers obtained was 100%.

Classical For classical music, the performances were always worse than those of blues music. To
try to find the issue that caused the performances to drop, the signal waves were inspected and the files
were listened. Doing this analysis, it was found out that most of the classical music pieces present in
those files were lacking clear and defined transients and, also, were presenting long attacks and short
decays also in the forward files. This was due to specific techniques of the playing of the musicians,
which obviously led the algorithm to make errors cataloguing the direction of the signals. The lack
of defined and clear transients together with the presence of slow attacks and fast decays in forward
signals, made the performances of the algorithm drop. However, applying the FIR high-pass filter and
the pre-post cut option, the performances increased and the algorithm was able to obtain a 78.125%
percentage of correctness. This was due to the fact that the filter helped with the defining of the
transients and, consequently, helped the algorithm in those cases in which the audio transients were
not clear and defined. Because of this, it was chosen to apply the filter and the pre-post cut when

dealing with signals containing classical music.

Country With country music, the performances of the algorithm were better than with classical
music, but still worse than with blues music. Inspecting the signal waves of this genre, it was found out

that they tended to be overcrowded in the frequency range. Because of this, the algorithm struggled to
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Noise threshold 7 FIR high-pass filter Cutoff frequency of filter
-50 dB NO -
Pre-post cut Window width multiplier Minimum silence length
NO 0.5 2000 ms
Genre Correct answers Wrong answers
Blues forward 63 1
Blues backward 64 0
Blues total 127 1
Classical forward 50 14
Classical backward 37 27
Classical total 87 41
Country forward 59 5
Country backward 63 1
Country total 122 6
Disco forward 63 1
Disco backward 63 1
Disco total 126 2
Hip hop forward 64 0
Hip hop backward 63 1
Hip hop total 127 1
Jazz forward 62 2
Jazz backward 63 1
Jazz total 125 3
Metal forward 61 3
Metal backward 64 0
Metal total 125 3
Pop forward 61 3
Pop backward 64 0
Pop total 125 3
Reggae forward 64 0
Reggae backward 63 1
Reggae total 127 1
Rock forward 60 4
Rock backward 61 3
Rock total 121 7
Voice forward 59 5
Voice backward 58 6
Voice total 117 11
| Percentage of total correct answers | 94.3892%

Table 1: Correct answers given by the algorithm, divided by genre, when using a window width

multiplier of 0.5

isolate clearly the attack and decay phases of the signal. Therefore, using the FIR high-pass filter to
remove some parts of the frequency spectrum and to make it less full of informations, and using also
the pre-post cut option, the algorithm obtained a 100% percentage of correctness. Because of this,

when dealing with country music, it was chosen to apply the FIR high-pass filter and the pre-post cut

option.
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Noise threshold 7 FIR high-pass filter Cutoff frequency of filter
-50 dB NO -
Pre-post cut Window width multiplier Minimum silence length
NO 0.25 2000 ms
Genre Correct answers Wrong answers
Blues forward 64 0
Blues backward 64 0
Blues total 128 0
Classical forward 49 15
Classical backward 46 18
Classical total 95 33
Country forward 60 4
Country backward 62 2
Country total 122 6
Disco forward 64 0
Disco backward 64 0
Disco total 128 0
Hip hop forward 64 0
Hip hop backward 64 0
Hip hop total 128 0
Jazz forward 64 0
Jazz backward 63 1
Jazz total 127 1
Metal forward 57 7
Metal backward 57 7
Metal total 114 14
Pop forward 64 0
Pop backward 64 0
Pop total 128 0
Reggae forward 64 0
Reggae backward 64 0
Reggae total 128 0
Rock forward 60 4
Rock backward 62 2
Rock total 122 6
Voice forward 61 3
Voice backward 59 5
Voice total 120 8
| Percentage of total correct answers | 95.1705%

Table 2: Correct answers given by the algorithm, divided by genre, when using a window width

multiplier of 0.25

Disco With disco music, as with blues music, the results given by the algorithm were always very
good. The best results were obtained without the high-pass filter and the pre-post cut, and with this
configuration the algorithm gave a result of 100% of correctness. This is because the disco music
signals were characterized, as in blues music, by well defined transients, as it is expected thinking at

the very defined beats characterizing disco music, and well distributed frequencies in the frequency
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Noise threshold 7

FIR high-pass filter

Cutoff frequency of filter

-50 dB NO -
Pre-post cut Window width multiplier Minimum silence length
NO 0.125 2000 ms
Genre Correct answers Wrong answers
Blues forward 64 0
Blues backward 63 1
Blues total 127 1
Classical forward 48 16
Classical backward 45 19
Classical total 93 35
Country forward 60 4
Country backward 64 0
Country total 124 4
Disco forward 61 3
Disco backward 64 0
Disco total 125 3
Hip hop forward 62 2
Hip hop backward 60 4
Hip hop total 122 6
Jazz forward 63 1
Jazz backward 63 1
Jazz total 126 2
Metal forward 49 15
Metal backward 53 11
Metal total 102 26
Pop forward 63 1
Pop backward 64 0
Pop total 127 1
Reggae forward 64 0
Reggae backward 63 1
Reggae total 127 1
Rock forward 64 0
Rock backward 64 0
Rock total 128 0
Voice forward 63 1
Voice backward 61 3
Voice total 124 4

| Percentage of total correct answers | 94.1051%

Table 3: Correct answers given by the algorithm, divided by genre, when using a window width

multiplier of 0.125

spectrum. Because of this, the configuration used with this genre doesn’t use the FIR high-pass filter

and the pre-post cut option.

Hip hop For hip hop, the reasoning is the same as with disco music. This genre, in fact, typically

presents well defined beats that help to identify clearly the transients of the signal. Moreover, this type
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Noise threshold 7

FIR high-pass filter

Cutoff frequency of filter

-50 dB YES 800 Hz
Pre-post cut Window width multiplier Minimum silence length
YES 0.25 2000 ms
Genre Correct answers Wrong answers
Blues forward 64 0
Blues backward 63 1
Blues total 127 1
Classical forward 47 17
Classical backward 53 11
Classical total 100 28
Country forward 64 0
Country backward 64 0
Country total 128 0
Disco forward 64 0
Disco backward 64 0
Disco total 128 0
Hip hop forward 63 1
Hip hop backward 60 4
Hip hop total 123 5
Jazz forward 64 0
Jazz backward 63 1
Jazz total 127 1
Metal forward 60 4
Metal backward 64 0
Metal total 124 4
Pop forward 61 3
Pop backward 60 4
Pop total 121 7
Reggae forward 63 1
Reggae backward 63 1
Reggae total 126 2
Rock forward 63 1
Rock backward 63 1
Rock total 126 2
Voice forward 63 1
Voice backward 61 3
Voice total 124 4

| Percentage of total correct answers | 96.0938%

Table 4: Correct answers given by the algorithm, divided by genre, when using a window width

multiplier of 0.25 and applying the FIR high-pass filter and the pre-post cut option

of music is often characterized by the presence of few instruments and a well defined voice. Because
of this, the frequency spectrum is not too full and it is easier for the algorithm to isolate the attack and
decay phases. Therefore, for this genre it was chosen to avoid applying the high-pass filter and the

pre-post cut option and, with this configuration, the algorithm obtained a 100% percentage of correct

ansSwers.
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Jazz Also in the case of jazz music, the results were always pretty good. This is due to the fact
that this music presents clear and defined transients and well distributed frequencies in the frequency
spectrum. Because of this, the use of the FIR high-pass filter and the pre-post cut are not essential
and, without them, the algorithm is able to detect and divide the attack and decay phases really well,

obtaining a percentage of correct answers of 99.21875%.

Metal With metal music, the algorithm struggled to perform good when used without applying
the high-pass filter and the pre-post cut. Inspecting the signal waves, it was found that the signals
were typically characterized by an overcrowded frequency spectrum and by not well defined audio
transients. The confusion given by these two characteristics is even increased by the presence of very
small tails of the signal, or even the absence of them. This could be due to the absence of reverb in
the recordings and also to the presence of a large number of instruments that tend to fill the space in
which the tails and, more in general, the decay phases would be. Therefore, the high-pass filter helped
reducing the amount of information present in the signal, helping the algorithm to identify clearly the
transients. It was then decided to use the FIR high-pass filter and the pre-post cut option and, doing

this, the algorithm obtained a percentage of correct answers of 96.875%.

Pop With pop music, the results were always very good. This is due to the fact that, as with blues,
disco and hip hop music, the audio signal of this genre presented clear and defined audio transients
and also well distributed frequencies in the frequency spectrum. Because of this, the best results
were obtained without the high-pass filter and the pre-post cut option and, with this configuration, the

algorithm obtained a 100% percentage of correct answers.

Reggae In the case of reggae music, the observations on the audio signals were the same as with
blues music: these signals are characterized by defined audio transients and well distributed frequen-
cies in the frequency spectrum. Therefore, in the case of reggae music, the high-pass filter and the
pre-post cut were not applied and, doing this, the algorithm scored a 100% percentage of correct

ansSwers.

Rock The case of rock music was very similar to that of metal music. Also in this case, the al-
gorithm without the high-pass filter performed not very good. This is because, also in this case, the
signals often presented not well defined transients and a frequency spectrum that tended to appear
overcrowded, but not as much as with metal music. It was then decided to apply the FIR high-pass fil-
ter and the pre-post cut in the case of rock music and, doing this, the algorithm obtained a percentage
of correctness of 97.65625%.

Voice In the case of audio signals containing speech recordings, the performances of the algorithm
without the filter applied were not very good. This was because these types of signals sometimes
presented not well defined audio transients and decay phases. This was the case with some particular
languages like, for example, Greek. In this case, in fact, the way that the language is spoken, doesn’t

leave space for the decay phases of the sounds and, moreover, the cadence and the rhythm of the
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spoken Greek can remind of a reverse recording. By applying the high-pass filter and the pre-post
cut option, the algorithm obtained better performances, scoring a final best of 96.875% of correct

answers.

In Fig. are reported some cake plots representing the percentage of correct answers of the
algorithm for each genre. As we already discussed before and as it is clear by looking at the plots, the
best results are obtained on blues, country, disco, hip hop, pop and reggae music, whereas the worst
results are obtained on classical music, even though they are still decent results, as the percentage of

correct answers of the algorithm is 78.125%.

As explained before, along with the result of the detected direction, the algorithm also returns a
score value, calculated with the Formula [8, This measure represents the probability of correctness
of the algorithm’s results. The percentages of correct answers and the overall mean and standard

deviation for the scoring function are stored for each genre and are reported in Table

Genre Percentage of correct answers Overall mean and standard devia-
tion of the scoring function
Blues 100% 55.086 £ 2.857
Classical 78.125% 51.271 £ 1.096
Country 100% 54.541 £1.928
Disco 100% 56.438 + 3.019
Hip hop 100% 55.582 £2.395
Jazz 99.21875% 54.136 + 2.215
Metal 96.875% 53.009 +£ 2.202
Pop 100% 55.954 + 2.744
Reggae 100% 57.694 + 3.218
Rock 97.65625% 53.969 + 2.561
Voice 96.875% 52.261 £ 1.288

Table 5: Percentage of correct answers and average accuracy of answers, divided by genre.

The last column of Table which indicates the mean and standard deviation for each genre, shows
the average accuracy of the answers, calculated with the score function.

As explained before, values of accuracy closer to 50% are not good, since it means that there is not
much difference between the duration of the attack and the decay and release phases. For this reason,
the probability that the result is wrong is higher because higher is the probability that the algorithm
miscounted the duration of the transient’s phases. Instead, values higher than 55% can be considered
good results. Higher values of average accuracy should, therefore, correspond to a higher percentage
of correct answers.

Fig. which reports for each genre the average value of the scoring function, and Fig. which
presents a more comprehensive overview of the data using boxplots, give a more visual representation
of the results of the scoring function. The box plot in Fig. (14 shows the distribution of the values of
the score function divided by genre where the whiskers are plotted following the standard convention
described in [46].

Looking at these graphs, we can state that, as expected, genres with high percentage of correct
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Figure 13: Cake plots representing the percentage of correctness of the algorithm, divided by genre.

answers also have high average accuracy value of the scoring function, validating our evaluation
methods. So, we can state that higher values of score function correspond to higher percentage of
correct answers. This outcome was expected, since our algorithm tends to give incorrect answers

with poorly defined transients and, more in general, in the presence of ambiguities in the attack and
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Figure 14: Average score value for each genre.
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release phases.

From these plots we can also see that the best score-wise performing genre is reggae music, which
can be said to be the genre where the algorithm gives the overall best performances. In this case, the
accuracy results are consistently distributed above the 55% threshold, meaning that the algorithm
gave results with high values of confidence that correspond to the higher probability of correctness.
The genre where the algorithm gives the overall worst performances, instead, is classical music,
where the score values consistently hovered near the 50% threshold, indicating a lower probability of
correctness.

In general, we can state that the algorithm shows good results across all genres, but struggles a
bit with classical music. This is due to the fact that some classical music pieces lacked distinct attack
and release phases, which made it challenging for the algorithm to divide the different phases and
to accurately determine the audio direction. Furthermore, some classical music audio signals pre-
sented longer attacks and shorter releases, even being recorded in the correct direction: this obviously

confused the algorithm.

5.2 Assessment Using Audio Archive Material

To evaluate the performances of the algorithm in the realm of the preservation of audio documents,
which was the reason the algorithm was developed in the first place, some tests on audio archive
materials were carried on. The tests were performed on a series of digitized tapes of various genres
and containing various recorded contents to achieve a comprehensive evaluation.

Over the past decade, the CSC has been deeply involved in the preservation and digitization of
audio archives, with a particular focus on tape music. In this medium, works were frequently recorded
on tapes using a range of channel configurations, speeds and directions. Due to the heterogeneity of
the recorded content, these tapes provide a particularly interesting case study for testing our algorithm.

The assessment was performed on a dataset of 8 fragments digitized from 6 tapes. The original
tapes that were digitized and analyzed were belonging to the archives of two well-known Italian
composers of the 20th century: Luciano Berio and Luigi Nono. These two composers were some
of the most important composers in the field of electronic and classical research music. Their work
was of unique importance in the developing of modern music. Because of this, the test was made
on these really representative documents, to evaluate the performances of the algorithm when dealing
with real pieces of music and recordings that later helped to shape contemporary music and culture.
Specifically, the selected tapes contained pieces of electroacoustic tape music. This type of music
was not present in the genre division of the GTZAN dataset. However, electroacoustic music is a
mixture of nearly all the different music genres [47]. Because of this, the assessment performed on
these tapes was an assessment on audio material which is very different from the GTZAN dataset
used for the previous performance assessment and, at the same time, very comprehensive of all the
different characteristics of the different music genres. Therefore, the test was more complex than
those performed before, given the complexity and diversity of the tapes on which it was performed.

These files were sampled at 96 kHz with 24-bit precision, and have different duration: from a

couple of minutes to over an hour. Some more detailed informations about the files can be found in
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Table [6

Fragment | File name Tape Author | Playback speed | Duration
1 BERIO224a_15ips.wav Tape 1 | L. Berio | 15 ips 00:14:49
2 BERIO224a_75ips.wav Tape 1 | L. Berio | 7.5 1ips 00:29:29
3 BERIO224b_15ips.wav Tape 2 | L. Berio | 15 ips 00:14:47
4 LNONOO42a_712ips.wav | Tape 3 | L. Nono | 7.5 ips 01:06:15
5 LNONOO042b_15ips.wav | Tape 4 | L. Nono | 15 ips 00:01:36
6 LNONOOQ70a_15ips.wav | Tape 5 | L. Nono | 15 ips 00:16:53
7 LNONOOQ70a_334ips.wav | Tape 5 | L. Nono | 3.75 ips 00:03:09
8 LNONOO70b_712ips.wav | Tape 6 | L. Nono | 7.5 ips 00:33:33

Table 6: Informations on the utilized audio archive material.

These digitized audio documents contain various types of content: speech recordings, vocal
sounds and classical pieces of music.

These files were also chosen because they contain both forward and time-reversed signals within
the same file. This made it possible to analyze the performances of the algorithm in the division and
cataloguing of the various signals contained in a single file. However, in some cases, signals recorded
in different directions were not separated by a significant amount of silence. Therefore, in these cases
the algorithm struggled to correctly identify and separate the various different audio signals, causing
several errors considering forward and backward signals as a single segment.

To mitigate this issue, different parameters for silence duration and noise threshold were tested,
to try to find the parameters that suited the best each different audio file. However, when signals were
closely intertwined one with the other, separating them in the correct way proved to be extremely
challenging and, sometimes, impossible.

In Table|7|a summary of the algorithm’s results on each different file is reported.

Fragment| Original | Author | Playback | Correct Correct Correct
Tape speed answers answers answers

with silence | with silence | with silence
duration duration duration
threshold at | threshold at | threshold at
500ms 1000ms 2000ms

1 Tape 1 L. Berio | 15 ips 50% 75% 50%

2 Tape 1 L. Berio | 7.5 1ips 50% 66.66% 33.33%

3 Tape 2 L. Berio | 15 1ips 66.66% 66.66% 50%

4 Tape 3 L. Nono | 7.5 ips 100% 50% 66.66%

5 Tape 4 L. Nono | 15ips 50% 50% 50%

6 Tape 5 L. Nono | 15ips 100% 66.66% 100%

7 Tape 5 L. Nono | 3.751ips | 50% 100% 50%

8 Tape 6 L. Nono | 7.5 ips 50% 75% 50%

Table 7: Assessment results on archive material.

The table, along with the reference about which file the results correspond to, contains information

on how many sections of the input signal the algorithm labeled correctly as forward or backward.
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The algorithm was tested on these files using different parameters for the noise threshold and the
silence duration, depending on the content of each single file. During this process, the noise threshold
T was modified between -50 dB and -63 dB, according to the indications given in the paper [13] for
the threshold for noise due to recording head without any specific input signal. At the same time, also
the minimum silence duration was modified: we assigned to this parameters values from 0.5 seconds
to 2 seconds.

To give an overview of the performances of the algorithm, changing the silence duration threshold,
Table (7| and Fig. contain the algorithm’s results for T = —63 dB and for different values of the
silence duration threshold. As we can see, a part from two exceptions (Berio_ 01 and Nono_05),
the trend is that the algorithm performances drop when the minimum silence duration threshold is
increased. This could be expected, because it represents the fact that in the files at our disposal often
the various signals are separated by portions of silence that are shorter than 2 seconds. Because of
this, using a minimum silence duration threshold of 2 seconds causes the algorithm to make errors
dividing the different signals present in a digitized tape: if the threshold is longer than the silence
portion between two signals, the algorithm takes the two signals as a single signal and gives to both
the same detected direction.
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Figure 16: Percentage of correct answers in archive material as the silence duration parameter varies.

Table|[8]also reports some additional notes on the algorithm’s performance, to make more clear the

reasons behind the occurred errors. In some cases, as said, the algorithm struggles to label correctly
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some sections of the input signals. This can be due to various reasons, one of which is the absence of

significant portions of silence or noise between the different signals.

Fragment Original Tape | Author Notes

! Tape 1 L. Ber%o No clear division between

2 Tape 1 L. Berio .

- forward and backward sig-

3 Tape 2 L. Berio .
nals: the separation is not al-

4 Tape 3 L. Nono ways successful

5 Tape 4 L. Nono Y

6 Tape 5 L. Nono Poor identification of the sections

7 Tape 5 L. Nono Excellent job in dividing sections
and guessing the correct audio tem-
poral direction

8 Tape 6 L. Nono Identified sections tend to be too
large

Table 8: Assessment results on archive material.

Because of these characteristics, we found out that the best way to use the algorithm with archival
documents with significantly different characteristics is to heuristically find the parameters that work
best with the single file, or the group of similar files, and to use those parameters when dealing with
similar files.

Therefore, Table[7] in the columns referring to the percentage of correct answers, shows how many
sections the algorithm labeled correctly, among those it found in the file. Because of this, even if the
tape is the same, the algorithm can find a different number of signals and, in the table, we reported
how many of them the algorithm labeled correctly as forward or backward. This is the case with tape
1 by L. Berio and tape 5 by L. Nono, which were digitized at different speeds and stored in different
files. Because they were digitized at different speeds, the duration of the portions of silence between
the different signals is different. Therefore, the algorithm separates differently the signals based on
the silence duration threshold, and performs differently based on which threshold works better with
the different files.

Looking at the results of this test, we can say that the algorithm parameters need to be fine tuned
for each different group of similar files. This fine tuning is needed to allow the algorithm to properly
segment the different sections present in the file. Due to the inherent variability in archival audio
materials, it is in fact necessary for the operator to experiment with different parameter settings,
leveraging his expertise and considering the specific characteristics of the audio being processed, to
optimize the results. In some cases, however, the absence of significant portions of silence between
the signals recorded on the original document, makes it difficult or even impossible for the algorithm
to divide correctly the different sections.

A part from the segmentation process, we can say that the algorithm performs really well in
identifying the direction of the signals. When the sections are correctly divided, in fact, the results

are consistently accurate.

58



6 Conclusions

In this work, we presented and described a novel reverse detection approach based on the evaluation
of audio envelope derivatives, which showed promising results in automating the detection of time-
reversed audio segments in preserved audio documents.

This new method was developed with the aim of simplifying the process of digitization of analog
audio documents, in particular open-reel magnetic tapes. The developed algorithm, in fact, is useful
to automatically detect segments of audio recorded in reverse with respect to time. It is then possible,
using the developed solution, to speed up the digitization process and, also, to avoid the introduction
of unwanted errors, which would also be really difficult to detect.

This automatic audio reverse detection function was developed with the idea of integrating this
tool in the MPAI/IEEE-CAE ARP international standard. In this context, in fact, the algorithm is an
extremely useful tool to speed up the digitization workflow, minimizing at the same time the risk of
introducing errors into the process.

The described method has been implemented in an algorithm which should be used during the
digitization process. The algorithm could be used to avoid the need of listening to hours of recordings
and to automatically find and correct reversed portions of audio. In addition to this, the algorithm
would be also a useful tool in the case of the digitization of multiple audio documents at the same
time. It is, in fact, possible to record multiple documents at the same time, some of which are read
backwards. The algorithm would then be useful to automatically detect which documents are back-
ward and, subsequently, digitally reverse them.

The idea for the algorithm came from the empirical observation of the ADSR (Attack, Decay, Sus-
tain, Release) envelope of some audio signals. During this phase, it was noted that forward signals
presented shorter attack phases and longer decay and release phases (due to the presence of reverber-
ations and other characteristics of audio signals). Backward signals, instead, presented long attacks
and shorter decay and release phases. Analyzing the duration of these phases, it was then possible to
detect the direction of the audio signals.

The algorithm was therefore developed based on the study of the derivative of the signal envelope,
calculating the total duration of the attack phases of the signal, when the derivative is positive, and the
total duration of the decay and release phases, when the derivative is negative. Doing this and counting
the number of positive and negative values of the derivative, the algorithm is able to determine the
direction of the signal.

The proposed solution was developed as a python package and then its performances were evalu-
ated on two different datasets. The first dataset contained a series of short audio files, divided by music
genre. The second contained a series of digitized analog tapes from two important Italian composers:
Luciano Berio and Luigi Nono.

The performance assessments indicate that our algorithm’s performance varies based on the mu-
sical genre of the file. Specifically, the algorithm performs really well when processing audio signals
containing sounds with clear and well-defined transients (e.g., drums or vocals), especially when
these sounds present fast attacks and longer releases. The best results, in fact, were obtained with

genres such as Blues, Reggae and Disco, which achieved 100% correctness and average accuracy of
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55% to 57%. Conversely, the poorest results of the algorithm were obtained with classical music and,
in particular, with those recordings that feature sounds with slow attacks and extended sustains (e.g.
strings), even being recorded in the right forward direction: this feature obviously challenge accurate
recognition. Because of this, there is the need for future works aiming at improving the performances
of the algorithm in these cases.

The algorithm showed some limitations also in those cases in which the different recordings con-
tained in a single file were not separated by any portion of silence. In these cases, the algorithm
struggled to correctly divide the various segments and, when failed doing this, assigned the same
direction to different segments with different recording directions. Although this situation is not very
common in real-world scenarios, future research is needed to investigate possible implementations
for improving the algorithm’s efficiency in similar cases.

In conclusion, the proposed method, which is based on the evaluation of audio envelope deriva-
tives, proved to be a possible solution for automating the detection of time-reversed audio segments
in preserved audio documents. This would be useful to speed up the digitization process and to avoid
the introduction of errors. The evaluation of the performances of the algorithm also demonstrates the
validity of the proposed solution, but it also highlighted some of its weaknesses.

Some future work is then necessary to improve the audio file segmentation and to increase the
performances of the algorithm in presence of sounds with less clearly defined transients. However,
the proposed method is still a valid solution, given that, even in those critical cases, the performances

were always reasonably good, with a percentage of correct answers consistently higher than 75%.
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