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Introduction

In the era of artificial intelligence (AI) and personalised and precision medicine, supervised and un-
supervised learning techniques have gained an increasingly relevant role in the advanced analysis of
medical images across various fields of modern medicine. This thesis specifically focuses on the appli-
cation of Al in magnetic resonance imaging (MRI) to predict the pathological response to neoadjuvant
chemotherapy in breast cancer.

Neoadjuvant chemotherapy (NAC) is administered in large operable or locally advanced breast cancers
to facilitate tumour shrinkage, allowing for breast-conserving surgery. The ideal outcome of NAC is a
pathological complete response; however, when this isn’t achieved, adverse effects often outweigh the
benefits. Therefore, the prior assessment of patients and potential complete responders to NAC holds
significant clinical importance for personalized treatment. MRI is routinely used for dense breast imag-
ing and screening in high-risk patients, demonstrating its potential to enhance the clinical diagnosis
of breast cancer. Dynamic Contrast-Enhanced MRI (DCE-MRI) stands out as the most informative
sequence for breast MR imaging.

This work will delve into the application of radiomics analysis, the process of extracting quantitative
features from imaging data, to construct a model capable of predicting NAC outcomes. Radiomics anal-
ysis involves the initial stage of lesion delineation, which can be executed manually, semi-automatically,
or fully automatically using AI, followed by the extraction of image features that reveal key compo-
nents of the tumor phenotype. These features, combined with clinical variables, are used to train a
classifier capable of discriminating between no response and complete response.

Several critical aspects emerge in the radiomics pipeline, encompassing variability in determining the
region of interest (ROI) and the subsequent stability of the extracted features. Moreover, the multi-
dimensional nature of radiomics features necessitates highly accurate and reliable methods to select
the most relevant ones and build the predictive model.

Chapter 1 provides a general overview of the work context, defining the most generic radiomic workflow
and its application in the context of breast cancer.

In Chapter 2, a general framework of machine learning for radiomics is presented, addressing both
deep learning for lesion segmentation and simple classifier models for outcome prediction.

Chapter 3 is dedicated to evaluating observer variability in determining the ROI in the first part,
and in the second part, it focuses on the development of a reliable algorithm for automatic segmenta-
tion of breast lesions on DCE-MR images. The algorithm’s performance is then compared to manual
segmentation by an experienced radiologist.

Finally, Chapter 4 is centred on building the predictive model, involving feature extraction and selec-
tion, training the classifier, and comparing different models, including radiomic features only and the
impact of adding also clinical factors.

Chapter 5 encompasses a discussion of the results, drawing conclusions and providing further per-
spectives and possible improvements.






Chapter 1

Radiomics from basics to applications in breast cancer

The field of medical imaging commenced in 1895 with Wilhelm Conrad Roentgen’s groundbreaking
discovery of X-rays, marking a pivotal moment when physicians gained unprecedented access to visu-
alising the internal structures of the human body. Initially, 2D radiography stood as the sole imaging
modality. However, subsequent decades witnessed the advent of computed tomography (CT), MRI,
ultrasound (US), single-photon emission computed tomography (SPECT), and positron emission to-
mography (PET). Throughout the last century, this field rapidly evolved, assuming a central role in the
healthcare system. Technological advancements not only provided comprehensive views of the human
body in 2D, 3D, and 4D but also enabled functional and molecular imaging [9]. These innovative tools
swiftly became commonplace in clinical practice, contributing to diagnosis, screening, and treatment
planning. Presently, techniques such as MRI and various tomography modalities are routine, particu-
larly in oncology, aiding in preoperative staging and disease extent determination.

The success of medical imaging, however, owes not only to technological advancements but also to the
digital revolution. This shift from analog to digital, exemplified for instance by the replacement of
radiographic films with computed radiography and CT, not only empowers clinicians to edit images
for improved visualisation as a diagnostic tool but also facilitates the storage of images and enables
further analysis and comparisons.

Simultaneously, as imaging devices continue to improve in resolution, the healthcare sector concur-
rently generates an increasing volume of high-resolution data. In the digital age, a single examination
can amount to several gigabytes, making a substantial contribution to the overall volume of generated
data. It is projected that by 2025, the total generated data will reach up to 175 zettabytes, with a
significant portion originating from the medical sector [87]. The burgeoning realm of medical big data
presents an opportunity to apply machine learning (ML) techniques, creating computer-aided systems
and predictive models to assist specialists in clinical decision support, diagnosis, monitoring, and ther-
apy planning. This, in turn, propels precision medicine towards personalised care. Al’s application
and the processing of vast datasets might in fact unveil characteristics not easily discernible to the
human eye.

Within this framework, a new research area emerges: radiomics, the extraction of quantitative features
from imaging data for decision support. Radiomics finds application across various fields, with a sig-
nificant frontier in oncology. Given the frequent imaging examinations undergone by cancer patients,
radiomics enables the extraction of pathophysiological information, reducing the need for invasive pro-
cedures. The potential applications encompass automated cancer detection, diagnosis, and prognosis
especially for treatment response prediction. Furthermore, extracted information aids in disease status
monitoring and distinguishing between benign and malignant tumours. Radiomics emerges as a potent
ally for specialists, providing a comprehensive insight into individual patients.

In line with these advancements, this thesis delves into the application of radiomics in the context
of breast cancer, aiming to construct a predictive model for assessing the response to neoadjuvant
chemotherapy. This chapter offers a comprehensive background on radiomics, its workflow, insights
into its specific application in breast cancer, and outlines the objectives of this study.
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1.1 Radiomics

In recent years, the growing storage of medical imaging data, coupled with rapid advancements in Al
technologies, has paved the way for leveraging this data to obtain quantitative information, enhancing
the clinician’s experience. Radiomics, defined as the conversion of imaging data into higher-dimensional
data followed by data mining and the application of ML or statistical models, stands at the forefront
of this transformative approach [29].

This field is particularly intriguing as it operates under the premise that quantitative features extracted
from images may encode details pertaining to the underlying pathophysiology of tissues, including the
phenotype and genotype of a tumour.

Radiomic analysis complements traditional manual image viewing by extracting features that elude
quantitative description by the human eye, offering the potential to uncover correlations with clinical
and pathological parameters of patients [101|. This approach facilitates the use of mathematical mod-
els capable of making predictions in various fields, fostering personalised treatment for each patient.
Unlike simple computer-aided systems, radiomics involves the calculation of an extensive number of
features, capable of addressing diverse issues from disease classification to treatment planning. In oncol-
ogy, where tumours exhibit significant heterogeneity, radiomics transcends the limitations of subjective
semantic features and radiologist experience-based clinical choices. It serves as a valuable complement
to more invasive examinations like biopsies, offering a non-invasive means of obtaining comprehensive
information without the limitations associated with sampling errors.

The extraction of precise information from images through defined mathematical expressions facili-
tates an objective and repeatable process in both diagnosis and prognosis, advancing the realms of
precision and personalised medicine. Ultimately, the value of radiomics lies in the identification and
selection of key quantitative features capable of accurately assessing pathological information. With a
foundational understanding of the general concept of radiomics, let us now turn our attention to the
practical workflow that underpins its application in oncology.

1.1.1 Radiomics workflow

Despite the simple key concept, radiomics encompasses a series of steps, each beset by its unique
challenges. The fundamental stages are depicted in Figure 1.1, involving;:

e image acquisition and reconstruction;

e identification and manual or automatised segmentation of the region of interest (ROI);
e image preprocessing;

e extraction of radiomic features.

The outcome is a comprehensive database containing all extracted radiomic features, primed for infor-
mation mining. Depending on the specific task at hand, the need to retain only key features arises,
requiring the workflow to conclude with:

e dimensionality reduction techniques;
e model development.

The last stages allow to establish the relationship between features and the required pathological
elements, providing the final radiomic model.
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FiGURE 1.1: Example of radiomics workflow, illustrating the different steps and options
from image acquisition to model building.

1.1.2 Image acquisition and reconstruction

In the realm of radiomics, the focus is often directed towards extracting expressive features from input
data obtained from different medical imaging modalities (e.g. CT, PET, MRI, US, etc.).

Medical images are commonly stored following the widely used DICOM® standards. Depending on
the acquisition technique, each image can be represented by a 2D or 3D array, filled with elements
known as pixels or voxels, encoding information on intensity with standard or arbitrary units (such as
Hounsfield units for CT and arbitrary signal intensity for MRI). For a 2D image M or 3D image V,
each intensity value respectively m;; or v;;i is referred to as a grey level or grey tone. Since digital im-
ages have finite resolution, intensity values correspond to regular spatial intervals over the acquisition
grid. The physical distance between the centres of two elements in any direction, defining the image
resolution, is referred to as spacing and is typically measured in millimetres.

Notably, the modern landscape of acquisition units is diverse, encompassing various parameters and
reconstruction protocols. This diversity is influenced by many factors, in primis scanner vendors, lead-
ing to images with disparate resolutions and quality. Standardisation of acquisition and reconstruction
protocols across different centres remains a challenge, as remarked by Gillies et al. [29]. While lack of
standardisation poses minimal issues in clinical practice where radiologists primarily view images for
semantic features, it becomes a critical concern in the radiomic field. Image variability across different
centres or scanners can introduce quantitative differences unrelated to underlying biological effects.
Efforts to mitigate such effects include initiatives aimed at establishing definitions for acquisition and
reconstruction standards. Additionally, features with high reproducibility, insensitive to acquisition
and reconstruction protocols, can be selectively chosen [101]. In this pursuit, the Quantitative Imaging
Network (QIN) plays a crucial role. The QIN is actively involved in developing quantitative imaging
methods, with specific teams working to validate robust radiomic features for clinical use [79].
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1.1.3 Identification and segmentation of the ROI

After image acquisition, expert radiologists analyse images to identify tumoural tissues and suspected
areas, which may be located in a single site or multiple locations, especially in patients with metastasis.
The subsequent goal is to delineate the borders of the volume of interest, crucial for feature extraction.
Considering a medical image of volume V', with w, h, and d, respectively, width, height, and depth in
terms of the number of voxels, the whole volume can be represented as a set of n = w - h - d points
X ={z1,...,x,}. Different ROIs can be delineated in terms of segmentations.

One can define the segmentation as the partition S = {S%, .., S} of X associated with the member-
ship function

: 1 ifzes
fix) = 1 re . for i =10,...,tm
0 ifzg¢gs

each one identifying a different tissue or region, usually consisting in two classes discerning the back-
ground from the main organ or lesion.

The segmentation stage stands out as perhaps the most critical component of radiomics, given that
the extracted features are directly linked to the segmented volumes. This task is notably challenging
in oncological data due to the indistinct and irregular borders of many tumours. Manual accurate
segmentation, typically performed by experienced radiologists, introduces a degree of operator subjec-
tivity, potentially leading to significant inter-operator differences. Manual segmentation is also highly
time-consuming, often requiring radiologists to meticulously draw ROIs over hundreds of 2D slices.
To address these challenges, ML-based solutions have been proposed to automate the procedure. These
solutions range from semi-automatic methods, where the operator only needs to choose an intensity
threshold or place seed points for region growth, to recent advancements in deep learning that enable
fully automatic segmentation of organs or lesions. Automation serves as a valuable tool to reduce oper-
ator variability and generate a larger amount of labelled data within an acceptable timeframe, thereby
increasing database sizes and enhancing the reliability of radiomic models. However, even automated
segmentation requires operator supervision to ensure correct performance, particularly in cases of high
intersubject variability or differences in image acquisition parameters, with the possibility of manual
refinements and corrections. Different organs and tissues exhibit varying challenges for segmentation,
necessitating a tailored approach for each task. The segmentation approach remains a topic of debate,
with some studies favouring manual segmentation while others, focusing on reproducibility, opt for
automatic segmentation.

1.1.4 Image preprocessing

Following the image acquisition, a standard practice involves processing the acquired images to en-
hance their quality by reducing noise, addressing artifacts, and when necessary applying corrections
for motion and other specific effects. It’s noteworthy that often these procedures are often executed
by scanner vendors directly after image reconstruction. Nevertheless, prior to extracting radiomic fea-
tures, additional preprocessing steps may prove beneficial in obtaining an optimal set of features. Some
of the most common stages involve image normalisation, interpolation and grey level discretisation,
but also in some cases the application of filters.

Normalisation

Depending on the imaging modality, grey level intensity might be on a scale with calibrated units
or might be arbitrary signal intensity. In general, in the latter case, to account for different ranges,
different temporal cohorts, different centres, or scanners, a good approach is to standardise the images
by normalising the grey levels to fit in a common range of intensity (Ipin, Imaz). This procedure is not
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mandatory in the case of calibrated units; however, some studies have evidenced that normalisation
might still be beneficial, improving the results of radiomic analysis [73]. Moreover, in this stage, cut-off
values might be applied to remove outliers.

Interpolation

It is worth noting that the majority of 3D images do not exhibit isotropic spacing, with the spacing in
the cranio-caudal direction typically larger than in the other directions. Calculating features related
to texture, which involves groups of multiple voxels in all directions, necessitates rotational invariance,
requiring the same spacing in all directions. Therefore, interpolation to isotropic voxel size is always a
necessary step. Furthermore, maintaining consistent voxel spacing facilitates the comparison of images
from different samples, cohorts, or centres, ensuring reproducibility.

According to the Image Biomarker Standardisation Initiative (IBSI) [123], there are no clear suggestions
on whether upsampling or downsampling schemes are more beneficial for data analysis. Upsampling is
based on inference, introducing artificial information, while, on the contrary, the choice of downsam-
pling inevitably incurs in loss of information and might produce aliasing artifacts.

Another choice that needs attention is the use of 3D or 2D interpolators for 3D images. In most
cases, 3D interpolators are preferred; however, 2D interpolation that avoids interpolating voxels be-
tween slices is suggested and beneficial in cases where the spacing between slices is particularly large
with respect to the spacing in-plane and/or the final desired voxel size [123]. In fact, the use of a 3D
interpolator would lead to the inference of a large number of voxels in-between slices or losing much
of the in-plane information. In the end, for such cases, since the spacing is no more isotropic, texture
features can only be calculated in-plane.

Also, for the interpolation algorithm, multiple choices are possible, with the most common being the
nearest neighbour, trilinear convolution, and tricubic spline interpolation [123]. The former methods
assign intensity according to the most nearby voxels in the original image grid, producing blocks of
similar intensity, inducing a possible bias in feature calculation. On the other hand, other choices based
on polynomial interpolation on a larger neighbourhood provide a smoother intensity transition. How-
ever, also trilinear and tricubic methods have their own disadvantages, with, respectively, the possible
presence of artefacts when upsampling and the possibility to have out-of-range intensities. Overall,
one has to mention that feature reproducibility depends also on the choice of the interpolator, with
some features more reproducible using a particular algorithm with respect to another [49].
Coherently if the image is interpolated after the ROI segmentation, also the ROI binary mask should
be interpolated to have the same dimensions. In this case, the suggestion [123] is to use the nearest
neighbour or trilinear interpolator to obtain meaningful masks; the former choice is the simplest and
avoids the presence of new voxels containing fractions of the original ones and the need to choose
binarisation thresholds.

Discretisation

The use of discretisation is often necessary to have a tractable extraction of texture features and reduce
noise. Depending on the nature of the imaging modality, different methods are preferred.

In the case of arbitrary intensity units, as for MRI images, the recommended choice involves the use
of discretisation using a fixed bin number. Considering an imagine with n pixels or voxels, I,‘j the
discretised intensity of the element k, obtained by fixing the number of bins Ny is defined as:

Ima:v - Imzn

:|—|—1 I < Inas
I =

Ng Ik = Imaaz

This method breaks the direct link between intensity and physiological meaning but is beneficial
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in cases where contrast is important, moreover, it makes possible to compare features from different
samples.

On the contrary, in cases where the intensity is calibrated in units and there is a well-defined minimum
in the intensity range, another approach is also possible, involving the use of fixed bin width. In this
cases, by fixing the width of the binning wy, the discretized intensity is obtained as:

Ig:[

Increasing the bin size and decreasing the bin number produce coarser images, allowing computing
less noisy features. Depending on the specific task and modality, the most suitable discretisation
method and parameters differ. The choice of discretisation has an overall crucial impact on the feature
values and reproducibility.

Ik - Imzn

] 4+ 1, maintaining a direct relationship with the original scale of intensity.
Wy

Filters application

In order to enhance the predictive power of radiomic features, one can try to increase image expres-
siveness by applying filters to the image before extracting features. Various filters can be used, for
instance, smoothing filters reducing image noise, wavelet filters accounting for the spectral dimension
of the data, exponential filters to highlight subtle differences in the data, and Laplacian of Gaussian
filters to enhance edges [30]. In general, the use of preprocessing filters has an impact on radiomic
analysis, and despite increasing dimensionality of the dataset, they might improve the predictive per-
formances of radiomic models in some cases [21].

One should, however, pay attention to the application of filters stage since the choice of application
after or before resampling might be crucial depending on the filter type. When the analytical expres-
sion of the filter is available, and it’s defined on the continuous, it can be applied before resampling,
allowing anisotropic voxel grids. In the opposite case, applying filters directly with anisotropic image
resolution generates response maps that are not directly comparable since having different frequency
response. To avoid this effect, it is necessary to perform filtering after resampling the image to uniform
spacing. In general, after filtering, image intensities of the response maps have no longer an evident
physical meaning, so also the discretisation method should use a fixed bin number accordingly.

1.1.5 Radiomic features extraction

After defining the ROI together with its segmentation mask and undergoing appropriate preprocessing,
the focus finally shifts to the extraction of radiomic features from the voxels within the mask as illus-
trated in the schematic view in Figure 1.2. Radiologists often employ semantic features to describe the
ROI, offering qualitative descriptors such as shape, margin spiculation, and vascularisation. In con-
trast, radiomic features are agnostic, serving as quantitative descriptors with a precise mathematical
description. Over the years, hundreds of features have been defined, prompting an attempt to classify
them based on their origin. In the end three main distinct feature families emerge: morphological
features, first-order features, and textural features.

Morphological features

This category encapsulates the fundamental geometric characteristics of the ROI, such as volume,
area, and related dimensions. The representation of the ROI varies depending on the context, offering
diverse perspectives for the volume [123|, interpreted as:

e collection of voxels, with each single voxel contributing with its own micro volume, particularly
useful for raw volume approximations;
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e set of points, each one represented by the coordinates of the center of each voxel, suitable in
analysing the inner structure;

e surface triangular mesh, ideal approach when the external surface structure holds significance.

First order features Textural features

v

Shape features

ROI Segmentation

FIGURE 1.2: Schematic view of segmentation and extraction of radiomic features.

Features related to shape are calculated from the 3D mask and are expressed in terms of the standard
unit length of 1 mm. Among these features, one can derive both an overestimated voxel-based volume,
obtained through simple voxel counting, and a more precise mesh-based volume, computed by approx-
imating with tetrahedrons.

The mesh representation further allows estimation of the surface and the surface-to-volume ratio. Ad-
ditional shape-related features can be derived from deviations from a sphere-like volume, including
compactness and sphericity. Multiple derived definitions can provide highly correlated yet nuanced
information.

Moreover, constructing the convex hull of the mesh representation enables the determination of the
maximal distance between the most distant vertices in the ROI. For a comprehensive view of the di-
mensions, principal component analysis (PCA) comes into play, determining an ellipsoid that encloses
the volume. The eigenvectors offer orientation insights, while eigenvalues provide information on axis
length, elongation, and flatness.

First order features

First order features, often referred to as histogram features, are computed from the distribution of
individual voxel values within the ROI mask, with no consideration for spatial relationships among
them [4].

Following the discretisation step mentioned in earlier stages, the intensity mask of a ROI with n voxels
can be characterised by a discrete set of N, intensity values I¢ = {I{l, oy I8

One can thus define the histogram H = { f1, ..., fn,} where f; is the frequency count for the grey value

i € [1,Ng], and get an approximated occurrence probability as p; = ﬁ
n

From the frequency and occurrence probability of each intensity, various metrics can be obtained
as: minimum, maximum, range, sample median, mean, variance, standard deviation, skewness, kurto-
sis, percentiles, interquartile range, Shannon entropy , uniformity , and many other derived measures.
For formal definitions of all validated features, please refer to the IBSI guidelines [123].
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First-order features provide a comprehensive overview of the distribution and characteristics of voxel
intensities within the ROI, forming a basis for quantitative analysis.

Textural features

Textural features form an extensive set of characteristics that concentrate on image texture. Initially
devised to assess the texture of surfaces in 2D images, their extension to 3D images is straightfor-
ward. This family of features is itself composed of different subsets: second-order features, delving
into the intensity relationships between pairs of neighbouring voxels obtained from the Gray-level
Co-occurrence Matrix Features (GLCM), and higher-order features accentuating connections among a
greater number of voxels obtained from Gray-level Run-length Matrix (GLRLM), Gray-level Size Zone
Matrix (GLSZM), Neighbouring Gray-tone Difference Matrix (NGTDM), and Neighbouring Gray-level
Dependence Matrix (NGLDM).

¢ GLCM features

The GLCM is a matrix that captures the distribution of discretised intensities among connected
neighbouring pixels or voxels along a specified direction. In 2D images, an 8-connected neigh-
bourhood is constructed using four orthogonal direction vectors. In the case of 3D images, a
26-connected neighbourhood is formed, utilising 13 unique direction vectors. Let N, represent
the number of discretised grey levels. For each direction vector v, the GLCM is defined as a
matrix MY of size N; x N4. Each element m;; in this matrix signifies the frequency of the com-
bination of grey levels ¢ and j in neighbouring voxels across directions vy = v and v_ = —v.
The probability distribution for grey level co-occurrences can be obtained by normalising M"Y,
resulting in PY. Each element p;; in P represents the joint probability of having grey levels
1 and j in neighbouring voxels in the direction v. It is important to note that both M" and
P? are symmetric by definition. Then features are obtained from the probability of gray-level
co-occurrence, providing among the most commons joint average and variance, entropy, contrast,
correlations, cluster tendency, and various measures of homogeneity like inverse variance.

2D case 3D case
8-connected pixels 26-connected voxels

Legend

| ] pixel / voxel of interest

[ neighbourhood

F1GURE 1.3: Example of 2D and 3D neighbourhood definition for GLCM. Pixel and
voxels are neighbours with any other touching one of their faces, edges, or corners.

¢ GLRLM features
Similar to GLCM, GLRLM also assesses the distribution of grey levels in the image. It is based
on the use of run lengths, i.e. consecutive sequences of pixels/voxels with the same grey level
along a given direction v. The matrix elements are in fact the occurrences of runs with length j
for a discretised grey level i. Metrics about uniformity, variance, entropy, emphasis of both high
and low gray levels, and short and long run lengths, can be estimated.
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e GLSZM features

GLSZM quantifies instead the number of groups (zones) of linked voxels in the neighbourhood,
where voxels share the same discretised grey level values. In 3D, a voxel is linked to its neigh-
bourhood if all 26 neighbouring voxels have the same grey level, while in 2D, 8-connectedness is
used. The GLSZM is a matrix with elements represented by s;;, denoting the number of zones
with discretised grey level ¢ and size j. Features are defined similarly to the previous cases,
encompassing metrics about uniformity, variance, entropy, emphasis of both high and low grey
levels, and small and large zones, along with combinations of these.

e NGTDM features

NGTDM serves as an alternative to GLCM, encompassing the sum of grey levels differences
with discretised grey level ¢ and the average discretised grey level of neighbouring pixels up to a
given Chebyshev distance §. A significant feature within this class is coarseness, evaluating the
spatial rate of change in intensity, and assessing the presence of coarse textures and large-scale
patterns. Also contrast can be obtained from the dynamic range and spatial frequency of grey
level changes. Additionally, the presence of large changes in grey levels and non-uniformity in
intensity changes can be evaluated as texture busyness, complexity, and strength.

¢ NGLDM features
NGLDM serves as a rotationally invariant alternative to GLCM and GLRLM. It describes depen-
dency of intensity, evaluating relationships between any central pixel and its neighbours within a
window. The matrix represents the number of pixel pairs (central and neighbouring pixels) that
have intensity differences lower than a given threshold. Features within this category are defined
similarly to previous cases, including the emphasis of low and high dependence, grey level count,
with all possible combinations, and the usual uniformity, variance, and entropy.

Features interpretation

When it comes to interpreting features, morphological features offer straightforward visualisability
and a direct correlation with tumour phenotype. Deviations from sphericity at varying degrees can
be associated with different tumour types. Similarly, first-order features can be linked to diseases
displaying either heightened or reduced intensity enhancement, with entropy variations contingent on
the tissue type involved. On the other hand, features of higher order may lack immediate interpretation
but can be connected to specific textural characteristics in diverse scenarios [4]. For example, a high
correlation might indicate the presence of linear or honeycomb patterns, while coarser or finer textures
could be indicative of biological differences in tissue properties. Unravelling these connections might
enhance our understanding of underlying functioning, contributing to more nuanced and informed
medical interpretations.

1.1.6 Dimensionality reduction

After the extraction phase, each image is characterised by a substantial and challenging number of
features. Indeed, the volume of features frequently exceeds the number of cases in the dataset, neces-
sitating careful considerations in their selection. An initial criterion for selection could be based on
robustness and reproducibility across various parameters, such as imaging techniques, different opera-
tor segmentations, and filtering. Additionally, many features exhibit high correlation and redundancy
by definition.

Efficient analysis thus requires reducing the total number of features, achieved through either feature
selection or feature engineering. Feature selection involves choosing the most informative features from
a larger set, while feature engineering entails crafting new features through combinations of existing
ones.
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In the realm of feature selection, diverse methods exist. Simple filter methods eliminate for instance
non-reproducible, highly correlated, and low-variance features. Other approaches, integrated into the
model development stage, use information scores, dependencies with the desired outcome, wrapper
methods with iterative selection based on predictive model improvements, and embedded methods
tied to the prediction model itself.

A pictorial example of feature engineering for dimensionality reduction is instead the PCA. This method
provide principal components as new orthogonal features with higher variance, obtained from linear
combinations of the original ones. Through this process, PCA transforms the data into a more con-
densed form, preserving essential information while alleviating the curse of having more features than
data.

1.1.7 Model development

The ultimate objective of radiomic analysis lies in establishing a meaningful relationship between im-
age features and the phenotype of tissues, including their molecular characteristics. Analysis of the
extracted features serves as the vital bridge connecting images to clinical outcomes, with the aspira-
tion that these radiomic features are not only reliable but also reproducible for application in clinical
diagnostics [101].

The overarching strategy involves preserving as much data as possible upfront, utilising data mining
downstream to identify features with the highest prognostic value. This approach stems from the
belief that filtering at the input stage would be inefficient and presuppose a prior understanding of the
biological meaning of features before testing the model [29]. Robust features that survive the preced-
ing selection stages are then employed to construct models that relate them to specific biomarkers or
clinical endpoints.

This form of analysis can either focus on inference and building statistical models to assess correlations
between data or prioritise accurate predictions using ML models to address specific questions.

Many applications convert the goal of finding correlations between radiomics and clinical information
into a classification problem. For instance, determining whether a tumour is malignant or benign,
assessing the expression of a specific gene, or discriminating between different therapy outcomes. ML
offers a diverse array of models for various tasks, and the choice of a specific model often hinges on the
desired outcome.

In practice, employing multiple models and selecting them based on performance is a common strategy.
Regardless, any generated model must undergo evaluation on an independent validation set.
However, even in the end, the efficacy of a successful radiomic model hinges on whether it can offer
more clinical benefits than the judgment of clinicians. Models that establish a connected biological
meaning and undergo biological validation are highly preferred [103]. Without a comprehension of the
biological rationale, radiomic features and models may appear as black boxes, impeding widespread
adoption and making validation and acceptance particularly challenging. Incorporating a biological
context into radiomic models not only fortifies conclusions but also opens up additional avenues for
validation and further investigation. Providing a deeper understanding of the underlying biological
mechanisms enhances the interpretability of the models, fostering trust and facilitating their integra-
tion into clinical decision-making processes.

Radiomics challenges

The intrinsic strength of any model lies in having sufficient statistics, emphasizing the need to collect
and integrate large-scale medical image data for constructing high-quality datasets. A general guide-
line is that each feature requires at least a tenth of the samples to be encoded, highlighting the crucial
role of gathering and sharing data to build larger datasets and generate more reliable models.
However, this undertaking is far from straightforward. Medical images are dispersed across various
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institutions, and the quantity of available medical images is directly linked to the size of the local pop-
ulation. Furthermore, achieving accurate prognostic estimates necessitates monitoring patients over
several years. The complexity is heightened by variations in instruments, parameters, and methods
across different healthcare facilities, leading to highly inconsistent and, at times, incomplete imaging
data. Ambiguous findings add another layer of complexity, further reducing the dataset size and re-
quiring precise dataset curation.

Despite these challenges, radiomics harbours immense potential to become a valuable and applicable
tool. This potential can be realized through collaborative efforts across institutions, with the imple-
mentation of well-defined protocols to standardise data collection and ensure the reliability of radiomic
models across diverse healthcare settings.

1.2 Background on breast cancer

As previously highlighted, radiomics research is flourishing, particularly in the field of oncology. The
object of this study is the use of radiomics for breast cancer. However, before delving into the details of
the radiomic model, it is essential to understand the clinical perspective and the key factors influencing
the diagnostic and prognostic process.

1.2.1 Breast cancer prevalence and distribution

The global incidence of all cancer types annually approaches almost 20 million cases, resulting in over
9 million deaths, according to estimates up to the year 2020 [98]. More recent estimates of worldwide
cancer incidence and mortality are collected by the Global Cancer Statistics (GLOBOCAN2022
https://gco.iarc.who.int/today accessed 18-03-24.), as reported in Figure 1.4. Among these, breast
cancer stands out as one of the most prevalent, with an annual occurrence surpassing 2.3 million
patients, ranking second only to lung cancer. In terms of mortality, it holds the fourth position,
following lung cancer, colorectal cancer, and liver cancer, with over 666 thousand deaths each year.

| Incidence | Mortality
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FIGURE 1.4: Estimates of the absolute number of incidences and mortalities for all cancers are respectively
shown on the left and right sides. Breast cancer ranks second in terms of absolute incidence and fourth in terms
of mortality. Adapted from GLOBOCAN2022 https://gco.iarc.who.int/today accessed 18-03-24.
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Primarily affecting women, breast cancer stands as the most commonly diagnosed cancer, compris-
ing 24.5% of all cancers in women and ranking among the leading causes of mortality, representing
15.5% of female deaths attributed to cancer. Current estimates in Italy [1] indicate an even higher
local prevalence, accounting for about 30% of all tumour sites in women, with a projection of over 55
thousand new cases per year.

Recent studies [51] suggest a rising trend in global breast cancer incidence, attributed to increased
risk factors, population growth and ageing, and enhanced screening detection. While the incidence
is higher in highly developed countries, driven by effective screening modalities, mortality displays a
decreasing trend due to advancements in medical treatment. Conversely, in less developed countries
lacking efficient prevention, screening, and treatment, there is an alarming increase in mortality.

Risk factors for breast cancer in women are diverse, encompassing reproductive and hormonal elements
(e.g. early age at menarche, later age at menopause, advanced age at first birth, reduced number of
children, reduced breastfeeding, use of hormone therapy in menopause, use of oral contraceptives, etc.),
lifestyle factors (e.g. excessive body weight, sedentary lifestyle, alcohol consumption), and genetic mu-
tations (especially BRCA1, BRCA2 mutations). Family history of breast cancer in other women also
elevates the risk.

Considering the global burden of this cancer, heightened awareness, preventive strategies, and improved
access to therapy are increasingly imperative. Moreover breast cancer exhibits significant variability
in phenotype, genotypes, and therapy choices. Ongoing efforts are directed towards personalised on-
cological treatments, aiming to provide more targeted therapy tailored to each tumour’s specific phe-
notype and genetic pattern. Radiomic research in this field plays a crucial role in different fronts both
in classifying tumour types, distinguishing between malignant and benign tumours,and/or different
phenotypes, and predicting prognosis and response to specific treatments in early stages, providing
suggestions for more informed therapeutic decisions.

1.2.2 From diagnosis to therapy

The diagnosis of breast cancer typically arises from either diagnostic exams prompted by specific symp-
toms (such as pain or the detection of a palpable mass) or preventive screening.

Mammography is the most commonly used imaging technique for preventive screening, contributing to
a significant reduction (19%) in overall breast cancer mortality. To enhance the accuracy of mammog-
raphy and reduce false positives, complementary examinations such as digital tomosynthesis, MRI, or
US are often employed.

Upon the discovery of suspicious tissue, invasive pathologic evaluation becomes crucial. Techniques
such as fine-needle aspiration, core biopsy, or surgical excision are employed for tissue sampling. His-
tological analysis, including immunohistochemistry (IHC), in situ hybridisation, and molecular tests,
provides valuable information for differentiating closely related diseases. Histologic markers like oe-
strogen receptor (ER), progesterone receptor (PR), and Her-2/neu (HER2) are pivotal in determining
treatment responses to targeted agents.

However, the intrinsic variability within tumours poses limitations to the accuracy of these markers,
as a single biopsy specimen may not fully capture the heterogeneity of the tumour site. To address the
sampling error inherent in biopsy-based assessments, imaging techniques offer a more comprehensive
overview. For this aim, radiomic analysis, which extracts quantitative features from the entire ROI,
can offer valuable insights into the overall tumour characteristics, contributing to a thorough under-
standing of its heterogeneity.

In tumour staging, the usual screening tools (mammography, ultrasound, etc.) are commonly em-
ployed. However, in specific scenarios, additional imaging modalities like MRI, CT, or PET/CT might
be utilised to evaluate distant metastases, depending on the stage.
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The role of MRI in breast cancer screening and treatment has become increasingly significant, par-
ticularly in cases where mammography may be less effective. While mammography remains a widely
accessible and cost-effective screening technique with proven benefits in reducing breast cancer mortal-
ity, its sensitivity diminishes in individuals with dense breast tissue, especially among younger women
and those with BRCA gene mutations [68]. An example is illustrated in Figure 1.5, showcasing a woman
with dense breast tissue who underwent both mammography and DCE-MRI. On the left side, mam-
mography fails to detect any malignancies, while on the right side, suspicious lesions with heightened
contrast uptake are observed in both the right and left breasts.

Mammogram DCE-MRI

FIGURE 1.5: On the left side, a bilateral digital mammography of a woman with dense breasts shows no

suspicious lesions but warrants further investigation. On the right side, a dynamic contrast-enhanced image of

the same woman reveals suspicious contrast uptake in both breasts, with a clumped area indicating potential
malignancy on the right breast and a small enhanced mass on the left breast. Adapted from [45].

MRI emerges as a valuable alternative due to its higher sensitivity and independence from breast den-
sity. Moreover, another advantage of MRI is that it does not use ionising radiation, unlike mammog-
raphy, which utilizes X-rays. Therefore, MRI provides a safe means to investigate structures without
the risks associated with ionising radiation. Its application as a screening tool becomes particularly
pertinent for high-risk patients with a family history of breast cancer or suspected BRCA mutations.
MRI’s ability to detect cancer foci not easily visible through physical examination, mammography, or
ultrasound further enhances its diagnostic utility. MRI also aids in the investigation of breast cancer
with axillary metastases, identifying the primary tumour site that may remain undetected by other
imaging techniques.

Regarding therapy, historically, radical mastectomy was a prevalent surgical intervention for breast can-
cer. However, nuanced approaches, such as breast-conserving strategies, radiotherapy, and chemother-
apy, have emerged over time, tailored to the histopathologic characteristics of each case.

Beyond screening, MRI plays a crucial role in assessing the efficacy of pre-operative therapy, known
as neoadjuvant therapy, which can potentially enable a breast-conserving approach instead of a full
mastectomy. Moreover, it assists in evaluating the precise extension of residual cancer after therapy ad-
ministration. The true potential of MRI lies in its predictive capacity for biological behaviour. Several
studies have investigated MRI’s capability to predict pathological complete response to neoadjuvant
therapy. Early changes in intracellular metabolism, detectable through MRI, appear to be indicative
of treatment response [68].
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The landscape of breast cancer treatment is rapidly evolving from a one-size-fits-all approach to per-
sonalised medicine. With advancements in diagnostic tools such as genomic expression profiles and
molecular imaging, the ability to characterise breast cancer more accurately has improved, leading to
the emergence of personalised treatment strategies.

The exploration of gene expression profiling has been instrumental in categorising breast cancer into a
heterogeneous group of diseases characterised by diverse molecular aberrations. This distinction into
various subtypes is crucial as different histological features exhibit distinct clinical behaviours and
treatment responses [83].

In the early stages, dating back to the 1970s, the initial categorisation into subsets was primarily
based on oestrogen receptor expression, highlighting variations in clinical subgroups. Treatment deci-
sions relied on clinical variables such as tumour size, lymph node metastasis, and histological grade.
Subsequently, predictive markers became essential for choosing between endocrine therapy and the
use of specific monoclonal antibodies (e.g. trastuzumab). ER and PR were employed for endocrine
therapy, while HER2 protein expression guided trastuzumab therapy. The revelation that treatment
response is linked to intrinsic molecular characteristics rather than anatomical prognostic factors, such
as size and lymph node status, marked a significant shift in understanding breast cancer dynamics.
Beyond the broad categorisation into ER-positive and ER-negative cancers, further molecular distinc-
tions can be made. At least four molecular subtypes have been identified: luminal, HER2-enriched,
basal, and normal breast-like. These distinctions at the RNA level involve ER, PR, proliferation-related
genes, and HER2-related genes, with the additional potential contribution of Ki67 expression [83].
The inherent heterogeneity of breast cancers necessitates an individualized prognosis evaluation to
determine the most effective therapy. However, sampling errors and unclear dependencies can lead to
incomplete and limited information, posing challenges in predicting the response to a specific therapy.
The ongoing research in radiomics aims to overcome these challenges and enhance the precision of
treatment predictions. While genomic analysis of breast cancer subtypes has yielded valuable insights,
the practical focus in clinical settings often revolves around discerning which patients benefit from
specific types of therapy rather than pinpointing the particular molecular subtype [19]. Additionally,
given the increasing incidence of breast cancer and the limited availability of complex molecular tests
in less developed regions, it may be more pragmatic to initially assess the potential therapy response
using less expensive tests. These include immunohistochemical tests for oestrogen and progesterone
receptors, in situ hybridization for HER2 overexpression, and in some cases, the evaluation of Ki67
expression.

Standard categorisations typically involve tumour types as follows:

e Triple negative (both hormone receptor-negative and HER2-negative)
e Hormone receptor-negative, HER2-positive
e Hormone receptor-positive, HER2-negative

However, treatment recommendations, especially for the last type, can sometimes be controversial,
highlighting the complexities involved in tailoring therapies to individual patients. This underscores
the importance of refining predictive models, such as those in radiomics research, to enhance the
accuracy of therapy response predictions and guide treatment decisions effectively.

1.2.3 Neoadjuvant chemotherapy

In the context of locally advanced breast cancer, where tumors have a significant extent, are fixed to
the chest wall or skin, or exhibit extensive axillary nodal disease, surgical treatment becomes chal-
lenging. Neoadjuvant chemotherapy provides assistance and hope by downsizing or eradicating such
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primary tumors, enabling routine surgical procedures. Patients achieving a complete or significant par-
tial response to therapy may undergo surgery for previously inoperable diseases. Additionally, NAC is
particularly beneficial for operable tumors with an unfavorable tumour-to-breast size ratio, increasing
the potential for breast conservation, avoiding mastectomy in favour of local excision. Combining NAC
with standard surgery and radiotherapy enhances the overall survival and control of malignancy [82].
Assessing a clinical complete response necessitates imaging evaluation. However, not all cancers re-
spond uniformly to cytotoxic chemotherapy, and some exhibit incomplete and fragmented responses.
Pinder et al. [78| proposed a classification of pathological response with three primary classes: patho-
logical complete response (pCR), partial response, and no response. Further subclassification within
the same response class is possible based on the percentage of residual tumor remaining and the
presence or absence of ductal carcinoma in situ, as detailed in Table 1.1.

Pinder class | Description
1-i pathological complete response,
no ductal carcinoma in situ
1-ii pathological complete response,
included ductal carcinoma in situ
. response > 90%
2-i . .
(or 10% of invasive tumour left)
o ii response of 50 — 90%
(or 10-50 % of invasive tumour left)
o response < 50%
(or >0% of invasive tumour left)
3 no sign of response

TABLE 1.1: Pinder classification for pathological response.

On the other hand, like all therapies, NAC has side effects, and in cases of no response, it may pose more
disadvantages for patients. Indeed, NAC may result in various side effects, as outlined by the World
Health Organization and the National Cancer Institute Common Terminology Criteria for Adverse
Events, including but not limited to febrile neutropenia, neutropenia, cardiac and pulmonary toxicity,
neurotoxicity, hematological malignancy, and even treatment-related death [114]. Considering the
potential adverse effects associated with NAC, it becomes crucial to weigh the risks and benefits of the
treatment. For cases where a complete or partial response is not achieved, patients might experience
only adverse events without reaping the therapeutic benefits. Therefore, it would be beneficial to
predict the likely outcome of NAC in advance. Such predictive capabilities could help exclude patients
from treatment when the potential benefits are deemed to be outweighed by the risks and adverse
effects.

In this context, the purpose of this work, i.e. radiomic research on high resolution MRI images aiming to
predict NAC response, offers the prospect of reducing toxicity and expenses associated with continuing
chemotherapy when not beneficial.

1.2.4 Prognostic and predictive factors

The choice of the most appropriate treatment for individual breast cancer patients involves considering
various prognostic clinical factors. Identifying the most influential factors is crucial to determine which
patients are likely to benefit from specific treatments or to differentiate groups that can potentially
avoid certain therapies. Some of the well-established factors include:

e tumor size, typically correlated with survival outcomes; nonetheless, clinical and radiological
assessments may occasionally be inaccurate, additionally, even small symptomatic tumors mea-
suring < 1 cm in size might exhibit nodal metastasis in 20% of cases;
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e axillary node status, indicating the presence or absence of nodal involvement, stands as one of
the most crucial predictors of survival, with the number of involved axillary lymph nodes highly
correlated with survival outcomes.

Clinical staging is in fact typically determined based on tumor size and nodal status. Furthermore,
multifocality and multicentricity, representing the presence of multiple tumoral foci, frequently align
with nodal metastases, thus acting as unfavorable prognostic indicators.

Moreover, other factors play an important role:

e histological grade, determined by a combination of scores for mitotic rate, nuclear grade, and
morphological appearance, is strongly associated with lymphovascular invasion and permeation,
which correlate with a worse prognosis even in the absence of nodal metastases. Conversely,
lower grades are typically indicative of a better prognosis. Certain specific types of invasive
breast cancer, such as tubular, papillary, and cribriform, exhibit significantly better prognoses
compared to ductal cancer of no special type;

e patient age, individuals under 35 years old often present with high-grade tumours and ex-
hibit poorer survival rates. Age frequently serves as a crucial predictor of responses to both
chemotherapy and hormone therapy;

e oestrogen and progesterone receptor status play a significant role in breast cancer prog-
nosis and treatment. Positivity to hormonal receptors allows for the use of endocrine therapy,
which in turn improves survival rates. Their presence is indicative of a higher response rate to
endocrine therapy. Conversely, if one or both receptors are negative, the response rate diminishes
progressively;

e proliferation markers, such as the Ki67/MIB1 index and the number of cells in active cell
division (S phase), serve as prognostic factors. Although they may not have a well-defined
threshold, they provide valuable insights into epithelial proliferation rates;

e overexpression of HER2, frequently observed in invasive breast cancers, is linked to higher
rates of recurrence and poorer overall survival. Additionally, tumours with elevated HER2 lev-
els often exhibit resistance to hormonal therapy and chemotherapy. This marker holds both
prognostic significance and predictive value for assessing response to therapy.

Other factors with potential prognostic value, such as the presence of tumour-infiltrating lymphocytes,
are also present, although their predictive power for therapy has not been fully assessed [10].
Ultimately, the multitude of clinical factors that offer insights into the response to therapy allows for
the integration of both clinical and radiomic information, thereby enhancing the development of more
robust predictive models.

1.2.5 DCE-MRI

Among the various imaging techniques mentioned previously, the emphasis on evaluating and predict-
ing NAC outcome will be placed on MRI, given its numerous advantages. MRI is becoming increasingly
used in both screening, diagnosis and therapy assessment phases.

The MRI signal is generated by the resonance of protons, mainly present in water and fatty tissues,
contributing to the overall brightness of the image. Resulting images show parenchyma, fat, and le-
sions when present. To better detect lesions, a paramagnetic contrast agent (often gadolinium-based)
is often injected.

Since signals from fat and lesions are similar, requiring fat suppression and subtraction of images before
and after the contrast medium injection is necessary to better visualise the lesions [89).
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Dynamic contrast-enhanced MRI is one of the most sensitive techniques, providing information on
both morphology and, in a certain sense, functional information about perfusion and vascularity [60].
Usually, DCE-MRI consists of a collection of a pre-injection image and a sequence of images after
contrast injection, capable of capturing differences in uptake and washout of the contrast agent by
evaluation at multiple time points, typically in the range of 1 to 3 minutes after contrast injection.
The evaluation of contrast uptake and washout patterns can, in fact, be used to identify different
conditions [89].

A useful tool to evaluate the enhancement kinetics is the use of a semiquantitative time intensity
curve (TIC), as recommended by The American College of Radiology (ACR) in the Breast Imaging-
Reporting and Data System (BI-RADS). Also, quantitative analysis can be performed by means of
specific pharmacokinetic models based on different distributions of contrast agents between intravas-
cular and interstitial space. In general, models based on DCE-MRI have demonstrated to be useful in
both classification between malignant and benign lesions, assessing the response to NAC, and predict-
ing the pathological complete response in breast cancer [60].

MRI imaging is essential in therapy response evaluation. The most important features to describe a
lesion according to the ACR, BI-RADS involve the characterisation of the morphology and the en-
hancement patterns. Regarding morphology, suspicious areas can be defined as focus or foci (with a
diameter < 5mm), mass (3D lesion with a convex margin), or non-mass. The characterisation of a
mass involves characteristics of shape (irregular, round, oval, lobular), margin (smooth, spiculated,
irregular), and the pattern of internal enhancement (homogeneous, heterogeneous, central, septal).
Non-mass lesions should include distribution characteristics and symmetry. Usually, benign lesions are
more related to regular shape and margins.

Enhancement patterns are analysed by means of TIC, e.g., a curve obtained from signal intensity
in the breast tissue ROI as a function of time after contrast material injection. In particular, three
different enhancement patterns can be distinguished:

e Type I: progressive continuous increase in signal intensity, usually associated with benign find-
ings;

e Type II: plateau pattern, consisting of an initial increase in intensity followed by a plateau,
often associated with malignancy;

e Type III: washout enhancement pattern, having an initial increase and successive decrease in
intensity, also associated with malignancy.

An illustration depicting the different types of kinetic curves is presented in Figure 1.6. The kinetic
curve information is contained in both the initial peak and delayed phase; however, the curve alone
does not provide enough information, needing integration with morphological characteristics.

Many tumours can be detected only after contrast agent injection. To achieve optimal sensitivity,
high-resolution T1-weighted images are acquired. Morphological features are better evaluated on high
spatial resolution images, with the acquisition of thin sections and a small field of view. Whereas
enhancement time course can be estimated also in cases with decreased temporal resolution [59].
Moreover, further improvement in functional imaging MRI, including diffusion-weighted imaging (DWT)
and spectroscopy, can be combined to provide multiparametric information able to quantify the devel-
opment and progression of breast cancer, assisting in the prediction of NAC.



20 Chapter 1. Radiomics from basics to applications in breast cancer

A

Signal : Persistent
intensity
¢) Rapid Plateau
Washout
b) Medium
2 a) Slow
Time after
P oami contrast injection
=~ 2-3 Min
: >
<—Initial —: «—— Delayed ——
upslope : phase

FIGURE 1.6: Example of kinetic curves, i.e., signal intensity as a function of time after contrast agent injection.

Curve interpretation involves two phases: the initial upslope and the delayed phase. The former lasts for about

2-3 minutes and can be a) slow, b) medium, c) rapid. Then the trend changes with three possibilities: type I

with continuous increase in enhancement (persistent pattern), type II with steady leveling (plateau pattern),

and type III with a decrease in signal intensity (washout pattern). Type II and IIT are usually associated with
malignancy, whereas type I is detected for benign lesions. Adapted from [23].

1.2.6 Purpose of the study

After providing an overview of radiomics and exploring the challenges associated with breast cancer,
the focus now shifts to the specific objectives of this study. Amidst the nuanced considerations sur-
rounding neoadjuvant chemotherapy, its potential benefits must be balanced against the risk of adverse
effects and deteriorating clinical conditions in certain scenarios.

This study aims to address this balance by developing a predictive classifier for NAC outcomes.
Leveraging a dataset comprising dynamic contrast-enhanced magnetic resonance images of women with
malignant breast lesions, a comprehensive radiomic pipeline will be employed.

Machine learning models will be trained at various stages, encompassing lesion segmentation and out-
come prediction. Further elucidation on the machine learning methodologies adopted will be provided
in the subsequent chapter.
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Chapter 2

General framework in Machine Learning for Radiomics

Machine learning, akin to data science and statistics, is a field dedicated to understanding how to
extract valuable information from data and make predictions. Specifically, machine learning represents
a subset of artificial intelligence focused on developing algorithms capable of autonomously learning
from data. It has emerged as a cornerstone of modern research, finding applications across diverse
sectors. Given the breadth of this field, this chapter aims to offer a succinct overview of general
concepts and commonly used techniques within the context of radiomics. Special attention will be
given to binary classifiers for predictive models, segmentation models for image analysis, and associated
evaluation metrics. Additionally, the chapter will delve into the challenges posed by high-dimensional
data and explore methods for feature selection.

2.1 Introduction to Machine Learning

Machine Learning can address various problems, all of which can be conceptualised within a common
framework. In this framework, we start with a generic object of study and define an observable quantity
x of the system, along with a model p(x|f) that describes the probability of observing x given some
parameters 6. Once we have collected a dataset X consisting of observations of x, we can use this data
to ’fit the model’ by finding the best set of parameters # that explain the data [63]. At this juncture,
we can distinguish between:

e estimation problems, concerning the accuracy of the parameter estimates é;

e prediction problems, focusing on the model’s ability to predict new observations, aiming to
maximise the accuracy of p(x|6) .

Another distinction can be made by considering supervised and unsupervised problems. In supervised
learning, the algorithm learns from labelled data, where each input is associated with a corresponding
target output. This allows the model to make predictions on new, unseen data by learning patterns
from the labelled examples. Conversely, in unsupervised learning, the algorithm works with unlabelled
data, seeking to find hidden patterns or structures within the data itself. Given the emphasis of
this work on predictive models, our primary focus will be on addressing prediction problems through
supervised learning techniques.

Let’s delve into the details of setting up a prediction problem in machine learning. The first component
is the dataset D = (X,y), which comprises a matrix of input variables (also referred to as predictors
or independent variables)! denoted by X, and a vector of response variables (also known as outcomes
or dependent variables) denoted by y. The second component is the model f(x;0), defined as the
function f : x — y of the parameters 8. The final fundamental element is the cost function (or loss
function) C(y, f(X;8)), which enables us to assess how the model performs on the given observations
by measuring the similarity between the response produced by the model from observations x and the

'Note the ambiguity, as input variables may exhibit high correlation among themselves.
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available data y. Fitting the model then entails searching for the optimal parameter values 6 that
minimise the cost function. To build a useful model suitable for prediction, several steps are involved:

e Dataset splitting: the dataset D must be randomly divided into two mutually exclusive groups,
typically with a more substantial portion of data allocated to the training group (Diyain) and the
rest to the testing group (Dyest)-

e Model training: the model is trained by minimizing the cost function using only the training
set, resulting in optimal parameter estimates 6 = arg ming {C(Ytrain, f(Xtrain; @))}-

e Assessing model performance: the cost function is evaluated on the test set data,

~ ~

C(¥tests f(Xtest; ). Considering the best-fit model f(Xiest;#), one can define the in-sample

~

error as Eiy, = C(Ytrain, f (Xtrain; @) and the out-of-sample (or generalisation) error as Egyy, =

~

C(¥tests f(Xtest; #)). It is fundamental to note that Eou > Fin.

The first step, also known as cross-validation, is essential to provide an unbiased estimate of the
predictive performance of the obtained model. In traditional statistical approaches, the starting point
is a mathematical model assumed to be true, and the goal is to estimate the parameters. In contrast, the
essence of machine learning lies in inference about more complex systems, often with high-dimensional
data, for which the true form of the mathematical model is unknown. In this context, there are multiple
candidate models that need to be compared. The metric of comparison is often based on selecting the
best model with the minimum FEqy [63].

It’s important to distinguish between fitting existing data and making predictions about new data.
The model with the lowest in-sample error F;,, which fits the training data best, often doesn’t have
the lowest out-of-sample error E,,;. This discrepancy becomes more pronounced as both the model
and data complexity increase.

Increasing model complexity, i.e., adding more parameters, introduces high-dimensional spaces where
the 'curse of dimensionality’ has significant effects not seen in low-dimensional spaces. For example,
critical points in high-dimensional spaces can become saddle points rather than maxima or minima,
posing challenges for optimisation problems. The decision to increase complexity should be carefully
considered, as it may improve predictive power only if the sample size is large enough to accurately
learn the new parameters.

In small datasets, noise can cause fluctuations that resemble genuine patterns. Simpler models, with
fewer parameters, are unable to represent complex patterns and must ignore such fluctuations. In
contrast, models with many parameters may inadvertently capture noise-generated patterns, believing
them to be real information. This phenomenon, known as overfitting, results in excellent in-sample
performance but poor generalisation to other samples. Addressing overfitting can be approached in
two ways: using simpler models with fewer parameters or increasing the dataset size to reduce the
likelihood of noise patterns. Often, simpler models yield better predictive performance by introducing
a bit more bias but less dependence on the particular training dataset, striking a balance known as
the bias-variance tradeoff. While having an infinite amount of training data would reduce bias and
improve predictive performance, in practice, using simpler models is advisable given finite training sets.

Concerning the training of the model, the objective is to determine the parameters that minimise
the cost function. Practically, this is typically achieved by employing gradient descent methods, which
involve iteratively adjusting the parameters 8 in the direction where the gradient of the cost function
is large and negative. This approach allows finding parameters 6 corresponding to a local minimum
of the cost function. However, despite the simplicity of the concept, a major challenge arises from
the complexity of most cost functions, which are often non-convex in the parameter space and contain
numerous local minima in high-dimensional spaces. Furthermore, there is no direct access to the true
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cost function, and it must be empirically estimated from the data.
In many cases, the cost function can be expressed as a sum over the n data points:

n

CO) = ci(xi,0) (2.1)

i=1

Here, c;(x;,0) represents the cost function calculated for data point i. In the simplest form of gradient
descent (GD), parameters are initially set to some value 6y at time step ¢. Then, after computing the
cost function on the training data, they are updated at time t + 1 as follows:

{Vt =1 VoC(by)

2.2
Ogr1 =0y — v (22)

Here, VyC(6;) denotes the gradient of the cost function in the parameters space, and 7, is the learning
rate, which controls the step length in the direction of the gradient at time t. The choice of n requires
caution: a small value would necessitate many iterations to reach a local minimum, while excessively
large values may cause overshooting the minimum, resulting in oscillations around it or divergence. It’s
important to note that this method only ensures finding local minima, and to escape them, stochasticity
is required (which can be introduced, for instance, by computing the cost function over a smaller
subset of data). Furthermore, it is sensitive to initial conditions and treats all directions uniformly.
Depending on the specific case, various improvements can be applied to enhance convergence. Overall,
the learning process aims to converge to a local minimum of the cost function. However, it can also
be halted prematurely by monitoring the out-of-sample performance. If the error begins to increase,
indicating potential overfitting, the process may be stopped.

2.2 Classification methods

Overall, the radiomic pipeline, as described in the previous chapter, incorporates ML in various stages,
including segmentation and predictive model building. In both cases, classifiers are commonly em-
ployed. Segmentation often involves voxel-wise classification to distinguish background voxels from
other class voxels within an image. Similarly, model building typically revolves around constructing
binary or multi-class classifiers, such as discriminating between benign and malignant tumours or de-
termining complete versus incomplete responses.

Classification problems entail discrete outcome variables representing different categories. The depen-
dent variables, denoted as discrete numbers y; € Z , range from m = 0 to m = M —1 where M signifies
the total number of classes. With a dataset D = (X,y) with X € R™*P| comprising n samples and p
features, the goal is to train a model capable of predicting the output class for unseen data.

2.2.1 Perceptron

The simplest case involves dichotomous classification, distinguishing between just two classes. One of
the most basic examples is the perceptron, a classifier based on a weighted linear combination of the
p features plus an offset s; = x; 7w + by = XiTw with x; = (1, ;) and w = (by, w), where the output
is mapped from the real axis to discrete values using the sign function as:

0 otherwise

f@ﬁzﬁ@@ﬁz{l if 5; 2 0 (2.3)
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In these simple cases, the training procedure resembles basic linear regression, with weights obtained
through least squares. This kind of classification can be defined as hard classification since the outcome
is strictly assigned to a well-defined class. However, softer definitions may be more suitable for noisy
data, predicting instead the probability of belonging to a certain class.

2.2.2 Logistic regression

One of the most popular and representative cases of soft classification is logistic regression, which is

1
based on the sigmoid function o(s) = Tres where the probability of the point x; belonging to
e
category y; = {0,1} is given by :
Plys = 1, w) = ——
= 1xw) = —————
vi ' l4+e X w (2.4)

P(yi = Olxi, w) = 1 = P(y; = 1|x;, w)

Here w corresponds to the weights that need to be learned during the training of the model. Figure
2.1 presents an example illustrating the sigmoid function’s behaviour in logistic regression. The curves
depict how changes in predictor variable weights affect the probability of a binary outcome. As men-
tioned earlier, the weights are learned by minimising a cost function, that in this case is derived from
a maximum likelihood estimation (MLE), aiming to maximise the probability of observing the given
data. Assuming a dataset D = {(y;,x;)} where the labels are binary values y; = {0,1} and z; are
independent of each other, one can write the likelihood of observing the data as:

L(w) = P(Dlw) =[] [o [1— o(xFw)] " (2.5)
=1

and subsequently the log-likelihood:
log L(w) = log P(D|w) = Zyz (xFw) 4+ (1 — y;)[1 — o(xF w)] (2.6)

The final set of chosen parameters is the one that maximises log £(w), W = argmaxy log £L(w).
To use it in a minimisation problem instead, one can simply take the negative log-likelihood as the

cost function:
n

C(w) = —log L(w) = Y —yio(xiw) — (1 = y;)[1 — o (x{ w)] (2.7)

i=1
This cost function is usually known as cross-entropy and is one of the most widely used in different

models. One of the advantages of cross-entropy is that it is a convex function of the weights w, so
local and global minimisation coincide. The minimisation problem takes the transcendental form:

n

0=VC(w) = Z [O‘(X’iI‘W —yi)] xi (2.8)

=1

and requires numerical methods to be solved.

2.2.3 Multinomial logistic regression

When considering a problem with multiple classes, the approach is to extend the sigmoid model to
handle multi-class outcomes. Utilising a one-hot encoding for the outcome and having M classes,
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FIGURE 2.1: Example of the sigmoid function for the logistic model as a function of the weights.

As the weights increase, the sigmoid tends more and more to the limit of the step function of the

hard classifier. Beyond a certain threshold, typically 0.5, the class probability increases significantly,
indicating greater confidence in the classification decision.

where y; € Zé\/l with the j-th component of y; being 1 while all others are 0 to indicate class j, the
probability of x; belonging to class m’ among the M classes can be expressed as:

T
M— e—Xi W/
P(yime = Lxi, {Wi ey ) = S (2.9)
m=0 '

Here, y;,, represents the m/-th component of y;. This expression is commonly known as the Softmax
function. Using a maximum likelihood estimation process similarly, the cost function can be derived
as:

M-—1
C(W) = — Z Z Yim log P(yzm = 1|Xi,Wm) + (1 — yzm) 10g (1 — P(yzm = 1’Xi,Wm)) (210)

i=1 m=0

For M = 1, this formulation reverts back to the binary cross-entropy defined previously.

2.2.4 Ensemble models

Ensemble models are among the most powerful techniques in machine learning, leveraging combi-
nations of multiple models to enhance predictive performance. Common ensemble methods include
Random Forest, boosted gradient trees (such as XGBoost), and more sophisticated models like neural
networks. The fundamental concept behind ensembles is to harness the "wisdom of the crowds" by
aggregating predictions from diverse models. However, while this approach offers advantages, it can
also exacerbate the deficiencies of individual predictors and correlations among them. From the per-
spective of the bias-variance tradeoff, correlations among ensemble models can pose challenges. With
a fixed ensemble size, correlated models may not effectively reduce variance, potentially leading to an
increase in bias due to correlated errors. Ideally, using larger ensembles of uncorrelated models can
substantially suppress variance. In scenarios with small training sets, various models may yield sim-
ilar performance on data. Averaging predictions from multiple models mitigates the risk of selecting
inappropriate models. Nonetheless, the increased representational power of ensembles comes with the
drawback of more parameters. The overarching strategy is to introduce as much randomness as pos-
sible in ensemble construction to reduce correlations and prevent bias inflation. Such an approach is
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particularly beneficial for high-variance scenarios but may not be effective for high-bias cases. Various
approaches to model ensembling can be employed.

Bagging

Bagging, or Bootstrap Aggregating, is a technique used when the dataset D is sufficiently large. It
involves splitting the dataset into IV smaller subsets D1, ..., Dy and training a predictor on each subset.
The final predictor is then an aggregate of all the individual results.

For classification tasks with M classes, the final predictor employs a majority vote of all the predictors.
Mathematically, this can be represented as:

N
f(X) = argmax; Zf[fpi(X) =j], je€{0,..,M -1} (2.11)

Here, I is the indicator function, equal to 1 when the predictor fp, predicts response j. Similarly,
for continuous regression tasks, the overall result is the average of the individual predictors. Other
variations of this procedure, suitable for smaller datasets, include empirical bootstrapping. This in-
volves sampling with replacement to create new subsets from the original dataset. While useful for
unstable predictors as it reduces variance, it can increase bias. Conversely, if the procedure yields
stable predictions, bootstrapping may not enhance the model.

Boosting

In boosting, unlike bagging where all models vote with equal weight, each weak classifier is associated
with a weight «ay. The total classifier is then a weighted sum of the individual classifiers, given by:

N
fX) = Zazfl(X) where Zai =1 (2.12)
i=1 i

In this formulation, a; represents the weight assigned to the i-th weak classifier f;(X). These weights
are typically determined during the training process, where classifiers that perform better are assigned
higher weights. The final prediction is then made based on the weighted combination of the individual
classifier predictions, with the weights ensuring that more accurate classifiers have a greater influence
on the overall prediction.

Random Forests

Random Forests (RF) is among the most widely used ensemble algorithms for classification tasks. It
relies on a collection of tree-based classifiers, typically decision trees, to make predictions. Each decision
tree in a Random Forest operates by posing a series of specific questions to recursively partition the
data into different categories. Visualising it as a tree structure, each branch corresponds to a question
about a particular feature, such as whether a certain feature j exceeds a specific threshold ¢;. These
questions divide the data into subgroups, and this process continues until reaching terminal nodes,
also known as leaves, which provide the final outcome or prediction. A schematic example of a single
decision tree is depicted on the left side of Figure 2.2. The primary objective is to construct trees that
effectively partition the classes. However, as decision trees grow deeper (i.e., have more branches), they
tend to become overly complex, leading to overfitting. Since the partitioning decisions are primarily
based on the input data, individual decision trees are susceptible to noise, resulting in high variance.
To mitigate these issues, RF employ an ensemble of trees with lower complexity. This ensemble
approach can involve methods such as bagging, where trees are trained on different subsets of the
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training data, or feature bagging, where trees are constructed using random subsets of features for
each split. By diversifying the trees in the ensemble, correlations are reduced, consequently lowering
the overall variance. On the right side of Figure 2.2, an example of a tree ensemble is illustrated,
where multiple individual trees contribute to a final decision through majority voting. Additional
enhancements have been made by utilising gradient boosting to construct tree ensembles, as seen in
algorithms like XGBoost. However, it’s important to note that increasing the number of parameters
in these methods may increase the risk of overfitting, especially when dealing with small datasets [63].
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FI1GURE 2.2: Illustration of a Random Forests model: On the left, a single decision tree sequentially
queries features to classify instances. On the right, an ensemble of decision trees aggregates predic-
tions through majority voting to yield the final classification outcome.

2.2.5 Support vector machines

Support Vector Machines (SVM) is a versatile and widely-used model in machine learning for classi-
fication problems. It stands out for its ability to perform well with minimal features, robustness to
errors, and computational efficiency compared to more complex models like neural networks [28]. SVM
can be applied to both classification and regression tasks.
In classification scenarios, SVM handle different data types differently. When data are linearly separa-
ble, SVM aims to find the optimal hyperplane that effectively separates the data while generalising well
to new instances. In a dataset with samples x; where i = 1, ..., n and two classes, the linear hyperplane
is defined as

wlz+b=0 (2.13)

where w represents the coefficient vector and b is the bias term. The optimisation process for finding
the optimal hyperplane involves minimising the classification error while maximising the distance from
the hyperplane to the closest data points of each class. By defining the margins of separation for the
two classes as wlz +b > 1 for class 1 (with label y; = 1) and w2z + b < —1 for the other (with label
y; = —1), maximising the margin distance:

d(w b'a:)—(wa+b_1)_(wa+b+1)— 2 (2.14)
T [[wl| ]l '
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becomes equivalent to minimising the norm of the vector w. Thus, the problem boils down to min-
imising the convex function:

1
Clin = 5wa (2.15)

Once the parameters w and b are determined, the optimal hyperplane is defined.

In cases where the data are not separable with an hard margin, SVM can still be employed by incor-
porating a penalty term into the cost function to account for classification errors. The cost function
in such cases becomes:

N
1 T
Cns = Guw’ + c;& (2.16)

where &; represents the distances between misclassified data points and the margin, and c is a trade-off
parameter that balances margin maximisation and error minimisation. An illustration of a hyperplane
and margin in binary classification scenarios is presented in Figure 2.3. One of the most advantageous
properties of SVM is their ability to find optimal hyperplanes even for data that is not linearly separable.
In such cases, SVM employs a technique to map the input data to a higher-dimensional feature space
where linear separation becomes feasible. This mapping ¢ : X C RP — V C RY transforms the original
input data = into a new feature space representation ¢(x). Crucially, this technique relies solely on the
knowledge of inner products, without the need of knowing the precise functional form of ¢, allowing
the definition of a kernel function K (z;,z;) = (x;,2;)y associated to the inner product. The general
equation for the hyperplane of separation can then be expressed as d(z) = " ; y;i; K (x, z;) +b, where
«; are Lagrange multipliers, eliminating the need to determine the weighting parameters w. SVM offers
flexibility in choosing different kernels, including radial, polynomial, sigmoid, and Gaussian radial basis
functions, among others. However, more sophisticated kernels introduce additional parameters, leading
to increased model complexity. For smaller and simpler datasets, linear kernels are often recommended
to avoid unnecessary complexity. It is important to note that data should be rescaled before employing
SVM, as features with very large values may exert undue influence on the model. Additionally, it is
crucial to consider that only points in close proximity to the decision boundary carry significant weight,
while those farther away have less impact. Furthermore, meticulous tuning of the model’s parameters
is essential to attain optimal performance.
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FIGURE 2.3: Example of separating hyperplane and margins in the case of binary classification.
Distances &; between misclassified data points x; and the corresponding true class margin provides
the penalisation terms for SVM optimisation.
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2.3 Segmentation techniques

In the segmentation stage, various methods are employed depending on the complexity of the task at
hand. For straightforward tasks, such as segmenting whole organs, simpler techniques not requiring
machine learning are often used. These include image thresholding and atlas-based segmentation.
However, when the object of interest is a small lesion or portion of tissue, methods involving machine
learning are more effective. These may include clustering techniques or more sophisticated deep learning
algorithms.

2.3.1 Image thresholding

Thresholding is one of the simplest segmentation methods, where segmentation is determined based

on a membership function:
1, ifl, >1
fla) = Lo (2.17)
0, if I < Iipy

Here, x represents a generic pixel or voxel of the image, I, corresponds to its intensity, and Iy, is the
threshold value. Multiple thresholds can be defined depending on the tissue to be identified. Various
methods exist for defining the threshold intensity, such as global fixed thresholds, local thresholds
based on the pixel’s neighbourhood, or adaptive thresholds that are specific functions of x.

One commonly used method is Otsu thresholding, which exploits the statistics of histogram of grey
levels. It assumes that well-separated classes have distinct grey levels, and the optimal threshold should
minimise within-class variance or equivalently maximise between-class variance [70].

For an image with n pixels or voxels and N, grey levels, one can analyse the normalised histogram of

intensity values H = {p1, ..., pn, } with p; = 2% and fi the occurrences of grey level .
n

By separating the image into two classes ¢y and ¢; at a grey value k (where k € [1,N,]), class
probabilities are determined as:

k
wo =Pr(Co) = pi, w1 =Pr(C1) =1—Pr(Cp) (2.18)
=1

The class mean levels, along with class variances can thus be defined as:

k k . Ny k .
po(k) =S iPr(i|Co) = S i, (k)= Y iPr(i|Cy) = Y it (2.19)
i—1 = o i=k+1 i “
k k ip‘ k k Z'p‘
o (k) = D2 = po) Pr(ilCo) = D0 = o)1 o (k) = D20 = ) Pr(ilCa) = D20 — )"
=1 =1 i=1 =1
(2.20)

The within-class variance is then defined as the weighted average of the variances of the two classes
oy = woop 4 wio? (2.21)
and the between-class variance is the variance of the class means around the combined mean

o =wolpo — pr)” + wi(pr — pr)® = wowr (p1 — po)?,  with g = p(Ny) (2.22)
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It is important to note that 0% (k) = 0%(Ny) — o3, (k) thus the optimal threshold kop; can be chosen as
the one that minimises the within-class variance or equivalently the one that maximises the between-
class variance:

kopt = argmax;, (0% (k)) (2.23)

While image thresholding is fast and does not require prior knowledge, it may yield approximate
results for images with multiple peaks in the histogram. Additionally, assuming the same variance
for background and object segments may not be robust to noise or distinguish objects with similar
intensities.

2.3.2 Atlas based segmentation

One of the methods that leverages prior knowledge in segmentation involves utilising a reference image
with a pre-existing full segmentation, referred to as an atlas. Much like geographical atlases, these
atlases provide descriptions of the object of segmentation, encompassing its shape and texture. At-
lases are grounded in the consistent anatomical structures of the same type and can be employed to
characterise groups of individuals [6]. Deterministic atlases, derived from a single subject, serve as rep-
resentatives of average size, shape, and intensity. However, a single subject may not fully encapsulate
the population, necessitating the creation of statistical atlases. Statistical atlases are based on images
from a larger group, capturing the variability inherent in anatomical structures. These atlases can
be constructed by registering, normalising, and averaging voxel-wise images to generate probabilistic
maps. Similarly, atlases tailored to specific diseases can be developed using images of affected individ-
uals. Atlas-based segmentation often frames the segmentation task as an image registration problem,
where the intensities of the atlas and the target image are aligned. This process involves optimising the
alignment by defining allowable transformations and selecting appropriate similarity measures. Atlas-
based segmentation techniques, although informative, can pose computational challenges and may lack
representation, particularly in the context of diseases or anatomical variations.

2.3.3 Clustering

Before the emergence of sophisticated neural networks, clustering stood out as one of the most widely
used machine learning methods for unsupervised tasks. Clustering, along with other unsupervised
techniques, is designed to reveal underlying structures within unlabelled datasets. Its primary objective
is to organise data points into clusters, leveraging measures of distance or similarity to identify patterns
or structures shared among points. One of the most common clustering algorithms is the K-means
algorithm, which involves grouping data into K clusters starting from K centroids. Also in this case,
learning can be viewed as an optimisation problem.

Considering an image with n pixels or voxels {Xj}?zl, and given a fixed integer K corresponding to
the number of clusters, the objective is to find the cluster means {p;}X | and assign each element
of the image to a cluster by minimising the sum of the squared distances between points and cluster
centres. This can be expressed as minimising the following cost function:

K n
C{xp}) =D ajulxjn — py)? (2.24)

k=1j=1

. . . 1, ifx; € cluster k
Here, ajj, is the cluster assignment function defined as: aj, = J .
0, otherwise

This objective aims to minimise the variance within each cluster. In practice, the number of clusters

is fixed, and at the first stage, the centroids are randomly chosen, and points are assigned to the
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closest centroid. The algorithm then follows an expectation-maximisation procedure, with an initial
step (expectation) where the cluster assignments {a;;} are fixed, and the cost function C is minimised
with respect to the centroids, resulting in new centroids given by:

1 n ) n
un= N, ]Z;ajkxj, with Ny = ;ajk (2.25)

where Ny is the number of elements assigned to cluster k. The subsequent maximisation step involves

fixing the new cluster means and minimising C with respect to the cluster assignments, resulting in:

1, if k = argmin;, (X, — 0 )>

ajp = ' gming (X — pyr) (2.26)
0, otherwise

The algorithm iteratively runs these two steps until a certain convergence criterion is met, such as re-
quiring that the difference in the cost function or centroids is less than a specified threshold. Although
convergence to a local minimum is always guaranteed, the cost function C is typically not convex.
Therefore, the choice of different initialisation can strongly influence the local minimum found through
expectation maximisation. Thus, using various initialisation or manually adjusting the values may be
necessary to address delicate segmentation tasks.

However, it’s essential to note that this model’s primary assumption is that the clusters have sim-
ilar variances. When this condition is not met, issues may arise. To address this limitation, more
flexible models allowing for different variances, such as Gaussian Mixture Models (GMM), have been
developed. Furthermore, K-means can be considered a hard clustering method because each element
can only belong to a single cluster. In contrast, softer versions with the possibility of membership in
multiple clusters have been developed. One widely used method is Fuzzy C-means (FCM), where the
membership function is derived from a matrix indicating the degree to which an element z; belongs to
a certain cluster ¢j. In FCM, cluster centroids are in fact determined by a weighted average based on
the degree of belonging to the respective cluster.

2.3.4 Deep Neural Networks

With the advancement in computational capabilities, particularly the development of specialised pro-
cessors like Graphical Processing Units (GPUs), deep neural networks (DNN) have emerged as one
of the most powerful and widely used learning techniques. The field of neural networks is extensive,
encompassing various types such as general-purpose networks for supervised learning, networks for un-
supervised learning like Restricted Boltzmann Machines, recurrent neural networks for sequential data,
and those specifically designed for image processing, such as Convolutional Neural Networks (CNNs).
In domains like medical image segmentation, CNNs have shown promising results, although much of
the progress is empirical and heuristic, driven by rapid advancements in technology.

Before exploring CNNs, let’s review the basics of general neural networks. Neural networks are non-
linear models that extend common supervised learning methods like linear and logistic regression. As
the name suggests, neural networks are based on the concept of the neuron unit. In practice, a neuron
1 is fed with an input vector & € RP, where p represents the number of features. The neuron then
produces a scalar output a;(x). The entire network consists of multiple layers as depicted in Figure
2.4 on the right, each containing numerous neurons. The output of one layer serves as the input to
the next layer, culminating in the final layer that produces the ultimate output. Intermediate layers
are often referred to as hidden layers. The function a; that generates the output scalar is a customised
choice depending on the specific network architecture. It typically comprises two main components,
as illustrated on the left in Figure 2.4:
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Single neuron ‘ Neural network
(unit)

Inputs Input layer Hidden layers Output layer
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FIGURE 2.4: On the left is an example illustrating the working principle of a single neuron, including

the linear term and the non-linear activation term. On the right is an example of a fully connected

neural network with 3 units in the input layer and 3 hidden layers, consisting of 4 and 3 units
respectively. The output of each layer is processed as new input for the subsequent layers

e linear operation: calculating weights for the various inputs of the neuron ¢, it is usually
performed as a dot product between the input and neuron-specific weights w® = (wgl), s wz(;z)),

followed by the addition of a bias b() specific to the neuron

T

20 =w® .2+ =xT . wl  withx=(1,z), w® =00 w?) (2.27)

e activation: often consisting of a non-linear transformation f; applied to the weighted input,
ai(x) = fi(z") (2.28)
which is usually common for all neurons f; = f.

These components allow neural networks to capture complex relationships and non-linearities in data,
enabling them to perform well on various tasks. Like other methods, neural networks are trained by
optimising the parameters for the weights w(® and the bias ). This optimisation is typically achieved
using gradient descent-based methods, which involve computing the derivatives of the input-output
function with respect to the weights and biases. Therefore, the choice of the appropriate nonlinearity
function is crucial.

Various functions can be used for f, some examples are presented in Figure 2.5 with historically well-
known options including step functions, sigmoids, and hyperbolic tangents. However, step functions
are not suitable due to their discontinuous derivatives, while sigmoids and hyperbolic tangents suffer
from saturating behaviour, resulting in vanishing derivatives for large inputs. Vanishing gradients are
a common issue with saturating nonlinearities.

To address this problem, alternative functions with non-saturating behaviour have been proposed.
These include Rectified Linear Units (ReLUs), Leaky Rectified Linear Units (Leaky ReLUs), and Ex-
ponential Linear Units (ELUs). These functions have the advantage of gradients that do not vanish,
making them more suitable for deep neural networks.

In terms of network architecture, the simplest form of a neural network is the feedforward network
(FNN), which is characterized by hierarchical layers. The network begins with an input layer, which
generates an output that serves as the input for subsequent hidden layers, and so on, until reaching
the final output layer. Typically, the output layer consists of a classifier, such as logistic or softmax for
categorical data, or linear regression for continuous outputs. In essence, the network takes an input
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FI1GURE 2.5: Examples of activation functions. At the top step, sigmoid, and hyperbolic tangent
functions, which exhibit a saturating behaviour implying vanishing gradients. Below are alternative
definitions, ReLU, leaky ReLLU and ELU, aimed at overcoming vanishing gradients issues.

vector & and produces an output y that depends on all the layers and their respective weights and
biases. Increasing the number of layers enhances the network’s representational power, allowing it to
approximate arbitrary functions. However, the number of layers chosen depends on factors such as the
specific problem, the available data, and the desired complexity. Often, a larger number of parameters
is retained to prevent underfitting. There is ongoing debate regarding whether it is more effective to
train deeper networks or shallower but wider networks [63]. However, in certain cases, connections
between layers can be skipped, allowing the output of one of the top layers to propagate directly to
deeper layers, bypassing intermediate layers. This technique, known as skip connections, is commonly
employed in image processing tasks to improve performance.

During the training phase of a deep neural network, similar to previous supervised methods, a suitable
loss function is defined, and gradient descent is employed to find optimal parameters. However, the
presence of a large number of parameters and layers in DNNs significantly increases computational
cost. To address this challenge, the problem is often reformulated in a more convenient manner.

For categorical data, the last layer typically employs a sigmoid or softmax function, and the most
common loss function is cross-entropy, as discussed in the previous section on classifiers. Computing
the gradient of the cost function for updating parameters via gradient descent can be computationally
intensive, as it requires calculating gradients for each parameter at every step. Therefore, a brute force
approach is often impractical. To overcome this challenge, a technique called backpropagation, which
leverages the network’s layer structure, has been developed.

In a network with L layers (I =1, ..., L), where wé i represents the weight connecting neuron & in layer

[ — 1 to neuron j in layer [, and bé. denotes the corresponding bias, the activation aé of neuron j in
layer [ is related to activation of previous layers [ — 1 as follows:

aé =f (Z wékaz_l —|—b§> = f(zé) (2.29)
k
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where f represents the activation function. Backpropagation allows efficient computation of gradients
by propagating errors backwards through the network, enabling parameter updates that minimise the
loss function. The error of neuron j in layer [, denoted as Aé-, can be defined as the change in the cost
function with respect to the weighted input zé

A O

J o Zl»

9
j = 6@9‘}0 (2) (2.30)

where f’ represents the derivative of the non-linearity with respect to its input. Similarly, the error
can be interpreted as a variation with respect to the bias:

7702 avl ozl ol

o'
AL C _ o ac (231)

Utilising the chain rule, the error in layer [ can also be expressed as a function of the activation of
layer [ 4 1:

oC oCc 9zt ,
A= N 2 TR Altly il L 2.32
j 8z§ ;azllc—l-l 3Z§ zk: £ Wk f(z) ( )

Finally, differentiating with respect to the weights one obtains:

ac ac 9z
6w§k 87;} 8w§.k

= Alaj ! (2.33)

The backpropagation algorithm can be summarised as follows [63]:
1. Activation of the input layer ajl- (l=1).

2. Feedforward: calculation of the weighted inputs z! and outputs a' for all subsequent layers
(l=2,...,L) following the model architecture.

3. Calculation of the error AjL on the output layer (I = L) using Equation 2.30, utilising information
about the derivatives of the cost function and activation function.

4. Backpropagation of the error for all the other layers (Aé-,l =L —1,...,1) using Equation 2.32.

5. Calculation of all the gradients with respect to weights and biases using Equations 2.31 and 2.33.

In summary, backpropagation involves a forward pass from input layer to output layer, calculating
weighted inputs and activations of all neurons, and a backward pass, where error is backpropagated
from the last layer to the input layer, and the errors are used to estimate all the gradients. Despite its
convenience, the calculation of gradients is still computationally extensive for large networks. Moreover,
different issues might occur in backpropagation, including vanishing or exploding gradients. Strategies
such as using non-saturating activation functions, good weight initializations, and gradient clipping for
large values are used to mitigate these issues.

2.3.5 Convolutional Neural Networks

Convolutional Neural Networks take advantage of properties such as locality and translational in-
variance, which are common in physical systems. These networks are designed to be translationally
invariant and respect the locality of input data, making them particularly useful for processing images.
A typical CNN consists of a succession of two basic layers:
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e Convolutional layers: these layers apply convolution operations using a set of filters. Filters
serve as receptive fields for local areas, capturing small spatial patches of the image and detecting
specific features, such as vertical and horizontal edges. A filter is represented by a 2D or 3D
array of learnable weights, which is applied to specific locations in the input data, producing
an output. The filter then shifts by a certain amount known as the stride before being applied
again, repeating the process until the entire input data is covered. The result of this convolution
operation is a feature map. During the convolution operation, the weights of the filter remain
fixed, meaning that all the neurons corresponding to that filter share the same parameters.

e Pooling layers: these layers downsample the input while preserving local structure. Like con-
volutions, filters are applied in pooling, but without containing any learnable parameters. The
goal is to coarsen the image. In this step, a fixed operation is performed by the kernel. Common
pooling operations include max pooling, which selects the maximum value of a receptive field,
and average pooling, which calculates the average.

Each filter produces its own feature map, encoding the presence or absence of certain features at various
locations of the input data. High values indicate the presence of the searched feature, while low values
indicate its absence. Then the output feature maps of convolutional and pooling layers typically go
through a nonlinearity, usually a ReLU.

After several convolutional and pooling layers, CNN often include fully connected layers and a classifier,
such as softmax or sigmoid, similar to feedforward neural networks. Parameters in CNN are shared
among neurons corresponding to the same filter applied in different locations of the input, reducing
the computational costs required by backpropagation.

The hierarchical structure of CNN is well-suited for capturing abstract features, making them effective
for tasks such as classification and segmentation. Lower layers encode low-level features like edge
detection, while deeper layers combine these features to represent higher-level abstract features.

2.4 Feature selection techniques

Among the various preprocessing strategies, one of the most commonly used techniques for high-
dimensional data in various fields is the reduction of dimensionality in the feature space. For instance,
in medical imaging, a set of 169 standard radiomic features has been identified by IBSI [123], and the
application of filters to images can potentially increase the number of features to several thousands.
However, medical datasets typically consist of only a few hundred cases. Therefore, before developing
a model, it is crucial to address the typical challenges of "large p small n problems," where p represents
the number of features and n represents the number of samples.

The main concern is the curse of dimensionality, a phenomenon where data sparsity in high-dimensional
spaces leads to various negative effects. This includes increased computational complexity, as each ad-
ditional dimension escalates the computational requirements for processing and analysing the data.
Additionally, data sparsity makes it challenging to discern meaningful patterns or relationships within
the data, hindering the ability to extract valuable insights. Moreover, the heightened risk of overfitting
arises, wherein machine learning models may inadvertently capture noise or random fluctuations in the
training data rather than the underlying patterns. Consequently, the model’s ability to generalise to
new cases is compromised, as it may struggle to accurately predict outcomes on unseen data. Further-
more, the difficulty in visualising and interpreting results exacerbates the problem, making it arduous
for analysts to gain actionable insights from the data.

While one approach to mitigate this issue is to increase the dataset’s size to balance n and p, this is
often impractical. Hence, reducing the dimensionality of the feature space through feature selection or
feature engineering methods is a common solution [72]. Additionally, reducing the feature space offers
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advantages in terms of interpretability, storage requirements and computational costs.

In this context, reducing the number of dependent variables, i.e., the features used to train the mod-
els, is essential. This process aims to eliminate redundant and irrelevant features to improve model
performance and generalisability [116]. The goal is to retain essential information while minimizing
the number of predictors. Feature selection is widely used in ML and various methods have been
developed, each with its own advantages and drawbacks.

In radiomics, there are typically no predefined assumptions regarding the clinical significance of specific
radiomic features over others. Consequently, manually selecting a subset of informative features be-
forehand is not feasible. It’s essential to note that not all extracted features contain useful information
for the intended task. Therefore, feature selection is a necessary step that must be tailored to the
specific research question. Feature sets can be categorised into several types [116]:

e relevant features: directly related to the research question and contribute to model perfor-
mance;

e irrelevant features: not correlated with the desired outcome and not impacting the learning
process;

o weakly correlated but non-redundant features: exhibiting discrete intercorrelation with
other features, but still encoding valuable information;

e highly correlated and redundant features: containing similar information that can be
inferred from other features, offering no additional value to the model.

The presence of irrelevant or highly correlated features can adversely affect models predictive capabil-
ities. Multicollinearity can in fact overemphasise the importance of certain features while neglecting
others, leading to poor generalisation on new data.

Various methods aim to retain a minimal subset of features while effectively predicting the target
variable, thereby enhancing model accuracy without sacrificing it (to avoid underfitting or overfitting).
However, there is currently no consensus on the best feature selection method for radiomics, leading
to a certain degree of arbitrariness in this step of the process.

Feature selection methods can be categorised as supervised, unsupervised, or semi-supervised, de-
pending on the availability of outcome information. Supervised approaches are commonly used for
classification and regression problems, focusing on selecting discriminative features or those that best
approximate the target variable. Unsupervised methods evaluate feature importance differently, cater-
ing to cases where data are not labelled. Hybrid semi-supervised methods can also be employed to
leverage both labelled and unlabelled data.

Another approach to classifying feature selection methods involves their relationship with the learning
algorithm. This classification reveals three main classes of feature selection methods: filter, wrapper
and embedded methods.

From an alternative viewpoint, feature selection methods can be classified according to various methods
for ranking features, including similarity based methods, information-based methods, sparse learning
methods and statistical based methods [53].

2.4.1 Filter methods

Filter methods are independent of any specific learning algorithm; they rely on intrinsic data charac-
teristics to assess feature importance. Evaluation metrics are directly derived from the data without
feedback from the ML model. The advantage of these methods lies in their easy applicability to very
large datasets and feature spaces, with no bias towards a particular model. Filter methods can score
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each feature independently or account for relationships between features, leading to univariate and
multivariate methods, respectively.

Examples of filters include: removing variables with a high percentage of missing data, eliminating
features with zero or near-zero variance, assessing correlation with other features or with the outcome
using metrics like Pearson correlation coefficient, Spearman’s rank correlation coefficient, or Kendall’s
tau rank correlation coeflicient, testing for significant separation between feature group averages using
ANOVA or chi-squared tests, considering mutual information and redundancy, analyzing intraclass
and interclass variances using Fisher Score and many others.

2.4.2 Wrapper methods

Wrapper methods depend on a chosen ML algorithm to evaluate the feature subset, utilising model
performances to assess feature importance. These methods involve searching for the optimal feature
subset and evaluating selected features based on accuracy or other metrics on the validation dataset.
The search strategy to generate the subset can vary:

e Complete search: iterates over all possible combinations of subsets to select the best-scoring
one. It is computationally expensive.

e Heuristic search: avoids the iteration over all combinations, includes Sequential Forward Selec-
tion (SFS), starting from an empty set and adding a new feature; Sequential Backward Selection
(SBS), which begins with the full set of features and removes one at a time; and Bidirectional
search, which combines SFS and SBS until convergence to a common subset. In this case it is
guaranteed only to converge on a local optimum, reducing computational costs.

e Random search: evaluates random subsets of subsets, but may lead to non-reproducible results
and is limited by computational costs.

Nevertheless, this search-based framework is computationally expensive and time-consuming because
it requires a full training of the model to evaluate any subset. With a full search space for an initial
set of p features being 2P — 1, these methods become impractical for very large p. While they offer
more accurate predictions by considering the bias of a specific algorithm, their use is limited due
to computational costs. Additionally, incomplete searches often involve random factors, diminishing
result reproducibility.

2.4.3 Embedded methods

Embedded methods combine the advantages of both filter and wrapper classes. They are computa-
tionally efficient, as feature selection occurs during model construction without the need for additional
evaluation. Embedded methods consider the bias of a given algorithm and might provide more accu-
rate estimates. Examples of embedded methods include decision trees, which assess feature importance
based on impurity reduction on each split (Gini importance) or permutation effects, and regularised
models like the Least Absolute Shrinkage and Selection Operator (LASSO), which use penalised linear
regression to obtain sparse coefficients capable of rejecting unuseful features.

2.4.4 Similarity-based methods

These methods determine feature importance by preserving data similarity, often encoding information
in an affinity matrix and selecting top features that preserve manifold structure. They assume that data
of the same class are usually close to each other. Various affinity measures have been defined, including
Laplacian Score, Fisher Score, Spectral Feature Selection, and Relief Feature Selection. These methods
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work well in both supervised and unsupervised settings, moreover they typically are very efficient acting
as filters independent of any learning algorithm. However, they may struggle with handling redundancy,
often resulting in highly correlated features.

2.4.5 Information-based methods

Information-based methods define hand-crafted information criteria aimed at maximising feature rel-
evance while minimising redundancy. These methods often start from Shannon entropy definitions,
considering both information gain and conditional information gain. Examples include methods for
maximising mutual information (MIM), maximising relevance and minimising redundancy (mRMR),
and other linear or non-linear combinations of Shannon-based information. While these methods also
act as filters allowing the use of any algorithm afterwards, they address both relevance and redundancy
questions compared to similarity methods, which mostly focus on relevance.

2.4.6 Sparse learning-based methods

These methods employ regression algorithms with regularisation terms aimed at minimising fitting er-
rors. Feature selection is facilitated through £, and £, ; norm regularisation terms, where sparse regu-
larisation terms force some feature coefficients to vanish, automatically eliminating irrelevant features.
Methods like LASSO (based on £; norm regularisation) have shown effectiveness in both supervised
and unsupervised contexts, providing good performance and interpretability. However, some methods
are tailored to specific learning algorithms and may not perform as well on other tasks. Additionally,
optimisation in some cases involves non-smooth operations, requiring expensive computational matrix
operations.

2.4.7 Statistical-based methods

These methods rely on statistical measures of the data, including variances, chi-square scores, and Gini
indices, corresponding to most of the filter categories mentioned previously. They are often simple and
straightforward with low computational costs, making them commonly used in preprocessing steps
before applying more sophisticated feature selection techniques.

2.4.8 Other methods

It is important to note that apart from feature selection, other techniques for dimensionality reduction
can also be employed, particularly through feature engineering. This involves creating new features
from linear or nonlinear combinations of existing ones.

For example, Principal Component Analysis (PCA) can generate new features as linear combinations
of the original ones, capturing most of the variance. On the other hand, Linear Discriminant Analysis
(LDA) aims to create combinations of features in a supervised manner, enhancing the differences be-
tween classes for improved classification.

Feature selection preserves the physical meaning of the features and is often preferred for better model
readability and interpretability. In contrast, feature engineering is applied directly to raw data without
immediate interpretability. In the realm of radiomics, feature selection is commonly chosen as it fa-
cilitates an easier connection between specific groups of features and physiological or pathological data.

A thorough understanding of feature selection methods is essential when dealing with high-dimensional
datasets. While numerous algorithms for feature selection have been proposed over time, a compre-
hensive review is beyond the scope of this work, for a more exhaustive overview see [53] [34].
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In the following subsections, details about the dimensionality reduction methods to be used in this work
will be provided, focusing on Minimum Redundancy Maximum Relevance, LASSO and Unsupervised
Discriminative Feature Selection.

2.4.9 Minimum Redundancy Maximum Relevance

The Minimum Redundancy Maximum Relevance (mRMR) criterion, proposed by [75], falls under the
category of supervised filter information-based methods. Since information is typically estimated on
discrete variables, a discretisation process is necessary when working with radiomic features. Infor-
mation is then obtained from some basics entropy concepts. For a discrete random variable X, its
entropy, quantifying its uncertainty, is defined as:

H(X) =~ Y P(x;)log(P(x:)) (2.34)

zr,€X

where x; is the specific value taken by the random variable and P(x;) the probability of the given value
over all the possible values. Similarly, the conditional entropy of X given another variable Y is defined

| HXY) == Plyy) S Plaidy;) log(P(xily;)) (2.35)
y; €Y z,€X

where P(y;) is the prior of y; and P(x;|y;) the conditional probability of z; given y;.
The information gain, also known as mutual information shared between variables X and Y, can be
expressed as:

[(X;Y)=HX)-HX|Y)= Y Y Plaiy; 1ogm (2.36)
T,E€X Y, €Y J

where P(z;,y;) is the joint probability. When the two variables are independent, the information gain
is null. Considering Y as the labels of the outcome, & as the current feature subset, and X; € S as a
specific feature of the subset, a feature selection score for introducing a new feature Xj to the subset
can be established based on a linear combination of information terms:

ImrMRr(Xi) = 1(Xp; Y Z (Xi; X (2.37)
X €S

The aim is to select features that have a strong correlation with the outcome (represented by the first
term (X%, Y)) while minimising correlation with other features (as penalised by the second term).
This effectively reduces redundancy. Higher scores (J,,,rarr) indicate greater feature importance, while
lower scores suggest features that can be discarded.

The number of selected features is not fixed and does not depend on the ML algorithm applied after-
wards. Hence, different classifiers may yield similar results with varying numbers of selected features.
Generally, the preference is for the lowest number of selected features that still yield high model per-
formance. In summary, the mRMR criterion maximises relevance while minimising redundancy, as its
name suggests.

2.4.10 Least Absolute Shrinkage and Selection Operator

The Least Absolute Shrinkage and Selection Operator technique, commonly referred to as LASSO, was
pioneered by [102] within the domain of penalised linear regression. It offers a compelling characteris-
tics: automated feature selection through the imposition of zero coefficients in the regression process.
Considering a data matrix X € R®*P where observations (@ € RP are characterised by p features,
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an ordinary linear regression can be described as y; = f (ilt(i); w) + wy = wl 2@ + wy, and optimal
parameters w are derived by minimising the £9 norm, or ordinary least squares:

W = argmin, g, ||[Xw — y||3 (2.38)

Penalised regression introduces another term representing the £, norm of the weights.
In LASSO regression, this is achieved using the £1 norm:

d = argmin,, g || Xw — y1[3 + Alluw]ls (2.39)

Here, A\ governs the strength of the penalty. This formulation equates to a constrained optimisation
problem:

. . 2

W = argmin,||, <¢||[Xw — y|[3 (2.40)

Practical constraints are imposed on learned parameters, with a narrower range of permissible coef-
ficients as the penalty intensifies. Sparse coefficients can be intuitively identified by examining the
constrained parameter space, which assumes a rotated square shape defined by ||w]||; < ¢ as can be
seen in Figure 2.6. Meanwhile, the least squares quadratic form exhibits an elliptical contour centred
on the least squares parameters. Typically, the elliptical contour intersects the allowed region at one
of its corners, leading to a selection of zero coefficients. This geometric trait renders the £ penalty
apt for feature selection, nullifying coefficients for non-informative features. Non-zero coefficients can
then be ranked based on the magnitude of their estimated values.

LASSO can be directly applied to regression problems or utilised to generate a feature subset for sub-
sequent classification models. It’s important to note that for coefficients to hold significant values,
data should be rescaled to a similar range. Additionally, the penalisation parameter requires tuning.
This typically involves a grid search across different parameters and iterative evaluation on test data
using mean square error for prediction assessment. Moreover, in addressing collinearity, the shrinkage
operator facilitates feature selection by nullifying the coefficient of one of the correlated variables.
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FIGURE 2.6: Example of the parameter space in penalised regression. The rotated square region represents

the constraints imposed by the £ norm, limiting the allowed region for the weights w. The contour of

the unpenalised least squares solution is shown with green ellipses centred at the best parameter w. One

can notice that the shape of the constrained region enhances the probability of finding intersections with
the axes with null weights, thus discarding the corresponding features.
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2.4.11 Unsupervised Discriminative Feature Selection

Another sparse learning approach, known as L2 1 norm regularised discriminative feature selection for
unsupervised learning (UDFS), combines discriminative analysis with the minimisation of the Lo
norm. This method leverages local information to extract discriminative features while also preserving
the data manifold structure. Local information has been demonstrated to be more crucial than global
information in both classification and clustering tasks [113]|. It offers an unsupervised approach to
feature selection, assuming linear separability of class variables without requiring label information.
Considering a dataset as a matrix X € R™*P with n, p respectively the number of samples and features,
one can define the centred data as:

. 1
X =H,X with H, =TI, -1,11 ¢ R™" (2.41)
n

and 1,, € R" is a column vector with all unit elements. Then one can define the label matrix in terms
of one hot encoding as Y = [y1, ..., ya]? € {0, 1}"*M where M is the number of classes.

In a similar fashion one can define the scaled label matrix G =[Gy, ..., G,]T = Y(YTY)~1/2,

From those matrices one can define the total scatter matrix encoding the overall variability or dispersion
of the data in the entire dataset as:

n

Sy = Z(:U2 —w)(x; — )t = XXT (2.42)
i=1

where p is the mean of all samples, and the between scatter matrix encoding variations between
different classes in the dataset:

M
Sy =Y ni(ui — p) (s — )" = XGGTXT (2.43)
=1

where p;, n; are respectively means and number of samples of class .

With the objective of maximising Sp while minimising S, a local set of k-nearest neighbours is con-
structed for each data point z;, denoted as Ni(x;), comprising x; and its k nearest neighbours.

This set enables the definition of a local data matrix, X; = [z;, i1, ..., Ti%), along with the local scatter
matrices:

SO = Xi"Xi", 8\ = X,G(1)G(i)TXT, where X; = X;Hy1 (2.44)

and a selection matrix P; € {0,1}"*(*+1) such that G(i) = PI'G.

Subsequently, in the absence of label information, UDFS assumes a linear classifier W € RP*M that
maps each instance z; € RP to its class G; = WTz; € RM,

Finally, a local discriminative score, denoted as D.S;, can be defined as:

DS; = Tr (817 + A) 57| = Tr [WTXS KT (XX + ) %,8TXTW | (2.45)

with € a parameter for invertibility. A larger value of DJS; indicates that W possesses strong discrim-
inative ability for the datum x;. The objective is to find the optimal W that achieves the highest
discriminative score for all instances, while incorporating an L1 penalty for sparse feature selection,
thus minimising the following function:

n

Coprs = {Tr [G@HWG@} . DSZ} F|W]

=1

2.1 (2.46)
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where A is the parameter controlling data sparsity. Similar to LASSO, once the optimal W is found,
features corresponding to null coefficients can be discarded or ranked based on their weights.

2.5 Evaluation metrics for performance assessment

The most common approach to evaluating a model’s predictive capabilities is by estimating its general-
isation error. Depending on the dataset’s size and characteristics, different evaluation methods can be
employed. When ample data is available, a straightforward approach involves dividing the dataset into
two subsets: a training set for model training and a test set for evaluating generalisation performance.
Typically, the majority of the data, such as 80-90%, is allocated to the training set, with a smaller
portion reserved for evaluation. This setup allows for a reliable estimate of the generalisation error in
cases with a large dataset. In cases where models require extensive hyperparameters tuning, a portion
of the training set is often set aside for hyperparameters validation. This step helps in selecting the
optimal hyperparameters before assessing the model’s performance on the test set.

However, when data is limited, this partitioning may not be feasible. To address this challenge, k-fold
cross-validation comes to the rescue. In k-fold cross-validation, the dataset is divided into k& nearly
equal-sized portions or folds. The model is trained using k — 1 folds and validated on the k-th fold to
estimate the prediction error. This process is repeated for all fold combinations, resulting in k different
estimates of the prediction error. These estimates are then averaged to produce a single estimate of
the average generalisation error. Moreover, fold subdivision for small datasets can also have an impact.
For this reason, repeated k-fold cross-validation is often performed, generating the sets of folds N times,
resulting in N - k estimates of model performance.

When comparing different models, it’s essential to consider not only the average estimation error but
also its variance. A model with slightly lower performance but lower variance may be preferred, as it
indicates greater reproducibility and robustness. Thus, models with lower variance are often favoured,
even if their performance is slightly inferior.

Various evaluation metrics have been defined and widely used for both classification and segmen-
tation problems. Segmentation can be viewed as a pixel or voxel-wise classification, allowing for the
application of common definitions. In binary classification, each instance of a dataset is assigned to one
of two classes, typically corresponding to positive or negative class labels. Many common classification
models provide a continuous output in terms of membership probability. To obtain the final outcome
class, a binarisation threshold must be applied.

Considering the true class labels, different situations arise:

e a positive instance correctly classified as positive, corresponding to a true positive (TP);
e a positive instance incorrectly classified as negative, leading to a false negative (FN);
e a negative instance correctly classified as negative, resulting in a true negative (TN);
e a negative instance incorrectly classified as positive, resulting in a false positive (FP).

Given the various scenarios outlined above, several metrics have been defined and are commonly
employed to evaluate classification performance:

1. Accuracy: the most common metric used in classification, defined as the ratio of correctly
classified samples over the total number of samples:

TP+TN
TP+TN+ FP+ FN

accuracy =

(2.47)
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However, accuracy may not be suitable for all datasets due to its sensitivity to class imbalance.
Even with very poor results on the minority class, accuracy can be high if the class of interest
represents a small subset.

2. Precision: defined as accuracy but limited to positive predictions, the ratio of true positive
predictions to the total positive predictions (TP + FP):

TP

—_— 2.4
TP+ FP (248)

precision =
Precision is particularly useful in medical fields where the impact of false positive predictions
is high, ensuring reliable predictions. However, precision alone is insufficient for performance
estimation, as models generating very few positive predictions can still yield high precision.

3. Sensitivity (Recall, or True Positive Rate TPR): The ratio of true positive samples over the
total number of positive instances (TP + FN), measuring how well the model captures positive

instances: TP
itivit I, TPR) = ——— 2.49
sensitivity (recall, ) TPLFN (2.49)

Precision and sensitivity have an inverse relationship; as one increases, the other decreases. In
medical contexts, high sensitivity is often preferred to identify all possible diseases, even at the
expense of some extra false positives.

4. F1 Score (Dice Index): A metric combining information from both precision and recall, defined
as the harmonic mean of precision and recall:
2-TP

F1 (dice) = 25
(dice) = 5 7 p T FP L FN (2.50)

A high F1 score indicates a good balance between precision and recall, crucial for unbalanced
datasets where a similar weight is desirable for both metrics.

5. Specificity: Also known as the true negative rate (TNR), the percentage of false samples cor-

rectly labelled:
TN

TN+ FP

This metric is essential to evaluate the rate of false positives, especially in medical diagnostics.
It can be used to derive also the False Positive Rate (FPR), defined as FPR = 1 - TNR.

specificity (TNR) = (2.51)

All these metrics serve as valuable tools for monitoring model performance.

However, the most commonly employed method for assessing the predictive accuracy of classifiers is
the receiver operating characteristic (ROC) curve. ROC curves plot the true positive rate on the y-axis
against the false positive rate on the x-axis, providing a concise representation of the trade-off between
benefits (true positives) and costs (false positives). When a discrete classifier is utilised, a single point
in the ROC space is presented. When probabilistic classifiers are utilised, multiple points are defined
in the ROC space, each corresponding to a choice of the binarisation threshold. By continuously
varying the binarisation threshold, a curve can be traced in the ROC space. An example is depicted
in Figure 2.7. Several notable points in the ROC space are worth mentioning. For instance, the origin
(0,0) represents a classifier that makes no positive predictions, thereby avoiding both errors and true
positive predictions. Conversely, point (1,1) indicates a model that unconditionally predicts positive
classes. The point (0,1) represents the ideal scenario of perfect classification, with a null false positive
rate and a perfect true positive rate. Classifiers with performances located in the top left side of
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the ROC space demonstrate good performance. It is important to note that a ROC curve provides
an estimate of the relative prediction score, as calibrated predictions are not necessary for simply
discriminating positive from negative instances [25].

While the ROC curve offers a comprehensive 2D representation of model performance, comparing
models may require a single performance value. A common approach to condensing the information
from the ROC curve into a single scalar is to calculate the area under the curve (AUC). The AUC,
which ranges from 0 to 1, reflects the classifier’s discriminatory power, with higher values indicating
better performance. Notably, even a random classifier achieves an AUC of at least 0.5, with increasing
AUC values indicating progressively better classifier performance. Generally, classifiers with an AUC
above 0.8 are considered good, indicating strong predictive power, while values below this threshold
suggest more discrete predictive ability.

ROC Curve
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== chance level (AUC = 0.5)
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FIGURE 2.7: Example of ROC curves and corresponding AUC levels. The diagonal line represents

the performance of a random classifier, while the various curves depict increasingly superior per-

formances. The top-left corner represents the perfect classification scenario, while the other curves
illustrate varying levels of AUC.

Overall, depending on the specific case, the choice of one metric over another will be more appropriate.
In the subsequent chapters covering segmentation and classification, various metric choices will be
employed to address different tasks.



45

Chapter 3

Development of the lesion segmentation model

In the realm of medical imaging, lesion segmentation has emerged as a crucial tool for monitoring
tumour progression and delineating the region of interest to extract radiomic features, facilitating the
characterisation of lesions and the development of radiomic models. Traditionally, this task has been
performed manually by expert radiologists. However, the inherent variability between operators can
significantly impact subsequent image analysis, particularly in radiomic feature extraction. There-
fore, assessing compatibility and variability among operators is essential to ensure reproducibility and
minimise bias in further analysis. Consequently, the development of automated models has become
increasingly popular to mitigate the effects of human variability.

This study seeks to establish a comprehensive radiomic pipeline, commencing from the segmentation
phase, providing an automated segmentation approach specifically designed for malignant breast le-
sions in DCE-MRI using a limited dataset comprising 131 cases.

This chapter will initially focus on selecting appropriate evaluation metrics to compare segmentations,
crucial for analysing interobserver variability and establishing benchmarks to evaluate Al-generated
results against ground truth, laying the foundation for subsequent model development. Among the
most used scores emerges the Dice index representing the degree of overlap between two segmentations.
A subset of segmentations, evaluated by two different radiologists, will be compared and analysed, re-
vealing generally good overlap (median Dice score of 0.79 with an interquartile range of 0.70-0.85).
However, systematic differences in size will be observed, with one operator tending to maintain larger
margins and identify more small components.

After evaluating the variability among different operators, indicating the necessity of transitioning to
automated segmentation methods, a comprehensive literature review is performed, revealing a growing
interest in deep learning techniques, especially convolutional neural networks like the U-Net architec-
ture. With these insights and considering available hardware resources, a customised model based on
the V-Net architecture will be proposed, comprising two stages for segmenting whole breast tissue and
lesions. The proposed model’s characteristics and limitations will be discussed, revealing its moderate
performance in lesion segmentation (median Dice score of 0.73 with an interquartile range of 0.53-0.84),
which still aligns with operator performance. Despite the challenges presented by the limited size of the
dataset, there is still room for enhancing the segmentation process to achieve more unbiased results,
independent of the radiologist’s level of experience.

3.1 Manual segmentation challenges

Before delving into the segmentation stage, let’s first introduce the dataset of interest for the study.
The retrospective study deals with a cohort of 131 women who underwent DCE-MRI before receiving
NAC under the supervision of the Azienda Ospedaliera Universitaria Integrata Verona between Jan-
uary 2016 and November 2021. These women presented at least one malignant breast lesion, including
cases with multicentric and multifocal tumours. The imaging protocol for all patients involved DCE-
MRI with a 3T field on the same scanner (Achieva Philips Medical Systems, Cleveland, Ohio, USA)
utilising the THRIVE sequence (T1-weighted high-resolution isotropic volume examination), fat satu-
rated (SPAIR, TE= 2 ms, TR= shortest) acquired before and after the intravenous administration of a
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gadolinium-based contrast agent, 0.2 mL/kg of gadobenate dimeglumine or 0.1 mL/kg of Gadoteridol
(Bracco Imaging, Milan, Italy), followed a 20 mL saline flush, with a temporal resolution of 90 s. The
study was approved by the Institutional Review Board of the Hospital. Patients provided consent for
the anonymised processing of their data, and images were processed in NRRD file format, ensuring
the absence of any personal information. After image subtraction, segmentation was performed on the
second subtracted post-contrast image, the one that presents the maximum contrast enhancement for
malignant lesions.

A portion of the dataset is used to investigate interobserver variability, with 72 cases for which two
expert radiologists independently delineated ROIs according to a common procedure. The remaining
cases were segmented only by one radiologist. Lesions were delineated slice-by-slice using the software
3D Slicer (https://www.slicer.org) and finally interpolated, smoothed, and merged to form a unique
volume of interest exported as a binary mask.

The segmentation process is inherently time-consuming, mainly due to the significant number of slices
within each image. The images were acquired in 3D at high resolution across all planes, with voxel
spacing ranging from a minimum of 0.7, 0.7, 0.5] mm to a maximum of [1, 1, 1.1] mm, and an overall
median spacing of [0.89, 0.89, 0.95] mm. The sizes of the images varied from a minimum of [352,
384, 120] to a maximum of [528, 528, 392|, with a median size of [384, 384, 180|. This means that
radiologists were required to examine up to 392 slices to locate a lesion for segmentation. However, in
practice, operators often annotated only a subset of these slices, resorting to interpolation techniques
to fill the gaps in the annotation process. Additionally, the process allows for a variety of morphological
operations, such as the application of smoothing kernels with varying shapes (e.g., Gaussian, median,
etc.) and sizes. Unfortunately, this practice diminishes the feasibility of building extensive datasets
with comprehensive manual annotations, limiting the potential for in-depth lesion feature analysis.
Hence, automation becomes crucial in augmenting the number of annotated databases.

The entire dataset will be leveraged to construct an automated segmentation pipeline. The segmen-
tation model also necessitated delineating the entire breast ROI, a process similarly conducted by two
different operators. The automated process will utilise delineated ROIs for both lesions and breast
area in a balanced proportion from the two operators to mitigate human bias.

3.1.1 Measures for segmentation comparison

Considering a medical image of volume V = w - h-d = n with w, h, and d, respectively, width, height,
and depth in terms of the number of voxels, the whole volume can be represented as a set of points
X =A{z1,...,zn}
One can define the segmentation performed by the operator j = {1,2,...} as the partition
. 1 ifzes:

S; = {S%, 8B} of X associated with the membership function fi(z) = ) J fori=1L,B,

7 J 0 ifzé¢s]
where S represents the identified lesion and S® is the background.

To evaluate the agreement between different segmentations, various metrics can be used depending
on the specific task [99]. One can distinguish distinct categories, each with its own advantages:

e overlap based metrics: compare both the location and the size of the lesion;

e volume based metrics: compare just volumes neglecting shape, alignment and position (im-
plicitly assuming that segments are always aligned), leading to a meaningful comparison only
when alignment and overlap are high;

e distance based metrics: focussing on accuracy of the boundaries and shape, provide more
precise information on position and distances where overlap-based metrics fail. In general quite
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sensitive to outliers with possible tendency to over-penalisation (e.g. the case of the Hausdorff
distance).

The requirement to focus more on alignment and extent rather than accuracy on boundaries led to the
choice of the most common overlap-based measure, the Sgrensen-Dice coefficient [22],[93], defined as
follows:

St NS
DSC =2 ———=— (3.1)
S|+ 185
or it can be equivalently expressed in terms of the related Jaccard index [41] J:
J . |SF NSk
DSC =2 -—— with J= —+—2 3.2
A SFUSH 32

Despite being numerically different, DSC' and J measure the same aspects and provide an equivalent
ranking of the agreement between the segmentations. It should be noted that unlike the Jaccard index,
the Dice score is not a metric as it does not satisfy the triangular inequality. Instead, it should be
regarded as an overlap measure. However, despite this limitation, the Dice score is more commonly
used due to its more immediate interpretability.
However also volume based metrics can be useful especially to discover possible bias between the oper-
ators, for this reason one can introduce also the relative size difference between the two segmentations
defined as follows: .

RSD = M - (3.3)

ST

where ST is considered the reference segmentation. The distribution of RSD provides information on
possible systematic differences between observers.

Other sources of variability between operators refer to the intrinsic topology and geometry of seg-
mented regions; in particular, one can identify and compare the number of disconnected components
defined in each segmentation. Finally, a visual inspection of the segmentations also plays an important
role in confirming the agreement of the operators.

Proposed method
The evaluation of the interobserver variability was performed according to the following procedure:

e preliminary check: before comparing the segmentations, it is necessary to verify that the masks
are defined in a space of the same dimensionality (the same number of voxels and the same voxel
size) and aligned (the same spatial origin). In case the operators performed further operations
on the original images varying those attributes, one has to perform subsampling of the mask in
the space with higher dimensionality, to match with the other, and apply a translation to get
spatial alignment. These steps clearly may introduce a little source of error related to the discrete
nature of binary segmentation.

e overlap-based comparison: masks are compared voxel-by-voxel to obtain an estimate of the
overlap by means of the Sgrensen—Dice coefficient;

e volume-based comparison: segmentation volumes are calculated as the cardinality of each
point set and compared using the relative size difference;

e visual inspection: masks are visualised as 3D volumes in Slicer to check further anomalies
that have not been captured by the previous metrics (possible identification of lesions located at
different sites, discrepancies number of disconnected components, etc.).



48 Chapter 3. Development of the lesion segmentation model

3.1.2 Interobserver variability

The proposed method for estimating variability among different operators was applied to a subset
comprising 72 lesion segmentations provided by two different radiologists. In some cases, resampling
and alignment were necessary, assuming that any error introduced during these corrective procedures
is negligible; the results are presented as follows. One can observe in Table 3.1 the summary of the
results of the selected metrics. A raw estimate of the mean scores, along with their standard deviation,
is not sufficient for both the Dice index and the relative size difference. It is necessary to examine
the distribution, as both distributions are highly skewed and do not resemble a Gaussian. In such
cases, simply taking the mean would underestimate the performance. Therefore, for completeness, the
median together with the interquartile range is also reported. With regard to the overlap estimated

metric mean oy skewness median IQR min max
DSC 0.74 0.18 -2.1 0.79 [0.70-0.85] 0.09 0.92
RSD 0.6 1.8 5.2 0.2 [0.1-0.5] -0.9 125

TABLE 3.1: Summary statistics of Dice similarity coefficients and relative size differences
between two operators

using the Dice index, overall good agreement appears to be achieved between the two observers, with
a median value of DSC = 0.79 and an interquartile range of 0.70-0.85. An histogram of the obtained
DSC is illustrated in Figure 3.1, revealing a negatively skewed distribution with a long tail at very
low values. There are 6 of 72 masks that are significantly in poor agreement with DSC < 0.5, and
a small component with 0.5 < DSC < 0.7. The former cases might be related to ambiguous lesions
that were differently interpreted by the two operators, while the latter could be attributed to intrinsic
interobserver variability. Despite the few pathological cases, one can assume that the two observers
have optimal agreement for most of the cases, as one can see from the peaks in the histogram above
0.8. However, the origins of the discrepancies should be further investigated using other metrics.

251 | e Mean: 0.74 (0s:0.18)
Median: 0.79 (IQR: 0.70-0.85)

Frequency [-]

00 01 02 03 04 05 06 07 08 09
DSC [-]

Fi1GURE 3.1: Distribution of Sgrensen-Dice coefficient, showing an overall good agreement despite
the presence of some anomalies with very low DSC.
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Systematic effects were investigated by comparing mask volumes and calculating the relative size
difference. A scatter plot illustrating the sizes of the two segmentations in terms of the number
of voxels (using the same spacings) is depicted in Figure 3.2. Here, it is evident that most of the
points lie on or above the line representing equal sizes (|S¥| = |SF|), indicating that one of the two
radiologists (operator 2) consistently generates larger segmentations. In Figure 3.3 also the histogram
of RSD values is shown, and one can see that in most cases RSD is positive, which implies that the
masks produced by the second operator are always larger than the ones produced by the first.
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FIGURE 3.2: Scatterplot illustrating segmentation sizes, revealing a consistent trend where the sizes
generated by operator 2 are consistently larger than those generated by operator 1.

This can be regarded as a systematic difference in one operator keeping larger boundaries around
lesions or analogously in the other keeping a minimal distance. Some extreme points can again be
observed at very positive values, synonyms of important differences in size between the delineated
tissues, possibly due to the ambiguity of the lesion leading to misidentification of noncancerous tissues
in some regions by one of the two operators.

In the end, both cases with good agreement according to the previous metrics and the anomalies
were examined by visual inspection. Different situations occurred and the main possibilities can be
summarised with the examples reported in Figure 3.4. Each figure shows the 3D visualisation of the
segmentation in Slicer, respectively, in red, the mask depicted by the first operator, and in transparent
green, the mask defined by the second operator.

Most instances with high DSC' and almost zero RSD are characterised by a very compact lesion,
as shown in Figure 3.4a. Such cases seem to be easily identified and less subject to interobserver
variability; however, when the number of lesions increases and the shape becomes more irregular, the
variability between observers becomes more and more evident.

An example of more complicated segmentation is shown in Figure 3.4b, where both operators identify
two separated lesions. The second operator selects a much larger volume and maintains a coherently
larger boundary with respect to the first operator, leading to a modest agreement on overlap since the
first mask is almost entirely enclosed in the second. However, despite the overlap the volume difference
becomes relevant.
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FI1GURE 3.3: Histogram of relative size difference showing a general positive trend corresponding to
bias between operators. Some outliers are present at very high positive values, whereas a zoom of
the peak region shows that the median value is not centred in 0 but instead at positive values.

Another situation occurs when the shape of the lesion is quite irregular, even with an acceptable
overlap, one can see in Figure 3.4c that the topology of the lesion is actually different, while the main
larger components have similar segmentation, the number of smaller components identified by the two
observers no longer matches, and the second operator tends to always select a larger region with much
more small fragments.

Analogously one can see that in other cases, as shown in Figure 3.4d, the overlap is minimal, the
volume difference is quite important, and even boundaries of the main component are significantly
different between the two operators.

Overall, visual inspection confirmed good compatibility in most of the cases, but also underlined the
presence of defined differences between operators, that can be characterised as:

e Systematic size differences: tendency of placing always larger or smaller boundaries around
lesions, producing actually very different volumes also for the main lesion;

e Differences on small components: disagreement on number, size and location of smaller
ambiguous components, possibly dependent on the personal experience achieved by the observer.

e Shape differences: tendency to prefer more convex disk-shaped segments or more irregular
star-shaped domains rich in irregular protrusions.

As a final consideration, the presence of small disconnected components with no one-to-one correspon-
dence actually makes it difficult to use simple distance-based metrics that have both an ambiguous
definition and an evident enhancement for even very small outliers. For these reasons, a further
distance-based comparison does not give significant results and has not been reported.

In consideration of the evaluation metrics and visual inspection, it is evident that most of the masks
generated by the different operators were compatible. However, notable differences in extension, geom-
etry, and topology persist, which make each operator distinctly distinguishable from the others. These
differences can compromise the reproducibility of the results and hinder further detailed analysis, for
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(A) optimal agreement (DSC = 0.90, RSD = —0.07) (B) modest agreement (DSC = 0.66, RSD = —0.91)

(c) poor agreement (DSC = 0.58, RSD = —1.3) (D) very poor agreement (DSC = 0.33, RSD = —1.9)

FI1GURE 3.4: Examples of masks differences with lesions of different degrees of complex-
ity.

instance, discrepancies could appear in the extraction of radiomic features but also in monitoring the
lesion size over time. In the end, in light of these observations, it becomes apparent that the potential
differences and biases encountered in manual lesion segmentation could be effectively mitigated by
leveraging automatic algorithms. By relying on automated processes, the inherent subjectivity and
variability associated with manual segmentation might be minimised, thereby enhancing the reliabil-
ity and reproducibility of the results. Thus, guided by these considerations, the idea of developing a
customised automated pipeline emerged.

3.2 Literature review on segmentation techniques

A systematic literature review was conducted to examine the current landscape of breast lesion seg-
mentation, focusing primarily on studies published from 2013 to 2023. PubMed (US National Library
of Medicine, http://ncbi.nlm.nih.gov/pubmed) and Google Scholar (http://scholar.google.it)
were utilised as primary databases, employing keywords such as ’breast MRI lesion segmentation’ and
related terms. The key trends are summarised here for conciseness, whereas a more detailed explo-
ration is provided in Appendix A.

A significant portion of the identified studies lacked specificity regarding segmentation methodologies,
incorporating it at various stages without detailed emphasis. Among these, manual segmentation
methods were prevalent, followed by semi-automatic approaches such as pre-built software, level-set
methods, and thresholding combined with manual refinements or convex hull algorithms. Region grow-
ing algorithms, notably employing the random walker, were also utilised in several cases. For automatic
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segmentation, clustering techniques were commonly employed, with Fuzzy C-means being the most fre-
quently utilised algorithm, followed by k-means and Gaussian Mixture Models. Some studies explored
alternative methods such as Markov Random Fields and active contour models like Gradient Snake
Vector Flow. In studies specifically focused on segmentation techniques, a diverse range of methods
were observed. Overall, many studies divided segmentation methods into two stages: initially seg-
menting the entire breast tissue to narrow down the area of interest for lesion detection, followed by
a specific focus on lesion segmentation. Whereas a minority of studies directly applied segmentation
to the entire images. For breast segmentation, various techniques were employed, ranging from simple
straight lines and marking points to more advanced probabilistic atlases and clustering methods such
as fuzzy c-means (FCM). In recent years, the use of convolutional neural networks has gained traction,
showing interesting performances in the segmentation of whole organs and tissues, including breast.
Regarding lesion segmentation, early approaches focused on clustering techniques, level sets, and active
contour models. Some studies utilised time intensity curves for time series analysis to inform clustering
algorithms as FCM, while others employed energy functionals and background distribution for active
contour models based on level sets. Region growing methods and shape priors were also explored,
along with techniques addressing the temporal dimension using independent component analysis.

A notable trend emerged with the rise of deep learning, particularly CNN based on the U-Net architec-
ture, which saw increasing adoption for lesion segmentation. Studies utilised U-Net and its variations,
often incorporating different inputs such as single time points, triple time points and multiple images
from DCE-MRI series or other complementary modalities. Hierarchical CNNs, patch-based methods,
and 3D models were also investigated, with U-Net consistently demonstrating promising results across
various approaches. Furthermore, semi-supervised methods were employed to tackle the challenge of
limited labelled data, showing promise in leveraging also unlabelled slices for improved segmentation
accuracy.

A prevalent characteristic among the studies, with few exceptions, was the utilisation of small datasets,
which inherently limits the generalisability of their findings. Additionally, it is noteworthy that the
majority of studies focused on segmenting 2D slices rather than 3D volumes, likely due to datasets
having low resolution along the cranio-caudal direction. Many studies employed 2D segmentation on
individual slices and subsequently merged them to generate a final 3D segmented volume. Others
applied 2D approaches to each plane separately and then reconstructed the final image. Furthermore,
as highlighted by [27], the training and testing procedures often involved only the slices containing le-
sions, yielding promising results but operating under the assumption that the correct slices are already
known and selected. However, a fully automated procedure should ideally be applicable to the entire
image. Results obtained solely from lesion-containing slices may lack generalisation to generic volumes,
as they might produce false positives in regions with similar enhancement. Unfortunately, the rationale
behind this selection criterion is not consistently explained across studies, making it challenging to dis-
cern such cases. Moreover, there is variability among studies regarding the sequences of images used,
and in some instances, different imaging techniques and parameters have been employed. The utilisa-
tion of fully 3D images and the incorporation of the temporal dimension in dynamic contrast-enhanced
MRI have been explored to a limited extent, with only a few studies directly addressing 3D images
rather than 2D slices. This preference for multiple 2D models trained across the three planes may stem
from the considerable computational burden and resources required to train fully 3D or 4D models.
Consequently, direct comparison of segmentation model performance across studies is challenging, and
selecting an appropriate segmentation model based solely on the literature is not straightforward.

3.3 Model Development for Lesion Segmentation

After conducting a comprehensive literature review, the development of an effective lesion segmentation
approach requires thoughtful consideration of both the dataset’s nature and the available computational
resources. A significant portion of prior studies focused on 2D approaches, employing the analysis of
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MRI data slice by slice. While this methodology holds particular relevance for 2D MRI acquisitions
that excite single slices at a time, its applicability also extends to high-resolution 3D images. From a
computational cost perspective, the analysis of individual 2D slices proves less resource-intensive and
yields a higher number of training elements. However, 3D models, in contrast to their 2D counterparts,
capture spatial relationships and intricate features more holistically, providing a nuanced representation
of lesions. This is especially advantageous in detecting smaller lesions, where the three-dimensional
context becomes pivotal.

Other considerations should be made regarding the number of temporal points in the DCE sequence.
Generally, the use of more than one point yields improved results, as indicated for instance by works
of Galli et al. [27], Piantadosi et al.[76], Vidal et al. [106] and Zhu et al. [121]. The inclusion of
multiple time point results useful especially when dealing with various lesion types, given the variation
in enhancement curves across cases. However considering the specific case under study, focusing solely
on malignant lesions, opting for a single significant point in the sequence might be a suitable choice.
Since all images exhibit the same type of enhancement curve, this approach not only aligns with the
objective of the study but also alleviates the computational burden.

Considering this perspective within the context of the 3D DCE-MRI dataset under examination, the
study aims to develop a full pipeline capable of recognising and segmenting lesions starting from a
single DCE-MRI image. To fully leverage the high resolution in all three dimensions, the preference
is for the use of a 3D model. The segmentation approach will utilise a single time point, specifically
chosen as the second subtracted image, which typically exhibits the most significant enhancement
across all available cases. This time point also aligns with the one commonly used by radiologists for
manual segmentation.

3.3.1 Model architecture

From the perspective of network architecture, excluding approaches that process volumes slice-wise,
modification of the most used U-Net to 3D have been considered, as 3D U-Net [18] and V-Net [65],
both leveraging volumetric convolutions, have emerged with similar promising performances. Inspired
by the original U-Net [84], these architectures are designed as generalisations to 3D volumes. The
U-shape structure is the hallmark of these architectures, as can be seen from figure 3.5, with the left
side used for contraction to capture context, progressively reducing the input signal size and increasing
the receptive field, while the right side is employed for expansion, allowing precise localisation and
returning to the original input size.

The contraction path consists of multiple stages with the following structure:

1. Repeated application of convolutions each one followed by a non-linear activation unit;

2. Downsampling, doubling the number of channels, to increase the depth of feature maps (allowing
to employ additional filters in subsequent convolutional layers to enhance the network’s capacity
to capture increasingly intricate patterns and structures within the data).

The expansion path includes:

1. Upsampling, halving the number of channels, to increase the spatial dimensions of the feature
maps recovering higher spatial resolution;

2. Concatenation with feature maps from the corresponding stage of the contraction path, to com-
bine high-resolution details with the abstract features learned in deeper layers;

3. Repeated application of convolutions each one followed by a non-linear activation unit.

The final output is obtained at the end of the expansion path through:
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1. A final convolutional layer, reducing the number of output channels to the desired number of
labels;

2. Conversion of final feature maps to probabilistic segmentations by applying an activation func-
tion.
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FIGURE 3.5: Schematic view of V-Net architecture. Adapted from [65].

The choice between 3D U-Net and V-Net requires delving into specific details of each model’s layer
structure. 3D U-Net employs four stages in the contraction path, utilising two subsequent convolutions
of size 3x3x3 voxels in each. Following this, a copy of the last output is forwarded to the expansion
stage, and downsampling is achieved through a 2x2x2 max-pooling layer leading to the subsequent
stage. In the expansion path, upsampling is conducted using a 2x2x2 convolution with a stride of 2.
After each upconvolution, the output is concatenated with the one from the contraction path, thereby
preserving fine-grained details lost in the contraction path. This process spans four stages, with the
first three consisting of two subsequent convolutions of size 3x3x3 voxels, and the last stage involving
a single 1x1x1 convolution leading to the output. Batch normalisation and ReL.U non-linearity are
applied after each convolution in every stage.

V-Net, on the other hand, presents some differences, as depicted in Figure 3.5. Both downsampling and
upsampling are performed with a 2x2x2 convolution and a stride of 2. As suggested by [94], substituting
the max-pooling layer with a convolutional layer using an appropriate stride can preserve accuracy
without any loss. This replacement provides an extra advantage of reducing memory usage during the
training stage, as the storage of switches mapping the pooling output to the original input is no longer
necessary for backpropagation. However, it’s essential to note that the use of more convolutional layers
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also increases the number of tunable model parameters and adds to its overall complexity. Another
distinction is the utilisation of a parametric ReLU non-linearity (PReLU), enhancing accuracy and
convergence with a learnable parameter for the slope. Additionally, the architecture includes a slightly
more complex structure with five stages in both the left and right paths. In the contraction path,
the first stage comprises a single 5x5x5 convolution, the second stage involves two subsequent 5x5x5
convolutions, and the remaining stages use triple 5x5x5 convolutions. Similarly, in the expansion
path, the first two stages incorporate triple convolutions with a 5x5x5 kernel, followed by a stage with
two bxbx5 convolutions, another with a single 5xbx5 convolution, and finally, the last layer consists
of a 1x1x1 convolution producing the final output channels. These channels are then converted into
probabilities through a final softmax function. A distinctive feature of V-Net lies in the dual use of
the input at each stage, which undergoes subsequent convolutional layers and non-linearities, and is
simultaneously employed to learn a residual function by adding it to the output of the last layer of
the stage before up or downconvolution. Similar to U-Net, the features extracted at the end of each
contraction stage are forwarded to the right path to preserve fine details in the final prediction.

After evaluating the architectural nuances between V-Net and 3D U-Net, the distinctive features of V-
Net led to its selection for our lesion segmentation task. It is worth noting that the field of medical image
segmentation is dynamic and continuously evolving. In some studies, such as [110], minimal differences
in performance were observed between these architectures, suggesting that further improvements, such
as the incorporation of attention layers, could be explored for enhanced segmentation outcomes.

3.3.2 Segmentation pipeline

In designing an effective pipeline for lesion segmentation using the V-Net architecture, practical chal-
lenges related to diverse image resolutions and GPU limitations must be considered. The available
dataset comprises images with varying resolutions, influenced by the Field of View (FOV) and individ-
ual patient characteristics. These images encompass not only the lesion region but also a full section
of the torso, including other organs exhibiting similar enhancement to the lesion, introducing the po-
tential for error. Given the computational expense of training a complex CNN, GPU acceleration is
essential. However, GPU limitations necessitate careful selection of image sizes for efficient training.
To address these challenges, a two-stage approach was employed, consisting in a first model to segment
the whole breast and a second model to segment lesions within the breast ROI.

Stage 1: breast segmentation model

To mitigate the analysis of undesired tissues and reduce image size, a model was developed to define
the breast area. Raw breast segmentations, with ample borders, were used to train an initial V-Net
architecture. Downsampling to a common lower resolution, compatible with available GPU capacity,
was performed. As this stage focused on defining the breast area, downsampling did not compromise
the required features, which are not dependent on fine-grained details. The resulting downsampled
images and breast area segmentations were used to train a V-Net, producing a model that effectively
restricts the area for further lesion detection. Post-processing involved morphological operations to
obtain a mask with the original image resolution and smooth boundaries.

Stage 2: lesion segmentation model

Original images were cropped using the largest 3D bounding box containing the breast mask. Intensity
values outside the breast mask were masked with a fixed background value. Despite a significant
reduction in image size, it remained too large for direct GPU processing. To capture fine-grained
features while preserving resolution, images were lightly downsampled to a common resolution and
divided into smaller 3D patches. The training of a V-Net involved using these patches, containing both
lesion and background areas, enhancing the network’s capabilities and reducing the risk of overfitting.
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The trained model is applicable to any single high-resolution volume patch. Lesion segmentation across
the entire breast area is achieved by applying the model in an overlapping and tiled manner to ensure
comprehensive information coverage.

Once the models have been trained, the final segmentation pipeline is applied as described in Figure
3.6, which involves the following steps:

1. heavy downsampling of the original image and application of the breast mask model;

2. postprocessing of the breast mask by upsampling to recover the original image resolution, followed
by cropping and masking the area outside the breast mask;

3. moderate downsampling, if necessary, to reach unitary spacing, and division of the image into
different sets of overlapping patches, then the lesion model is applied to all patches;

4. reconstruction of the final segmentation image using information from all patches by merging all
the outputs;

5. eventual tuning of the segmentation threshold, if required, to refine the segmentation.

After defining the overall pipeline, the customised implementation details will be discussed in the next
sections.

3.3.3 V-Net implementation and parameters

As discussed in Chapter 2, the training process of deep neural networks shares similarities with simpler
supervised algorithms, involving the formulation of a cost function and utilising gradient descent to
iteratively minimise it to find optimal parameters [63]. However, the presence of multiple layers in
deep neural networks introduces a higher number of tunable parameters, escalating the computational
complexity.

Output channels

In the original implementation of V-Net by Milletari et al.[65], the network takes as input a 3D image x
of dimensions 128x128x64 voxels. At the output layer, it acts as a classifier with a softmax activation,
providing two channels 4 and y', defining respectively the probabilities of belonging to the background
class 0 and to the class of interest 1. However, considering the simple binary classification task involving
only discriminating voxels of interest (breast in the first stage and lesion in the second stage) from
background voxels, the network can be simplified to have a single output channel passing through a
sigmoid activation. This output map assigns to each voxel ¢ the probability of belonging to the category
of interest, denoted as p(y;) = p(y; = 1|x;; w), where w represents the weights learned by the model.
The predicted segmentation is then derived by categorising voxels with p(y;) > pin as category of
interest, and those with p(y;) < pynr as belonging to the background class. This thresholding process
serves as a binary classification criterion for determining the presence of the object of interest within the
segmented output. In general, predicted masks are commonly obtained using a binarisation threshold
of 0.5. However, this fixed threshold may not always be the optimal choice, particularly considering
the characteristics of the model and the complexity of the data, especially in scenarios with high class
imbalance and intricate background conditions. To address this variability, segmentation masks can
be generated using a range of different thresholds. Evaluating the performance across these various
thresholds allows for the determination of the most suitable threshold choice based on the specific
characteristics of the dataset. This approach provides flexibility in adapting the binarisation threshold
to the nuances of the data, ensuring a more robust and context-aware segmentation outcome.
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Cost function and evaluation metrics

Among the pivotal elements in the implementation of the neural network, the selection of both the loss
function and performance metrics holds significance, as highlighted by [100]. It’s crucial to note that
while both the loss function and performance metrics contribute to performance evaluation, they serve
slightly different purposes and possess distinct properties. The loss or cost function plays an active
role in the model training phase, serving to optimise the model’s parameters by quantifying the dis-
parity between predicted and expected outputs. The primary objective during training is to minimise
this cost function. However, it’s important to acknowledge that these functions often have arbitrary
scales, posing challenges in interpretation due to their dependence on specific model architectures and
datasets. On the flip side, performance metrics come into play for evaluating the model post-training,
offering insights into the model’s generalisation capabilities and its accuracy in making predictions on
new data. In contrast to loss functions, performance metrics provide a more immediately interpretable
measure that remains independent of the model. They also facilitate comparisons between different
configurations or models. A crucial distinction lies in the fact that during the training phase, the
goal is to minimise the cost function to optimise parameters, while performance metrics are aimed at
maximisation.

The selection of an appropriate loss function depends on the characteristics of the dataset and the seg-
mentation requirements. According to findings by [5], three main classes of losses have been identified:

1. pixel-level losses: aiming to achieve high accuracy in classifying individual pixels;

2. region-level losses: focusing on the overall segmentation task, region-level loss functions are
designed to maximise the overlap and alignment between the entire predicted mask and the
ground truth;

3. boundary-level losses: tailored to emphasise the boundaries of objects, boundary-level loss func-
tions are intended to separate overlapping objects more effectively.

Moreover, there is the option to combine losses from different classes, creating a so-called combo
loss. This approach allows for simultaneously focusing on multiple aspects of the segmentation task,
providing a more comprehensive optimisation strategy.

Among pixel-level losses, one of the most common for binary classification is the binary cross-entropy
loss, which measures the difference between probability distributions of a given random variable. Also
known as log loss, it is defined as the negative logarithm of the predicted probability for the target
class:

N
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where N is the total number of pixels (or voxels in the 3D case), p(y;) is the probability of pixel i
belonging to class 1, 1 — p(y;) is the probability of pixel i belonging to background class 0, and y;
is the ground truth label for pixel i. This loss tends towards zero when the target class matches the
true label. To address highly unbalanced datasets, a variation of this loss involves assigning different
weights to the terms for the two classes, resulting in a weighted binary cross-entropy:
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where « and § are weights for class 1 and background class, respectively. By assigning higher weights
to under-represented classes, for instance using inverse class frequency, the model focuses more on the
minority class, thereby improving overall performance. Other versions of the cross-entropy are defined
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by assigning increased weights to hard samples, such as the TopK Loss and the Focal Loss. These
variations provide additional tools to fine-tune the loss function based on the specific challenges posed
by the dataset and segmentation task.

On the contrary, region-level loss functions diverge from focusing on individual pixels, adopting a
broader perspective that prioritises overall accuracy. These losses are instrumental in capturing the
shape and layout of objects, particularly when global context outweighs pixel-level traits. One of the
well-known region-based losses is the Dice loss, derived from the Dice coefficient, which quantifies the
overlap between the prediction and target segmentation. The Dice loss is formulated as a variant
of 1 minus a relaxed Dice coefficient, treating predictions as probability values rather than discrete
binary values. This characteristic renders the loss functions differentiable and minimisable, making
them valuable for unbalanced datasets with relatively small regions of interest. However, a common
criticism is that, due to its non-convex nature, it might easily result in suboptimal outcomes [42]. For
this reason, various modifications have been tried to make it more tractable. Several versions of the
Dice loss exist, including the most generic Dice loss for C classes:
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the Dice Loss with squared denominator proposed by Milletari et al. [65] in the first use of V-Net to
improve convergence:

(3.6)
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and the generalised Dice loss [96]:
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where, w.,c = 0,1 are weights for the object and background classes, defined as inversely propor-
tional to label frequencies to achieve proper balance. It’s important to note that these losses may lack
stability for small denominators (y; ~ p(y;) ~ 0), necessitating the addition of a small € to both the
denominator and numerator for loss stability. This adjustment ensures numerical stability, particularly
when dealing with cases where probabilities are extremely small.

Additional losses incorporate the use of the Jaccard index or the Twersky index. The Twersky index,
employing different weights for false positives and false negatives, is particularly valuable in medical
applications where minimising false negatives is often more critical than reducing false positives, allow-
ing for a better balance between precision and sensitivity [88]. Regarding boundary losses, their focus
is on precisely defining the object’s boundaries and distinguishing between different objects. While
these losses excel at providing sharp boundaries, they come with challenges, including the difficulty of
representing boundary points as differentiable functions and oversensitivity to outliers, as seen in met-
rics like the Hausdorff distance. A more intriguing approach involves the use of combo losses, which
integrate beneficial elements from different loss categories, achieving a balance in diverse qualities.
One commonly employed combo loss combines the Dice loss with the weighted cross-entropy. This
approach addresses class imbalance by assigning higher weights to the minority class in the weighted
binary cross-entropy (wWBCE), while the Dice loss enhances the classification of small objects:

CgDSC =1-2- (3.8)

Ccompo = a-Cpsc + (1 —a) -CypcE (3.9)
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where, the parameter a controls the weights of the Dice term with respect to the cross-entropy term,
and the weights within the cross-entropy define the penalty for each class. Several variations, including
combinations with less common focal losses, are also present in the literature. These combo losses offer
a versatile approach, leveraging the strengths of different loss components to enhance the overall
segmentation performance.

The original implementation of V-Net by Milletari et al. [65] compared the use of the dice loss presented
in equation 3.7 with a multinomial cross-entropy loss. In their specific case of prostate segmentation,
they found that the dice loss with a squared denominator yielded better results. However, it’s essential
to note that these findings may not be generalisable to all segmentation tasks. Recent studies on
CNN, as outlined by [58], highlight the prevalence of BCE and Dice loss in various applications,
with numerous variations developed. The optimal choice of a loss function often depends on specific
dataset characteristics and model architectures. The findings of [58], comparing different loss functions
on various datasets, reveal that for whole organ segmentation with slightly unbalanced datasets, both
BCE and Dice losses yield similar results. However, losses designed for highly unbalanced datasets may
result in oversegmentation. On the contrary, for highly unbalanced tumour segmentation, compound
losses incorporating a Dice term demonstrate superior performance.

Considering the segmentation pipeline described, the first stage involves a slightly unbalanced problem,
where breast tissue occupies a significant fraction of the entire image. In this scenario, the benefits
of using a Dice or compound loss are marginal. The choice has leaned towards the well-known BCE
loss due to its faster convergence. BCE amplifies the gradient significantly when predictions and labels
are very different, and its higher penalisation of errors encourages the model to change parameters,
avoiding local minima.

In the second stage of the segmentation pipeline, the whole image is divided into many small patches,
some containing only the background class, some containing only the lesion class, and others containing
both classes in a more balanced manner. Since many images contain only a single class, using the Dice
loss and its derivatives is not well-defined for patches with only background or only lesion. Therefore,
the choice again favours BCE loss for its numerical stability. To further improve stability, a small
correction is applied by adding a small € term to the arguments of the logarithms to reduce divergences:
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This adjusted BCE loss ensures numerical stability, particularly when dealing with cases where prob-
abilities are extremely small. Additionally as an experiment, training with the dice loss using only
lesion patches was also conducted.

Regarding model evaluation, measures outlined in Chapter 2 have been utilised alongside the dice
score and the relative size difference with reference to radiologists’ ground truths. In the initial stage
of breast segmentation, to gain a thorough understanding of the training phase, both the cost function
and performance metrics were assessed across the entire process for both the training and test sets.
However, in the subsequent stage, given the insignificance of patch-based metrics and the computa-
tional expense of real-time reconstruction, only the loss function has been monitored, and evaluation
is conducted after the final reconstruction of the lesion from all the tiles.

Optmiser

After selecting the optimal loss function, the next crucial consideration is the choice of the optimiser
algorithm, responsible for dynamically adjusting the model parameters to minimise the loss function.
This decision should factor in the inherent characteristics of the neural network and the landscape of
the loss function within the parameter space. Additionally, computational cost and available memory
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are essential factors to consider.

Computationally, employing backpropagation on the entire training dataset can be prohibitively ex-
pensive. Computing the cost function and its gradient for the entire dataset becomes slow, especially
when the dataset is too large to fit into the main memory of a single machine. To address this challenge,
stochastic gradient methods are widely employed. These methods aim to minimise the cost function
by computing gradients on a small subset of training samples (ranging from a single sample to a mini-
batch of a few samples) and updating the parameters accordingly. One of the most common stochastic
gradient methods is stochastic gradient descent (SGD), which maintains a fixed learning rate at each
iteration. Although several modifications with adaptive learning rates have been developed, the simple
SGD is often a good choice. According to findings by [35], it minimises training time while keeping a
small generalisation error, preventing overfitting. In practice, SGD appears to be robust across differ-
ent domains, outperforming adaptive methods that are more prone to memorising the training set.
From a convexity standpoint, in the case of CNN, the combination of linear transformations and non-
linear functions generates non-convex cost functions in the parameter space (weights associated with
each stage). This complexity means that finding the global minimum, as in simpler models, is not al-
ways possible. A comparison between SGD and adaptive optimisers [120] suggests that SGD is better
at escaping sharp local minima, preferring flatter ones with higher generalisation capabilities on the
test set. SGD benefits from anisotropic gradient noise, allowing it to escape local bad minima, whereas
adaptive optimisers adjusting the learning rate for each coordinate may fail. While theoretically, the
use of random initialisation optimisers does not guarantee convergence to the global minimum, recent
findings for fully connected feedforward neural networks [17], [16], |7] show that local minima are
located in a well-defined band delimited by the global minimum. The number of bad-quality local
minima outside this band diminishes with the increase in the size of the network. This implies that for
large networks, the probability of falling into bad-quality minima is significantly reduced. Moreover,
falling into the global minimum often leads to overfitting the dataset. For deep multilayer networks,
there are typically many good local minima with equivalent performances on the test set. Additionally,
[69] found that for generic activations, when wide layers are present, the loss function surface becomes
well-behaved with local minima very close to the global one. Considering all these factors, SGD has
been chosen as the optimiser for both training stages.

Summary of parameters

V-Net was implemented in Python, utilising the PyTorch (version 2.0.1) package for tensor computation
with enhanced GPU acceleration and an automatic differentiation engine tailored for neural networks.
The workstation, running Ubuntu 20.04.1 LTS (64 bit), utilised an Intel®) Xeon(R) CPU E5-2630 v2
at 2.60GHz and a NVIDIA GPU GM204GL [Quadro M5000] with 8GB of memory. Preprocessing and
postprocessing of images are carried out using the Python package SimpleITK (version 1.2.4). While
tensor operations are executed using PyTorch, routine operations on low-dimensional arrays and basic
statistical operations are performed using the Python package NumPy (version 1.24.4).

Training parameters for the two segmentation stages are detailed in Table 3.2.

In the first stage of breast segmentation, the original input size of [128, 128, 64| was utilised, albeit
with significantly lower resolution due to GPU compatibility constraints. The input size was deter-
mined by memory requirements, with a fixed spacing chosen to accommodate all images within the
standard size without cropping any regions. To preserve information, empty regions were padded with
zeros rather than cropping the images. Additionally, normalisation was applied to obtain intensity
values in the range [0,1]. Batch sizes were reduced due to high memory requirements during training,
limiting the number of images that could be loaded simultaneously. However, effective mini-batches
were used by exploiting gradient accumulation. Readers are directed to Appendix B for additional
practical details regarding the implementation. The learning rate was kept high for quick convergence
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since the primary goal of this stage was raw segmentation. Although a learning rate schedule with
progressively lower rates could achieve finer results, it was not implemented in this scope. The number
of training epochs is determined by implementing early stopping before the model begins to overfit the
training data. Given the relatively small dataset, reserving a portion for validation could significantly
affect the model’s performance. Hence, the approach suggested by [31] is adopted. The training set
is initially partitioned into a training subset (80%) and a validation set (20%). This partition helps
determine the optimal number of epochs to prevent overfitting. Once this optimal number is identified,
the entire training dataset is utilised for the fixed number of epochs. Implementing early stopping not
only prevents overfitting but also reduces the computational burden compared to alternative methods
such as regularisation terms. Approximately 150 epochs were necessary to achieve sufficiently good
results, and the entire procedure was then tested using 5-fold cross-validation. Post-processing involved
upsampling to recover the original spacing and size. To obtain smoother images, binary dilation with
a kernel of [3,3,3] voxels was performed, followed by Gaussian smoothing with a kernel of [5,5,5] voxels.
Additionally, a check on the number and size of connected components was conducted. Typically, one
or two components were identified, depending on whether the left and right breasts were merged. How-
ever, small noisy blobs sometimes appeared, so components with sizes less than 10% of the maximal
component size were removed.

. Lesion segmentation
Breast segmentation : - : :
lesion lesion | lesion | lesion | lesion
only +30% | +50% | +75% | +100%
bg. bg. bg. bg.
patches of (32, 32, 32)
input size (128, 128, 64) extracted from the full image of
(416, 256, 192)
image spacing (3.3, 3.3,3.1) mm (1,1,1) mm
loss function BCE DSC \ BCE
optimiser SGD (momentum=0.9) SGD (Nesterov momentum)
learning rate 0.01 0.01 0.001 0.005 | 0.005 | 0.005
batch size 16 16 64 128 128 128
epochs 150 150 100 100 100 70
. min-max normalisation, min-max normalisation,
pre-processing 0 padding to fill standard size | 0 padding for values outside the breast mask
augmentation no use of patches
upsampling,
binary dilation [3,3,3],
post-processing Gaussian smoothing [5,5,5], o
eventual removal of small
disconnected components
(< 10% Vmam comp.)
binarisation threshold | 0.5 0.5 0.5 \ 0.5 \ 0.5 0.3-0.6

TABLE 3.2: Training parameters for the segmentation models

Regarding the second stage of lesion segmentation, similar preprocessing steps are undertaken. In-
tensity normalisation is applied, and standard spacing is fixed to unitary spacing. Values outside the
breast mask are set to 0, and padding is applied when necessary. Due to memory constraints, various
approaches were initially explored. Initially, raw spacing was attempted, but this led to the loss of
fine-grained details and small lesions, rendering it impractical. Another approach involved the separa-
tion of the left and right breasts. However, with this strategy, aside from having one side with empty
ground truth, the lesion volume fraction remains very small compared to the entire breast. Conse-
quently, convergence is notably slow, even when utilising focal or Tversky losses. For these reasons,
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those approaches were soon abandoned in favour of adopting a small patch approach to better balance
resolution and computation time. The use of smaller patches improves the ratio of lesion volumes to
the search area. Additionally, patches containing only a small margin of the lesion on the borders (less
than 2-4% of the selected volume) were excluded during training to improve convergence and avoid
information loss on borders. However, this exclusion does not pose any issues, as when the model is
applied, the different grids of patches will cover the lesion in a more central area of a patch. After
defining the patch size of [32,32,32], different experiments were conducted:

e training with only the patches containing the lesion using the Dice loss (using the improved
version proposed by Milletari et al.[65]);

e training with all lesion patches and 30% of the background patches with BCE loss;
e training with all lesion patches and 50% of the background patches with BCE loss;
e training with all lesion patches and 75% of the background patches with BCE loss;
e training with all lesion patches and 100% of the background patches with BCE loss.

The learning rate, number of epochs, and batch size for gradient accumulation were determined by
adapting to the sample size, using the same strategy employed for breast segmentation. At this stage,
to manage computational times required for test various attempts, a single division into train and test
sets was performed, with 104 images for the training set and 27 for the test set. Cases were randomly
extracted, balancing ground truth from the two radiologists. Overall, the decision to use patches also
mitigates the risk of overfitting, as from a small dataset of hundreds of images, one can obtain up to
twenty thousand patches, serving as an intrinsic source of data augmentation without distorting the
image. However, there is a risk of losing global context information, which must be considered in the
reconstruction stage.

Finally, for the best-performing option among the various attempts, the effect of using different bina-
risation thresholds was investigated. This step is crucial for fine-tuning the segmentation results and
optimising the model’s performance.

3.4 Segmentation results

As follow we report the results of the first stage of segmentation and of the various experiments in the
second stage.

3.4.1 Breast segmentation

Regarding breast segmentation, the training process was conducted for 150 epochs, as determined by
the early stopping procedure (training and validation loss were monitored, revealing that the validation
loss ceased to decrease and began to plateau at approximately 150 epochs). Additionally, to ensure
that no overfitting occurred, the loss function was examined in the final training stage. Figures 3.7
(A) and (B) depict the train and test losses, respectively, for the 5-fold cross-validation process.
Considering concrete performance measures, the Dice score was also evaluated during training, with
results depicted in Figure 3.8 (A), while the relative size difference is presented in panel (B). Overall,
the Dice score quickly rises above 0.8, indicating good performance on both the training and test data
across all folds, suggesting that the model produces masks similar to those of the operators. Analysing
the trend of the relative size difference in the later epochs reveals a systematic positive direction. At
this stage, the positive trend is not concerning, as a larger breast mask that includes more tissues poses
no issue. Conversely, the absence of tissues would have been problematic, as it could lead to missing
potential lesions in subsequent stages. This emphasises the significance of evaluating not only the
overall segmentation accuracy but also the impact on the representation of crucial anatomical details.
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FIGURE 3.7: In panels A and B, the darker solid line represents the mean value of the training and test losses,

respectively, across five folds. Lighter lines depict the individual losses for each fold, while the shaded region

illustrates the standard deviation.The test loss continues to decrease, albeit with a lower slope, indicating that

no overfitting occurred. This observation suggests that further improvements could potentially be achieved
with a smaller learning rate.
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FIGURE 3.8: In plots A and B, the solid darker red and blue lines represent the average values over five folds
for training and test sets, respectively. Lighter lines depict individual fold values, while shadows denote the one
standard deviation range. In the left plot (A) showcasing the Dice coefficient, a rapid increase is observed in both
train and test Dice during the initial 10 epochs, reaching approximately 0.8. Subsequently, the increase slows
down, and while the Dice stabilises in the test set. Fluctuations in the test set are higher, partly attributed to
the smaller dataset. Moving to the right plot (B) with RSD, the metric fluctuates widely in the first 10 epochs,
displaying outputs both larger and smaller than the ground truth, eventually stabilising within a more suitable
range [-1, 1]. In the last 50 epochs, zoomed in, the RSD consistently becomes positive, around 0.25, for both
train and test sets.

Also, accuracy and specificity were monitored to assess the model’s ability to correctly identify positive
and negative instances. Their trends are reported in Figure 3.9 (A) and (B) respectively. Overall, a
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high specificity indicates the model’s proficiency in correctly classifying non-target instances, which is
particularly important to minimise false positives.
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FicUure 3.9: Plots A and B showcase classification metrics focusing on correct classifications, respectively
accuracy and specificity. The solid darker lines represent the average values over five folds for training and test
sets, while lighter lines indicate individual fold values. Shadows denote the one standard deviation range. One
can notice that after about 10 epochs both accuracy and specificity reach quite high values overcoming 0.9. The
zoomed plots show the details of the very last epochs, as far accuracy is concerned the train values seems to be
still increasing and slightly higher than the test one, whereas the specificity is pretty similar in both the cases.

In addition, precision and sensitivity were analysed, as shown in Figure 3.10 (A) and (B). Precision
reflects the false positive rate, which in this case does not reach very high values, indicating the presence
of some false positives. This observation aligns with the positive trend observed in the relative size
difference, indicating more abundant segmentations. However, achieving high sensitivity is more crucial
to capture all the relevant context for further lesion analysis in the subsequent stage.
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FIGURE 3.10: Plots A and B delve into precision and sensitivity, metrics essential for evaluating classification

quality. As before the solid darker lines represent the average values over five folds for training and test sets,

while lighter lines indicate individual fold values. One can notice that precision never reaches 0.8 meaning that

false positives are still present both in training and test data. On the contrary sensitivity tends towards higher
values above 0.9 enhancing the fact that false negatives are a little component.
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Overall, the V-Net architecture facilitated a straightforward training procedure even with a small
dataset. The final testing of the generalisation performance utilised the models obtained at the last
epoch of each fold. Since this step is a simpler task in this case, the performance metric shows a
nearly Gaussian distribution with no large tails at very low values, as observed for lesion segmentation
by the operators. For each fold, mean performances® were evaluated and averaged to obtain a final
cross-validated estimate. A summary of the results is provided in Table 3.3, showing the mean and its
error along with the standard deviation across the different folds.

measure train test
mean *+0mean O mean +0mean | Os
Dice 0.868 £ 0.002 0.004 | 0.835 + 0.005 | 0.01

accuracy 0.9686 £ 0.0005 | 0.001 | 0.962 £ 0.001 | 0.003
sensitivity | 0.967 = 0.001 0.002 | 0.927 £ 0.009 | 0.02
precision 0.791 £ 0.002 0.005 | 0.77 £ 0.01 0.02
specificity | 0.9681 + 0.0005 | 0.001 | 0.965 + 0.002 | 0.004
RSD 0.232 £ 0.004 0.008 | 0.22 £ 0.03 0.06

TABLE 3.3: Evaluation metrics summary, featuring mean and standard deviation over 5 folds, obtained at
the last epoch for both training and test sets

The most important metric overall is the Dice score, which is approximately 0.835 4 0.005, accompa-
nied by a positive relative size difference of 0.22 4+ 0.03. In general, discrepancies between train and
test results are quite small, indicating good generalisation.

To visually assess the efficacy of the automated breast mask segmentation using V-Net, we present
three illustrative cases in Figures 3.11 and 3.12, providing an overview of the axial and sagittal planes,
respectively. In each set of images, the sequence from left to right includes the second subtracted image
(the original image provided in input at the model), the green segmentation representing the ground
truth used in training, and the red mask depicting the output of the V-Net on the test set.

Case A: This example exhibits one of the less favourable outcomes, indicated by a lower Dice
(DSC < 0.7). While it slightly underestimates the breast extension on the axial plane, a closer
inspection of the sagittal plane reveals increased precision on the borders compared to the original
manual segmentation.

Case B: Demonstrating an average outcome with a good Dice score (DSC ~ 0.8), the resulting mask
tends to be slightly larger than the manually segmented case. This scenario is desirable as it mitigates
the risk of losing vital information.

Case C: Marking an almost perfect agreement with DSC > 0.9, this case showcases a high level
of similarity between the reference and the model output. Additionally, the automated segmentation
appears smoother due to postprocessing. A subtle distinction lies in the fact that the original segmen-
tation consists of two separate components, while the V-Net tends to merge them into a single piece.
In summary, the performance of V-Net in generating breast masks demonstrates great promise. Poten-
tial enhancements could arise from implementing data augmentation techniques, such as incorporating
rotated images, contrast variations, or adding noise to increase the training sample size. However,
given the primary focus of the study and the computationally-intensive nature of training a CNN with
an extensive image dataset, only the original images were utilised.

in this case, mean values are reported instead of median values since the data distribution showed that the two values
were almost coincident.
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A Original Reference Vnet segmentation

DSC=0.67

DSC=0.80

FIGURE 3.11: Examples of the obtained breast masks, axial view

A Original Reference Vnet segmentation

DSC=0.67 (.. ass Q8 i

DSC=0.80

DSC=0.95

Ficure 3.12: Examples of the obtained breast masks, saggital view.
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3.4.2 Lesion segmentation results

The first attempt at lesion segmentation involved training using only lesion patches and the dice loss,
a common approach observed in many studies presented in the literature review. Early stopping was
applied as the model converged quickly due to the small dataset size. When applied to lesion patches,
the model achieved high performance measures as reported in Figure 3.13, with a mean test Dice score
of about 0.84, as well as high accuracy (~ 0.96), specificity (around 0.96), and sensitivity (~ 0.98).
However, precision was slightly lower (~ 0.74), indicating the presence of false positives. Similarly, the
relative size difference was around 0.35, further highlighting the impact of false positives.
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FIGURE 3.13: Patch based metrics for the case with only lesion patches.
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These promising results are valid only when the precise location of the lesion is known. When the model
was applied to all patches, including those without any lesion, it produced a significant number of false
positives, including parenchymal enhancements, the nipple area, lymph nodes, and tissue borders.
Consequently, the model was unable to generalise to unseen tissues.

Ground truth Reconstructed
segmentation

FIGURE 3.14: Example of a poor segmentation outcome. The ground truth provided by the radiologist is

depicted in red, while the proposed segmentation is shown in green. Here the model incorrectly identifies

breast borders and slightly enhanced parenchyma as lesions, resulting in a non-useful segmentation outcome,
despite accurately capturing the main lesion.

Full reconstruction on all images was performed by applying the model to all patches, resulting in an
excessive number of false positives and a low Dice score (around 0.05), precision (<0.03), and really
high RSD (>80). An example illustrating the disparity between the ground truth and the main lesion
is shown in Figure 3.14. Even with a high overlap, this model is not directly applicable to the whole
image. A generalised version of the dice loss for background-only patches was also tested but proved
to be unstable. One possible improvement for this approach could involve using a preceding network
capable of classifying patches and selecting only those that are candidates for lesions. This would help
refine the segmentation process and reduce false positives.

After this unsuccessful attempt, the focus shifted to approaches involving the utilisation of back-
ground information and selecting a loss function capable of handling background-only patches more
effectively.

When employing the BCE loss function and incorporating background patches during training, more
promising results were achieved. As observed previously, evaluating individual patches was not mean-
ingful since the entire image needed to be reconstructed. Various attempts were made, including
increasing the percentage of background patches. The main evaluation metrics on the test set after the
whole reconstruction procedure are depicted in Figure 3.15 as a box plot due to the skewed distribution
of the data.
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FIGURE 3.15: Box plot illustrating the main evaluation metrics on the test set, varying the percentage of

background patches. The median values are highlighted in red, with the box representing the interquartile

range and whiskers denoting the minimum and maximum values excluding outliers. Overall, there is a trend

of improvement with the increase in background patches, leading to a better balance between false positives
and false negatives.

Overall, the issues related to non meaningful false positive observed in previous attempts are no longer
present, with the median dice score falling within an acceptable range between 0.6-0.7. Notably, when
using a lower percentage of background patches (30%), all performance metrics are lower, particularly
median precision and RSD, which include larger outlier values. Increasing the background percentage
to 50% results in a significant improvement in precision, albeit at the expense of a corresponding de-
crease in sensitivity, leading to a similar overall dice score and a more contained RSD. With 75% of
background patches, precision decreases while sensitivity increases, resulting in an overall positive trend
in RSD. Finally, using 100% background patches yields the best performance on many fronts, with
fewer outliers and a more balanced RSD around 0, thus achieving a better compromise between preci-
sion and sensitivity and obtaining a higher overall accuracy. An example of the proposed segmentation
for the model with different training background patches is presented in Figure 3.16, demonstrating
the best performance when using all background patches.
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Proposed segmentations
Bg 30% Bg

Ground truth

FIGURE 3.16: Example of proposed segmentation by the models obtained using different percentages of
background patches.

The utilisation of 100% of background patches enables the utilisation of the entire information contained
within each image, allowing for a higher number of training examples and enabling the CNN to fully
exploit its potential. However, the use of multiple patches also increases training time accordingly, and
the lesion information might be underweighted due to a high imbalance in patch numbers. Further
improvements could be made in terms of data augmentation, particularly by increasing the number of
lesion patches. While the full background use emerged as the better case, aside from mere segmentation
metrics, one should take a closer look at data characteristics to fully understand the limitations and
potentialities.
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FIGURE 3.17

One can investigate the distribution of Dice scores on reconstructed images from both the train and
test sets, as depicted respectively in Figure 3.17b (A) and (B). A main peak at high Dice values appears
in both cases around 0.8, whereas a tail and small peaks at very low values are present. After a visual
inspection of all the cases, multiple explanations for lower Dice scores were found. Generally, larger
tumours with homogeneous appearances tend to yield better segmentations, achieving higher DSC
values around 0.8. Conversely, in cases of fragmented and irregular tumours, some smaller portions
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may be overlooked, particularly within inner darker areas where reduced enhancement is present.
Moreover, lower Dice scores may occur when there is strong parenchymal enhancement due to different
breast characteristics or strong field inhomogeneities. Such cases are quite rare in the dataset, so
the model is not able to capture such information. Additionally, the use of patches loses the global
context, whereas a network exploiting the full image could employ symmetry to check the bilateral
breast. Additionally, lower scores may come from findings of other axillary lymphadenopathy, which
is also present in very few cases of the dataset, as in the case depicted in Figure 3.18. However,
this is a sign often associated with breast cancer, and perhaps a more extensive dataset could enable
discrimination between them.

Original image Ground truth Proposed segmentation with false
positive in the axillary region

FIGURE 3.18: Example of segmentation with false positive findings in the axillary area.

Furthermore, lower scores and false positives may arise from the V-Net sometimes discovering suspicious
areas that, after a crosscheck from the radiologist, were actually recognised as mislabelled tumours that
were missed in the manual segmentation, as in the case depicted in Figure 3.19.

Original image Ground truth Proposed segmentation
recognizing undetected lesions

FI1GURE 3.19: Example of a proposed segmentation discovering fragments missed by the radiologist

The findings align with those obtained in tumour segmentation across different organs, as demon-
strated by Ma et al. [58], where DSC values for lesion segmentation exhibit a bimodal distribution,
with modes near 0.8 and 0.1. Notably, results for individual lesion segmentation showcase a polarisa-
tion compared to the segmentation of entire organs or tissues. This dichotomy arises due to several
factors, including the limited size of the training set and the diverse appearance, locations, shapes,
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and sizes of tumours, as well as individual variations in background tissue characteristics. Overall,
considering the non-straightforward task, results can still be considered good.

In the end, keeping the model trained with all the background patches as the preferred one, an inves-
tigation on the effect of the binarisation threshold was performed. A more nuanced evaluation was
conducted using probability thresholds of 0.3, 0.4, 0.5, and 0.6, demonstrating discrete variability. Box
plots for all the test metrics are presented in Figure 3.20.
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FIGURE 3.20: Box plot illustrating the main evaluation metrics on the test set, varying the binarisation
threshold.

Concerning accuracy and specificity values are consistently high and increase with the increase in
thresholding due to false positive reduction, but given the highly unbalanced dataset, accuracy alone
provides limited information. Precision and recall offer more insights, with lower threshold values
providing higher recall and lower precision, and vice versa for higher thresholds. An intermediate
threshold in general gives balance between precision and recall. Dice score and relative size difference
offered additional information. Lower thresholds resulted in lower Dice scores and a positively biased
RSD, indicating overestimated segmentation volume or potential false positives. Higher thresholds
showed a negative bias on the RSD, suggesting volume underestimation. However visual analysis
suggested that a single fixed threshold might not universally suit all cases. Figure 3.21 illustrates
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examples of segmentations for different thresholds. For cases with small, regular lesions, the threshold
value minimally affected segmentation shape. Conversely, in cases with irregular shapes and less
enhancement, a lower threshold was necessary to capture intricate details.
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F1GURE 3.21: Examples of segmentation obtained using different binarisation thresholds.

To conclude, a summary of the main results of the successful attempts in terms of Dice score is presented
in Table 3.4. The best model achieved a median Dice score of 0.73 (IQR = 0.53-0.84).

Comparing this with the evaluated intraobserver variability estimated previously i.e. median DSC 0.79
(IQR = 0.70-0.85), one can see that the result is slightly smaller, but still comparable, considering the
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intrinsic limitations of the small sample. Comparison with results from other studies is challenging
due to differences in datasets and evaluation procedures.

train median DSC | IQR test median DSC | IQR
bg30 (pipr: 0.5) | 0.65 0.42-0.77 | 0.60 0.39-0.76
bgh0 (penr: 0.5) | 0.61 0.33-0.78 | 0.62 0.32-0.82
bg75 (pinr: 0.5) | 0.72 0.46-0.80 | 0.63 0.37-0.79
bgl00 (pipr: 0.3) | 0.75 0.62-0.80 | 0.65 0.54-0.73
bgl00 (pepr: 0.4) | 0.76 0.66-0.82 | 0.68 0.56-0.78
bgl00 (ptpr: 0.5) | 0.77 0.66-0.83 | 0.71 0.51-0.82
bgl00 (pipr: 0.6) | 0.76 0.62-0.84 | 0.73 0.53-0.84

TABLE 3.4: Summary of the performances in terms of Dice score

Nevertheless, the obtained results are satisfactory, with potential for improvement through increased
dataset size, data augmentation, and architectural modifications. Additionally, exploring variations
in model architecture and loss functions might further enhance performance, alongside the adoption
of more powerful hardware capable of handling larger, high-resolution patches to capture more global
information. The proposed automated segmentation achieved its primary goal of reducing human op-
erator variability and providing a time-efficient segmentation. However, the results still require human
supervision to overcome false positive detections and to fine-tune the threshold if required.

Indeed, both human segmentation and automatic segmentation introduce a degree of variability,
whether from human experience or the choice of thresholding. It is crucial to acknowledge this variabil-
ity in all subsequent stages involving feature extraction for predictive model building. This recognition
ensures that the inherent uncertainties are appropriately considered and accounted for in the develop-
ment and validation of predictive models, leading to more robust and reliable results.
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Chapter 4

Development of the predictive model

Following the assessment of operator variability and the investigation into the automation of the seg-
mentation stage, radiomic features are poised for extraction from the region of interest, ready for the
development of a predictive model. Constructing such a model using radiomic data presents signifi-
cant challenges. Image information can be enhanced through the application of filters prior to feature
extraction, while different discretisation levels can yield a high number of features. Notably, these
challenges stem from the limited availability of observations, primarily due to the absence of standard-
ised clinical data collection for certain pathologies. When faced with a scenario where the number
of observations is considerably smaller than the number of predictors, there is a notable escalation in
the risk of overfitting and susceptibility to the curse of dimensionality. Consequently, implementing
various strategies aimed at dimensionality reduction becomes imperative. Feature selection and fea-
ture engineering emerge as potential solutions; however, the existence of highly correlated predictors
introduces the risk of multicollinearity with the outcome, potentially compromising the stability of any
procedure. The absence of universally applicable standards for any given dataset underscores the need
for the exploration and implementation of diverse approaches. Dimensionality reduction techniques
manifest in a range of forms, encompassing both supervised and unsupervised methods. In either
case, adopting a common framework that integrates model assessment and selection alongside these
techniques is advisable. In an effort to address these challenges, this chapter will present a workflow
for developing a robust predictive model.

Initially, feature robustness will be assessed and employed to select a suitable discretisation level,
followed by a first stage of dimensionality reduction. Subsequently, filter statistical methods such as
analysis of variance and correlation will be employed to further reduce features. Different models (logis-
tic regression, Random Forests, and SVM) and further dimensionality reduction techniques (mRMR,
LASSO, UDFS, PCA) will be used to predict the NAC outcome and will be tested and compared.
Furthermore, the exploration will extend to integrating clinical variables with the selected radiomic
features. For each combination of feature selection and classifier, models will be trained using fea-
tures extracted from radiologists’ ground truth. The performance of these models will be assessed and
tested also using features obtained from the automatic segmentation provided by V-Net developed in
the previous chapter.

4.1 Dataset

Recalling the study’s objective to construct a supervised model for predicting the NAC outcome, this
stage involved the same cohorts of women who underwent DCE-MRI prior to NAC administration,
as presented in Chapter 3.1 for the segmentation analysis. Before NAC administration, women also
underwent lesion biopsies to obtain histopathological information, including HER2 expression, ER,
PR, and Ki-67 levels, to tailor therapy accordingly. The NAC regimen consisted of 4 cycles of an-
thracyclines and cyclophosphamide administered every three weeks, combined with sequential taxane
administration once a week for 12 weeks. For patients positive for HER2, taxanes were administered
in combination with Trastuzumab for one year. Subsequent to conservative surgery or mastectomy,
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therapy outcomes were assessed via biopsy of the sentinel lymph node. Patients were classified as either
pathological complete responders (pCR), corresponding to Pinder class 1, or non-complete responders,
corresponding to all other Pinder classes outlined in Table 1.1. In addition to outcome information,
clinical data prior to NAC administration were available, including patient age and semantic features
defined by radiologists such as tumour grade, tumour margins (irregular or spiculated), and tumour
type (multicentric, multifocal, or unifocal). In total, the study involved 127 cases (fewer than for
segmentation, as outcome information was unavailable for some patients). A summary of the clinical
characteristics as a function of the response to NAC is presented in Table 4.1. Predictive models can
be constructed using radiomic information alone or in combination with clinical factors.

pPCR non-pCR all
Number 55 72 127
Age 51 (£ 10) 55 (£12) 53 (x 11)
Grade
2 6 37 43
3 47 35 82
N/A 2 0 2
Margin
irregular 36 37 73
spiculated 19 35 54
Type
multicentric | 7 18 25
multifocal 17 13 30
unifocal 31 41 72

TABLE 4.1: Clinical characteristics as a function of the response. Data are presented as
the number of patients per category and as the mean with standard deviation for age.

4.2 Feature extraction

Once the images have been segmented, features can be extracted from the ROI. In this case, both
dynamic and subtracted images were used, as using only the subtracted image could remove relevant
information not directly linked to contrast agent uptake, especially concerning textural features, as
evidenced in other works [67]. According to the most informative time point for malignant lesions,
features are extracted from the third dynamic image and the second subtracted image.

Features are obtained using an open-source IBSI-compliant software package, PyRadiomics (version:
v3.1.0), built on Python 3.8. According to IBSI guidelines [123], since MRI signals have no standard
units, prior normalisation of grey levels is performed. Images are interpolated to reach a standard
unitary spacing of [1,1,1] mm in all directions to be comparable with the resolution exploited in the
segmentation stage. A basis spline interpolator is chosen for the images, whereas for the ROI, when
necessary, a nearest neighbour interpolator is used to preserve label values’ integrity.

Discretisation is applied in terms of a fixed number of bins as suggested by IBSI. Different numbers of
bin counts (4, 8, 16, 32, 64, 128, 256) are tested and selected in a secondary stage.

A total of 105 radiomic features are extracted from each image, including 14 shape features (note
that they are extracted only once, derived from only the unique lesion mask rather than grey level
information), 18 first-order features, and 73 textural features. A summary of the extracted feature
groups is presented in Figure 4.1. For a complete definition and implementation of all the features,
the reader is referred to the IBSI documentation [123] and PyRadiomics documentation (https://
pyradiomics.readthedocs.io/en/v3.1.0/features.html).
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FIGURE 4.1: Summary of extracted features divided by group. Feature names are defined
according to PyRadiomics available feature sets.

Features are extracted separately for both manual and automatic segmentation of the ROI.

In an attempt to enhance image information, features are extracted not only from the original image
but also from derived images after applying various filters. A summary of the used filters and their
parameters is presented in Table 4.2.

To enhance information on edges, first-order gradient filters are utilised to enhance rapid changes in
intensity, or at higher orders, the Laplacian of Gaussian (LoG) filter is employed. The LoG filter is
obtained from the convolution of a 3D Gaussian kernel to smooth the image and the Laplacian kernel
to emphasise regions of rapid grey level changes. Different levels of variance can be chosen, with
larger variances emphasising coarser textures with variations on larger scales, and smaller variances
focusing on finer textures. Additionally, logarithm and exponential filters can be applied to change the
dynamic range, enhancing low-intensity details and high-intensity details, respectively. Local binary
patterns (LBP), which compare intensity values within a voxel’s neighbourhood, are useful for capturing
local texture information and structures. LBP analysis for 3D images requires sampling based on a
spherical harmonic framework to preserve rotational invariant representation. Utilising different levels
of spherical harmonics, as well as evaluating the kurtosis image, which quantifies the peakedness or
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tails of the distribution of intensity values within the voxel’s neighbourhood, can provide valuable
information about patterns at various scales. Moreover, wavelet decomposition acting as high-pass
(H) and low-pass (L) filters in each direction can be used to enhance high and low spatial frequency
details, respectively.

n. filter parameters
f1 Laplacian of Gaussian 3D | o = 0.6 mm
2 Laplacian of Gaussian 3D | ¢ = 1.1 mm
f3 Laplacian of Gaussian 3D | o = 2.2 mm
fa Laplacian of Gaussian 3D | ¢ = 3.3 mm
5 logarithm -

fé exponential -

f7 gradient -

f8 local binary pattern 3D 1 level

f9 local binary pattern 3D 2 levels

f10 | local binary pattern 3D kurtosis

f11 | wavelet LLH

f12 | wavelet LHL

f13 | wavelet LHH

f14 | wavelet HLL

f15 | wavelet HLH

f16 | wavelet HHL

f17 | wavelet HHH

f18 | wavelet LLL

TABLE 4.2: Summary of the applied filters.

4.3 Dimensionality reduction

Considering the use of multiple images from the sequence and the application of a given number of
filters, the number of extracted features increases from hundreds to several thousands depending on the
choice. In the present case, considering all the 18 applied filters and the use of both the third dynamic
and second subtracted images, gives a total of 3472 features for each discretisation level choice, which
is a much higher number with respect to the sample size of only 127 cases. This leads to incurring
both the curse of dimensionality and a high risk of overfitting. As increasing the dataset size is not
immediate, requiring years of patient monitoring for small centres, and the use of open-source data is
not easy as different imaging and therapy procedures are applied, the only suitable choice is to perform
dimensionality reduction. Concerning the optimal number of features, several thumb rules, relating a
tenth or dozen of samples to each feature included in a model, are present; however, they lack true
evidence. Different selection methods are used without common agreement and with high variability
in the results. Some solid approaches to produce a significant radiomic signature are presented by|[72]
and [104]. In both cases, dimensionality reduction is presented as a multistage process involving the
identification of unstable, irrelevant, and redundant features. A cascade pipeline, as described by [72],
will be applied involving a first stage of assessing feature stability, followed by a second stage analysing
feature variance, a third stage of correlation analysis, and a final selection stage. A visual exemplifica-
tion is provided in Figure 4.2, showing different filter stages and the reduction of feature number with
respect to the initial number. Alternative ways involve the use of feature engineering techniques that
can be both performed on raw features or after prior filter stages.
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FIGURE 4.2: Feature selection with different filtering stages. (Image inspired by [72])

4.3.1 Feature stability

The first stage involves the assessment of feature stability and the exclusion of non-reproducible fea-
tures. It’s essential to consider that using both manual and automated delineation of the ROI intro-
duces a certain degree of variability, as evidenced in Chapter 3. Features that exhibit high variability,
whether due to different observers or the same observer at different times, or due to the choice of differ-
ent segmentation thresholds, should not be included as they are likely not informative in a predictive
model [104]. A fundamental principle for developing any reliable radiomic model is that it must be
stable and consistent under the same conditions. Currently, there is no consensus on how to assess
feature stability, reproducibility, or repeatability [11]. Different definitions of stability exist, involving
temporal stability in a test-retest setting and spatial stability concerning the robustness of features to
variation in segmentations [72|. Other methods to assess feature stability, as found by [11], involve
stability to variations in different parameters, such as vendors, scanners, acquisition parameters, ob-
servers, and preprocessing parameters, but much remains to be investigated overall.

In any case, IBSI [123] recommends performing feature robustness assessment before performing fea-
ture selection. Moreover, it is important to note that robustness alone does not imply selection regard-
ing discriminative power and predictive performance. Additionally, robustness might be dataset and
disease-dependent. Overall, a robustness analysis can be regarded as a pre-selection step to achieve
dimensionality reduction and produce more reliable results.

In the presented case, feature stability is confined to the context of spatial stability over variations in
the segmented ROI. One approach to assessing the reliability of features is based on the analysis of
variance, with one of the most common choices in the literature being the intraclass correlation (ICC)
[111]. ICC serves as a generalisation of the Pearson correlation coefficient to a number of raters higher
than two. To conduct ICC analysis, it is recommended to involve at least 30 heterogeneous samples
and at least 3 different operators [47|. To address both requirements, accounting for inter-operator
variability and variability in the choice of parameters for semi-automatic and automatic segmentation,
as well as potential postprocessing effects such as Gaussian smoothing and morphological operations
like dilation or erosion, a perturbative approach has been selected. To simulate different observers and
parameters from any original segmentation, perturbations are applied to generate new ROlIs:

e Binary dilation of the volume with 3 different kernel radii (1, 2, 3 mm) is performed to simulate
ROI enlargements and inclusion of tiny parts of extra tissues or lesion borders. This accounts for
systematic effects to both lower the binarisation threshold of the automated segmentation and
to mimic systematic choices of the manual operation.
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e Binary erosion with a kernel radius of 1 mm is conducted to simulate reduction in the ROI due
to an increase in segmentation threshold or to account for more conservative operators.

The decision to use more dilation images than erosion cases is based on the fact that reducing the le-
sion area further diminishes the significance of intensity variation, as no different tissues are included.
Moreover, some of the smaller lesions could be completely eroded, leaving no area to extract features.
Conversely, dilation leads to higher variability, as different tissues might be included. All operations
are performed using the Python library SimpleITK (version 2.2.1). After generating the new ROIs,
features are once again extracted. In total, 5 raters are obtained, considering the original case, the
three dilated masks, and the eroded one.

The choice to use perturbations of the ROI has been previously employed as an alternative to test-retest
to estimate feature robustness by [64], [111], and [122]. This approach reduces the need to acquire
multiple images from patients and to engage additional radiologists to segment the ROI, thus ensuring
the generalisability of radiomic models.

As 5 raters are involved, accounting for systematic effects of dilation and erosion, an ICC two-way
model based on consistency is chosen. Consistency is preferred over absolute agreement, as features
are typically centred and scaled before further analysis or before being fed into machine learning models.
In such cases, systematic differences that can be rectified through additive transformation approaches
become irrelevant, and consistency measurements are preferred [62].

Assuming a sample of n subjects for which k raters measure the same feature based on their ROI
segmentation, the measurements can be represented by an n x k matrix. Analysis of variance can then
be performed by calculating all possible sum of squares and mean squares from this matrix. Each
feature in the data matrix z;; can be represented by a sum of five terms:

Tij = p+ri+cjFreg e = p4r i+ v (4.1)

where p is the mean value of the population of subjects, r; is a term sampled from a zero-centred normal
distribution with variance o2, and u+7; is the true value for the case i. c;j represents a systematic bias
common to all measurements of rater j, sampled from a zero-centred normal distribution with variance
o2, and rci; is an interaction term accounting for a bias effect not equal for all the subjects, whereas
the term e;; is a residual error for each case. As rc;; and e;; are both sampled from a zero-mean
normal distribution, they can be described as a single term v;; with a new variance, the sum of the two
variances 02 = 02, + 2. Thus, the population intraclass correlation coefficient evaluating consistency
defined for such a model is given by the variance of interest over the total error variance, neglecting
the bias term [55]:

02

p2c = (4.2)

_%r
- 02402
Within this framework, the ICC(C,1)! along with their 95% confidence intervals are calculated.
According to [47], ICC values < 0.5 indicate poor reliability, values in the range [0.5, 0.75] indicate
moderate reliability, values in the range (0.75, 0.9] indicate good reliability, and above 0.9, an excellent
reliability is obtained. With the idea of selecting features with reliability in the good to excellent range,
in line with other performed studies, a cutoff of 0.75 was imposed on the lower bound of the CI, and
only features with a population ICC > 0.75 according to an F-Test are considered sufficiently reliable.
Feature stability is then assessed in terms of ICC of type psc for all the original and filtered images,
considering various choices of bin count values. The assessment of feature stability is first used to select
the optimal discretisation method, as suggested by [64]. The number of robust features is monitored

or equivalently denoted as ICC(2,1) and ICC(3,1) according to standard notation in [47], with no difference in the
calculation occurring in the evaluation by assuming both a random or fixed bias defined in ICC models of type 2 and 3.
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as the number of bins varies, and the optimal bin number is chosen as the one that maximises the total
number of robust features across all images and filters. Furthermore, once the discretisation is fixed,
non-robust features are excluded from any further analysis.

The analysis is performed using the irr package (version 0.84.1) running on R (version 4.3.2).

4.3.2 Variance analysis

Secondly, it is necessary to remove features that are irrelevant and do not convey useful information,
such as features with zero or nearly zero variance. These features are not useful for discriminating
between classes in any predictor. Features presenting a unique value, known as zero variance predictors,
are removed, as well as features that have few unique values relative to the number of samples, with a
large ratio of frequency of the most common value to the second most common value, known as nearly
zero variance predictors.

The cutoff for the frequency ratio of the most common value to the second most common value is set
to 95/5, and the percentage of distinct values over the number of samples is set to 10, consistent with
the values used in other studies, such as [64]. After this stage, features can be standardised to have a
mean of 0 and a standard deviation of 1.

The analysis is performed using the R package caret (version 6.0-94).

4.3.3 Correlation analysis

As many ML algorithms still struggle to account for collinearity, a further selection of non-redundant
variables is necessary. As suggested by [104], studying correlations among features and corresponding
data visualisation are crucial. Subsequently, correlation heatmaps are constructed to identify correla-
tion clusters, considering that many features have similar definitions or are derived from one another,
making high correlation almost inevitable.

Following the approach recommended by [72], once correlated blocks of features are identified, dimen-
sionality can be reduced by setting a threshold on the correlation coefficient. To address not only linear
correlation but also any type of correlation, Spearman correlation coefficients are computed pairwise
for all features. A threshold for feature elimination is established, and among features with pairwise
correlations exceeding the threshold, the one that reduces the mean correlation with all remaining fea-
tures is retained, similar to the method described by [109]. The threshold is set to 0.9 to remove only
highly correlated variables while retaining those that may encode non-redundant information. Further
selection, evaluating information and its relation with the outcome, is performed in subsequent stages.
In this case, the analysis is conducted using the R packages caret (version 6.0-94) and corrplot (version
0.92) for visualisation.

4.3.4 Feature selection

Following the initial refinement process, which involved eliminating non-robust and non-reproducible
features, as well as addressing zero variance and high correlation issues, the next step is to create a
meaningful radiomic signature based on the remaining variables. It is crucial to note that despite the
initial pruning, the number of features remains relatively high given the available dataset. Attempting
to build a model with all of them would risk overfitting and succumb to data sparsity. Therefore, further
feature selection is imperative. As outlined in Chapter 2, a variety of methods, both supervised and
unsupervised, can be employed. Given that basic filter methods based on variance and correlation have
already been applied, exploring alternative approaches becomes essential. Wrapper methods, although
effective, tend to be computationally expensive and inefficient, and for this reason were excluded.
Given the inherent variability and method dependence on the selection of features, some of the most
widely used methods according to [116] are tested together with an unsupervised method:
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e mRMR feature selection: this supervised filter method is chosen for its independence from specific
models, providing a set of non-redundant features showing a relation with the outcome without
accounting for the choice of the classifier.

e LASSO: offers an alternative perspective relying on penalised linear regression;

e UDFS: exploiting both discriminative analysis and penalised regression, assumes linear separa-
bility of the classes without requiring any knowledge of class labels 2.

Moreover, feature engineering using principal component analysis is also tested. This involves attempts
to apply PCA to both the initial features that remained after stability assessment and the features
that remained after filtering based on variance and correlations.

Notably, as observed in Chapter 2, both mRMR and UDFS, while adept at selecting informative fea-
tures, do not inherently dictate the specific cardinality of the optimal feature set. This characteristic
introduces an important dimension of variability into the analysis.

Unlike other selection methods such as LASSO, which automatically define the number of features to
be retained, mRMR and UDFS provide flexibility in the selection process. They offer a wide range
of potential feature subsets, and the choice of cardinality becomes an essential consideration. This
flexibility is particularly pertinent when dealing with small datasets, where the optimal number of
features may vary, impacting model performance and generalisability. Given the limited size of the
dataset, our chosen approach involved selecting sets of features ranging from 1 to a maximum of 15
features (higher numbers are discarded to prevent overfitting risk). Models in the subsequent stages
are trained with an increasing number of features to systematically assess the impact on performance,
and the optimal number of features emerges from the best model.

In contrast, with LASSO, the optimal number of features is automatically determined as a result of the
penalisation, although it may depend on the tuning of the penalisation parameter, showing minimal
variability. Regarding PCA, the number of principal components to be used can be chosen to repre-
sent most of the variance in the dataset (e.g., at least 80%), or it can be tested in a similar manner to
mRMR and UDFS, with an increasing number of components.

All methods are implemented in R using the following packages: mRMRe (version 2.1.2.1) for mRMR
feature selection, glmnet (version 4.1-8) for LASSO, Rdimtools (version 1.1.2) for UDFS, and Fac-
toMineR (version 2.9) for PCA.

4.4 Model development

Regarding the final stage of building a classifier with previously selected features, considering the
task of performing binary classification on a small dataset, it’s advisable to opt for simple classifiers
to avoid overfitting. A systematic review of previous studies by [8] for pCR response classifiers and
by [2] for general breast lesion classification revealed that commonly used classifiers include SVMs,
decision tree-based classifiers, and simpler models such as logistic regression. In terms of performance,
choosing and comparing models from literature can be challenging due to the significant dependence
on dataset size. Some studies show that SVMs and decision trees achieve higher performance, while in
others, simpler models outperform them, especially when dealing with smaller datasets that are more
susceptible to overfitting by complex models with more parameters. To mitigate any bias from prior
knowledge, three models are initially tested:

e Logistic regression: a straightforward choice known for its simplicity and interpretability.

2This method was tested by [64] in other classification tasks for malignant breast lesions in MRI, outperforming many
of the other supervised and unsupervised selection methods.
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e Support Vector Machines: recognised for their effectiveness in handling complex datasets and
nonlinear relationships;

e Random Forests: a versatile ensemble method renowned for its robustness and ability to capture
complex patterns in the data.

The analysis is implemented using the R packages glmnet (version 4.1-8) for logistic regression, e1071
(version 1.7-13) for SVMs, and randomForest (version 4.7-1.1) for RF.

4.4.1 Model assessment and selection

As various feature selection techniques and classifiers are utilised, robust performance evaluation is
essential for both model selection, comparing the performances of different models to choose the best
one, and model assessment, estimating the generalisation errors on new data. In scenarios where the
dataset is insufficient for triple splitting into training, validation, and test sets, alternative strategies
are required to estimate the extra-sample error, such as cross-validation. K-fold Cross-Validation is
a commonly employed approach, involving the division of data into K similar-sized subsets. The
model is trained on K-1 subsets and tested on one subset, repeated for all possible combinations.
Aggregating the errors from each fold yields a comprehensive estimate of the prediction error [36]. In
many cases, a leave-one-out cross-validation approach is adopted, setting the number of folds K equal
to the number of samples. While this method guarantees low bias in the error estimates since almost
all of the data is used in training, it suffers from high variance due to correlated error estimates on
the test cases, and it is computationally intensive. Conversely, setting K to lower values generates
more differentiated training folds and less correlated error estimates, resulting in lower variance but
higher bias, overestimating the error on test data, due to using only a fraction of the data for training
[36]. To strike a balance between bias and variance, a 20-fold cross-validation approach is adopted,
utilising 95% of the data in the training fold and 5% for testing. However, a single stage of K-fold
cross-validation may not provide a robust estimation of performance due to the randomness of fold
generation. More robust and stable estimations are achieved through repeated cross-validation, where
folds are generated multiple times using different initialisation|[37]. Moreover, by repeating the entire
process of partitioning and estimation multiple times, the variability is reduced, outperforming the non-
repeated cross-validation estimates [46]. Therefore, it was decided to repeat the 20-fold cross-validation
10 times, each time with different initialisation using pseudo-random seeds in the fold splitting phase,
resulting in a total of 200 estimates of model performance. This strategy ensures higher reliability in
the evaluation process, especially given the relatively small size of the dataset.

Before moving on to evaluation metrics, it’s crucial to clarify the actual object of evaluation. Since
any step of supervised feature selection should be included in the cross-validation loop, evaluation
encompasses both the feature selection method and the classifier. Therefore, the model comprises
both feature selection and classifier. The correct procedure, as outlined by [92], [3], and [36], requires
performing supervised feature selection within the cross-validation loop. This involves splitting the
folds into training and test folds, conducting feature selection and model training on the training
folds, and then testing on the test fold. Supervised feature selection should be performed on each
training fold separately to prevent unfair advantages in prediction. Test data should be left out before
supervised selection of variables is performed. It’s essential to perform supervised feature selection on
the training set only to prevent label information leakage from the data assigned to the test set, which
could lead to overestimated performances. Similar considerations apply to hyperparameter tuning of
both feature selection and classifiers. In contrast, unsupervised screening steps can also be performed
prior to splitting since class labels are not involved [36]. Following these recommendations, the initial
filtering stages of stability assessment, variance, and correlation analysis are conducted outside the
cross-validation loop. On the other hand, all other stages of feature selection and hyperparameter
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tuning are always included inside cross-validation for fairness.

For hyperparameter tuning, a nested approach is utilised, where the training fold of the outer cross-
validation is further split into folds to conduct an internal cross-validation to select hyperparameters
of both feature selection (e.g., the penalisation for LASSO) and classifiers (e.g., the number of trees for
Random Forest, the kernel for SVM, etc.). Considering computational costs, a 5-fold cross-validation
is employed in this case.

In summary, the entire process involved a nested cross-validation approach, comprising an outer loop
of 20-fold cross-validation, repeated 10 times, and an inner loop of 5-fold cross-validation for tuning.
Performances are estimated in terms of AUC. The model is fitted on K-1 folds, predictions are generated
for the test fold, and used to generate the ROC curve and compute the AUC. The procedure is repeated
for all the folds and the defined splitting schemes. A cross-validated AUC is then obtained as the mean
AUC together with its standard error SE = o/ VM, where o is the standard deviation, M = K xV K is
the number of folds, and V' is the number of repetitions [44]|. Accordingly, 95% confidence intervals can
be estimated as AUC £1.96 SE [50]. To perform model selection in terms of the number of parameters,
the one-standard error rule is usually recommended, selecting the most parsimonious model that does
not differ by more than one standard error from the model with the best performance [36].

4.4.2 Workflow

Features are extracted from both radiologist-delineated ROIs and automatic segmentations obtained
with V-Net. The features extracted from the radiologist ROI serve as the gold standard and reference
for the predictive model, while those obtained from automatic segmentation are retained for stability
checks on the feasibility of using automatic segmentation in future studies with the same model.

For the gold standard features, various feature selection techniques and classifiers are trained sepa-
rately using features obtained from the original image, each filter separately, and ultimately all filters
combined. Model performances with radiomic features are assessed for each combination of classifier,
feature selection method, and filter.

Additionally, in line with previous studies [67]|, the potential enhancement from incorporating the
clinical variables shown in Table 4.1 is investigated. Clinical variables are preprocessed investigating
correlations, continuous variables are centred and scaled, and categorical variables are encoded using
dummy variables encoding. These processed variables are then combined with the selected radiomic
features to train the classifier, and performances are re-evaluated.

The best models for each scenario are compared, and then tested using features obtained from auto-
matic segmentations to assess model stability.

4.5 Results

Results from all stages of model development are presented as follows.

4.5.1 Stability and discretisation

Considering both the dynamic and subtracted images, along with all the 18 filters listed in Table 4.2,
a total of 3742 features were extracted for each individual patient.

Stability assessment to morphological perturbations more than halved this initial number, resulting
in different selections of robust features depending on the choice of bins’ number. A summary of
the number of stable features is presented in Table 4.3, delineating separately the estimates for the
common shape features and all other features extracted from the dynamic and subtracted images. It
is noteworthy that the subtracted images consistently offer a higher number of stable features overall.
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N of robust features
bins’ number | shape | sdyn2 | dyn3 | all
[/14] [/1729] | [/1729] | [/3742]
4 13 548 482 1043
8 13 711 648 1372
16* 13 720 649 1382
32 13 691 621 1325
64 13 684 621 1318
128 13 650 607 1270
256 13 655 612 1280

TABLE 4.3: Number of robust features for different bin number values. The number of selec<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>