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Estratto

Nell’ambito dell’ingegneria dell’elicottero la necessità di una variazione simultanea dell’angolo
d’attacco della pala durante la sua rotazione attorno all’albero è causa di un notevole problema
noto come stallo dinamico. Questo evento è fonte di significativi problemi strutturali dovuti alla
presenza periodica di condizioni di carichi amplificati che possono accoppiarsi con la dinamica del
rotore e causare una rottura precoce della pala. Chiaramente, ciò rappresenta un limite propulsivo
per il mezzo ed una conoscenza più approfondita del fenomeno è necessaria per poter realizzare
dei metodi per controllarlo o evitarlo. Tra le varie tecniche per analizzarlo, la Scomposizione Ortog-
onale Propria ha dimostrato di costituire uno strumento obiettivo per l’identificazione delle strut-
ture coerenti sottostanti l’evoluzione del flusso. In questo elaborato viene utilizzata, per l’analisi
del flusso, la variante spettrale della scomposizione, basata sulla formulazione di Sieber et al. (2016)
[37]. Questo metodo sfrutta l’applicazione di un filtro che modifica la formulazione originale per
estrarre nuove strutture altrimenti interpretate come rumore dei dati considerati. Il caso di studio
trattato qui è quello di un profilo alare 2D NACA 0012 in moto di beccheggio, in condizioni di deep
stall. I dati numerici ottenuti dalla simulazione CFD con il solutore DLR TAU vengono scomposti
con lo strumento stocastico. In particolare, vengono scomposti due domini: il campo vettoriale
della velocità ed il campo scalare della pressione. Si identificano nuove strutture coerenti attraverso
l’applicazione del filtro ed il confronto fra le due analisi fornisce un criterio per selezionare un filtro
opportuno al fine di approcciare il fenomeno dello stallo dinamico. La dinamica sottostante le
strutture più correlate dimostra una maggiore sensibilità al filtro utilizzato quando si analizza il
campo della pressione, il quale presenta risposte più deboli a frequenze più alte, rispetto al campo
di velocità. Inoltre, viene utilizzato il calcolo dei carichi aerodinamici da una parziale ricostruzione
del campo di pressione per analizzare la possibile applicabilità della variante spettrale nell’ambito
della modellazione ad ordine ridotto.

Parole chiave — POD, SPOD, Strutture Coerenti, Turbolenza, Stallo Dinamico, Beccheggio





Abstract

In the field of Helicopter Engineering the need for a simultaneous variation of the angle of attack
of the blade during its rotation about the hub is the cause of a major issue known as dynamic
stall. This event is responsible for significant structural problems due to the periodic presence
of augmented loads conditions that may couple with the rotor dynamics and cause the earlier
failure of the blade. Clearly, this represents a propulsive limit for the craft and a deeper knowledge
of the phenomenon is necessary to devise methods for controlling or preventing it. Among the
several techniques for analyzing it, the Proper Othogonal Decomposition has shown to provide an
unbiased tool for the identification of coherent structures underlying the flow evolution. In this
work the spectral variation of the decomposition, based on the formulation from Sieber (2016) et
al. [37], is used to analyze the flow. This method takes advantage of the application of a filter that
modifies the original formulation in order to extract new structures otherwise interpreted as noise
of the considered data. The case study discussed here is that of a 2D pitching NACA 0012 airfoil,
under deep stall conditions. The numerical data obtained by the CFD simulation with the DLR TAU
code are decomposed with the stochastic tool. In particular two fields are decomposed: the vector-
valued velocity field and the scalar valued pressure field. New coherent structures are identified
through the application of the filter and the comparison between the two analysis provides a
criterion for choosing a proper filter in order to approach the dynamic stall phenomenon. The
dynamics underlying the most correlated structures shows a higher sensitivity towards the filter
adopted when one analyzes the pressure field, which depicts lower responses at higher frequencies
if compared with the velocity field. Furthermore, the computation of the aerodynamic loads from
a partial reconstruction of the pressure field is adopted to discuss the possible applicability of the
spectral variation in the context of reduced order modeling.

Keywords — POD, SPOD, Coherent Structures, Turbulence, Dynamic Stall, Pitching
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1 Introduction

The relative motion of the flow past a helicopter rotor during forward flight causes a differential
load distribution over the blades, due to a dynamic pressure that increases for the blades undergo-
ing the advancing phase and, simultaneously, decreases for the blades undergoing the retreating
phase [47]. The roll moment that would develop accordingly is therefore prevented by means of
a change of the angle of attack of the blades, the pitching motion being one of the solutions ap-
plied. The angle of attack is increased and decreased, respectively, for the retreating blade and
the advancing blade, describing a periodic motion that develops with the same period as the rotor
revolution, producing rapid variations of the incidence of the flow past the airfoils [10]. These
variations, when leading the airfoil to exceed the static stall angle of attack, cause the occurrence
of dynamic stall: this event is characterized by sudden excursions in the aerodynamic loads, which
reach considerably higher peaks if compared with the behavior of the static stall and, more, can
couple with structure dynamics (e.g. emphasizing the dynamic flutter), thus anticipating its fatigue
failure [13]. Hence, this phenomenon represents the main issue in the design of a helicopter rotor
and also defines its propulsive limit: this gives an idea on why the airspeed performances in heli-
copters engineering is so dependent on a good comprehension of the dynamic stall phenomenon
and justifies such a great effort of the research world toward this topic [22].
Many experiments were performed so far in order to achieve a better description of the events
occurring during dynamic stall: among them, the results that deserve a particular mention are
the ones from Carr et al. (1977) [7] and McCroskey et al. (1978) [28], as well as the ones from
Gerontakos in more recent years (2004) [18]. Based on the former, a detailed description of the
physics evolving in the context of dynamic stall over pitching airfoils is provided by McCroskey
(1981) [29]. With regard to numerical investigation, the unsteadiness typical of this phenomenon,
as well as the turbulence and the laminar-to-turbulent transition involved, represent a significant
issue in terms of computational costs. This fact explains why satisfying results were made possible
only in recent years, thanks to the improvements made either in the computers performances and
in the numerical techniques applied to the Computational Fluid Dynamics (CFD) [10]. The need
to achieve a better ability to simulate and, so, predict the phenomenon led, over the last decades,
to a rich production of publications, whose main target is to provide the tools for distinguishing
the best approach when one has to deal with dynamic stall. The various turbulence models are
intensively tested and discussed in literature together with the space-time discretization of the
numerical model they are applied to. A detailed study can be found in Singh et al. (2019) [38],
where the authors compare the behavior of seven different turbulence models for a 2D case; an-
other accurate analysis is the one performed by Wang et al. (2010) [45] and Wang et al. (2012) [46]
in which attention is paid to dynamic stall occurring at low Reynolds numbers and the results are
meticulously described for either a 2D case and a 3D case. In Kai et al. (2017) [21] the model is
first improved to obtain more accurate results than the ones from Wang et al. (2010) [45] and then
a plunging motion is coupled with the pitching motion in order to analyze the possible effects.
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1 Introduction

Marchetto et al. (2019) [27] study the impact of a Gurney flap on dynamic stall, after validating
their turbulence model against experiments, for a baseline airfoil, by evidencing strengths and
weaknesses of the CFD approach.
Understanding the peculiarities of dynamic stall is just the drawback of a broader problem that has
committed the fluid dynamic community for many decades: understanding the essence of turbu-
lence. Since the early 1920s a great effort has been put by researchers in the study of this topic, but
the fact that a general model for turbulence is not yet available suggests that the phenomenon itself
is not yet sufficiently understood. The original concept of turbulence as a stochastic phenomenon
characterized by the composition of a mean replicable flow field and a randomly fluctuating one
has been gradually refined during the years with further inspections that have determined the
presence of a certain organization even within the chaotic component [6]. In order to better iden-
tify these features, since its introduction to the turbulence context thanks to Lumley (1967) [25],
the Proper Orthogonal Decomposition (POD) has represented a powerful stochastic tool, able to
recover the so called coherent structures within time dependent turbulent flows, first of all because
of its unbiased approach which made no more necessary to know these structures a priori [1, 16,
2]. Since then the method has been widely adopted, either in experimental and numerical analysis,
for the study of turbulent flows and many results can be found in literature.
During the years, POD has also undergone different interpretations, among which it is worth to
mention the one from Sirovich (1987) [40], the so called snapshot POD, since it represents the most
diffused version for the application of the method. Based on it, in recent years Sieber et al. (2016)
[37] proposed a novel method, called Spectral Proper Orthogonal Decomposition (SPOD), which
takes advantage of the application of a particular filter to the original analysis performed by the
tool in order to obtain new features, so far hidden inside the flow. The detection of new flow as-
pects was made possible, as demonstrated by Sieber et al. (2016) [36] and Lückoff et al. (2017) [23]
for the case of a jet flow in the context of swirl-stabilized combustors. Ricciardi et al. (2018) [33]
applied SPOD to the numerical study of the fluid stream past a landing gear, in order to identify the
turbulent structures causing noise in the internal cavities of the wheels. In the context of flows past
wings, analysis were made for different cases. Ribeiro et al. (2017, 2019) [31, 32] studied the flow
past a blade with a NACA 0012 airfoil section: the authors applied the tool to their numerical data,
analyzing coherent structures either for the 3D data and the the 2D data obtained by spanwise
averaging the former. In Steinfurth et al. (2018) [43] SPOD is exploited to compare the different
behaviors of the flow, in the experimental case of a blade subject to different active wake control
configurations. Dynamic stall was investigated by means of SPOD by Wen et al. (2018) [47]: the
numerical data for the analysis were taken from simulations of a blade and then spanwise averaged,
for three different configurations of motion, namely: pitching-surging, pitching-surging-rotation,
pitching-surging-yawing.
The purpose of this work is to analyze the dynamic stall phenomenon by applying the SPOD to
the numerical data obtained by CFD simulations of a 2D pitching NACA 0012 airfoil. The analysis
takes into consideration two different types of flow field: the vector-valued velocity field and the
scalar-valued pressure field. A comparison between the different results allows for a better under-
standing of either the peculiarities of each field and how a proper SPOD filter should be chosen in
order to extract new structures from fields of the same kind in the context of deep dynamic stall.
In particular, the discussion is thus organized: in Chapter 2 the phenomenon of dynamic stall is
identified as a consequence of the helicopter rotor dynamics and described in terms of physical
events. Chapter 3 provides an introduction to the POD theory and then SPOD main concepts are
drawn in order to highlight similarities and differences with the former and to show its potential.
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Chapter 4 presents the numerical model adopted. In particular, it is described in terms of geometry
and spatial discretization; its suitability to reproduce the dynamic stall phenomenon is addressed
by comparing its prediction of the loads coefficients with the experimental measurements from
Gerontakos (2004) [18], for two different turbulence models. In the last section another flow con-
figuration is described according to the flow field behavior and corresponding effects on the loads
curves. The numerical data obtained from this latter simulation represent the input for the modal
analysis performed with the SPOD. In Chapter 5 the stochastic tool is applied to the data related
to a selection of the whole domain, corresponding to 2 cycles out of the 4 performed. The time
and spatial correlations of the two fields are identified and discussed. The loads coefficients are
computed from a partial reconstruction of the pressure field, with two different application of the
SPOD, and compared with the original data from the CFD solver. In the concluding part the results
are further discussed and compared.
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2 The Dynamic Stall

2.1 The Rotor-Craft Dynamics

Differently from a fixed wing operating conditions, which are usually characterized by a steady
freestream, a rotating wing mostly operates within unsteady inlet flows [47]. This is even more
clear if one considers the motion of a rotor blade in forward flight (Fig. 2.1): the local velocity
of the relative wind at a given section is obtained (if neglecting other effects) by the composition
of the circular velocity and the induced velocity of the advancing motion of the rotor. While the
former is fixed for a chosen radial position, the latter changes according to the phase angle of the
rotating motion of the blade, namely the blade azimuth ϕ [11]. As regards the blade undergoing
the advancing phase (0° <ϕ< 180°), therefore called advancing blade, the relative wind results in
a velocity higher than the flight speed U f f due to the addiction of the circular velocity, with the
peak velocities experienced by the tip region of the blade at ϕ= 90°. Accordingly, the opposite be-
havior occurs for the retreating phase (180° <ϕ< 360°): here, the freestream velocity is lower than
the flight speed until the point that a reverse flow region arises close to the hub, at approximately
ϕ= 270°, with the fluid flowing from the trailing edge to the leading edge [13].

Figure 2.1: Distribution of the relative wind velocities on the rotor blades of a helicopter during forward
flight (advancing to the left), adapted from Corke et al. (2015) [13].
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2 The Dynamic Stall

These conclusions find validation if one considers the definition of the lift produced by a blade
during forward flight, Lb [5]:

Lb(ϕ) = 1

2
ρ c U 2

T

∫ R

e
cl (r,ϕ)

[ r

R
+ µ∞ sinϕ

]2
dr (2.1)

where: ρ is the fluid density, c is the chord length, UT is the hover tip speed, e is the root cutout
radius, R is the blade radius, cl is the section lift coefficient, r is the blade radial location and µ∞ is
the advance ratio, defined as [47]:

µ∞ =
U f f

Ω R
=

U f f

UT
(2.2)

Ω being the rotor speed.
In fact, while the quantities before the integral are constant during the revolution, the integral itself,
which can be defined as the mean blade lift coefficient Cl [5], is dependent on the blade azimuth. In
particular it is easy to state that this dependency presents a maximum and a minimum coincident
with the angles previously mentioned, causing different lift forces on two opposite blades. This
unbalance of the air loads occurring at diametrically opposed positions, together with the lever
arm made by the blades, generates a roll moment on the whole system. A trim is then necessary to
prevent this couple, which is done by means of a change of the angle of attack α of the blades, the
section lift coefficient cl being strictly dependent on it [11]. Hence, in order to recover the same lift
on the two blades, the angle of attack must be increased for the retreating blade and, accordingly
reduced for the advancing blade: this is usually done by means of a pitching motion applied to the
blades, whose incidence is changed periodically during the rotation and can be described with the
following [13]:

α(t ) = α0 + α1 sin(Ωt ) (2.3)

where: α0 is the mean angle of attack and α1 is the pitch amplitude.
When an unsteady motion applied to a lifting surface, such as pitching motion, causes it to exceed
its static stall angle of attack, the dynamic stall phenomenon occurs, producing strong excursions
in the aerodynamic loads which can couple with the structure dynamics and lead it to earlier failure
[22, 13].
Furthermore, due to the presence of the reverse flow region, a negative lift region arises close to
the hub: although the values of the force here produced are lower than the ones detectable at the
tip, it is important to account for this loss of lift. In fact, according to this behavior of the flow,
the blades are usually twisted such that the angle of attack at the tip is higher than one at the
hub, even though the pitching motion amplitude decreases from the hub to the tip [10]. Hence,
it is reasonable to expect dynamic stall to occur close to the tip, that is where the angle of attack
reaches the highest values within the evolution of the motion. In particular, Bousman (1998) [4],
as part of an experimental investigation on the behavior of the air loads for three different flight
conditions of the UH-60A helicopter, showed that the region of the blade mostly affected by this
phenomenon was that one in the range between r = 0.77R and r = 0.92R (Fig. 2.2) during the
retreating phase. In fact, the author discovered that the airloads on the outboard section of the
blade, although characterized by higher incidence angles that lead the flow to be supercritical, is
mostly affected by the separation caused by the blade tip’s vortex than by dynamic stall.

6



2.2 The Flow Morphology

Figure 2.2: Rotor map of the dynamic stall for the forward flight, adapted from Bousman (1998) [4]. The
circumferential lines represent the locations of the sensors on the blades, the open circles refer
to the moment stall events, while the crosses refer to the lift stall events: the gray region defines
where the flow is separated.

2.2 The Flow Morphology

As aforementioned, the dynamic stall is a phenomenon that occurs when a lifting surface under-
goes a rapid change of its incidence up to angles of attack that are beyond its static stall limit. When
static stall occurs, the aerodynamic coefficients show sudden excursions due to a separation of
the flow over the suction surface, with a decay of the lifting load and, accordingly, a rise of the
drag force. While this phenomenon is more typical of low airspeeds, the dynamic stall affects rotor
blades undergoing fast streams since they operate close to the limits for the detachment of the
flow [22]. One of the main consequences of the phenomenon, i.e. the increase of the maximum lift
achievable with an airfoil in quasi-static conditions, was already observed in early 1930s but the
first experimental data on the effects of dynamic stall were obtained in 1960 [22, 7]. Since then, the
dynamic stall has been involved in an intense process of investigation and many results produced
during the 1970s and 1980s are still today the reference points for the research environment. The
majority of the knowledge on this phenomenon is to be attributed to 2D pitching airfoils experi-
ments, even though dynamic stall has a 3D character [22]; however, since the present work focuses
onto the bi-dimensional effects, it is not its purpose to describe the physics undergoing the 3D
behavior of the event.
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The structure at the basis of dynamic stall is a vortex-like disturbance, which develops and sheds
on the suction side, causing significant alterations to the forces and moments acting of the airfoil
[29]. As the vortex leaves the airfoil, the flow becomes fully separated: this condition persists for a
part of the cycle, until it reattaches again. This behavior, when viewed against the angle of attack,
defines clear hysteresis curves in the airloads plots [7]. The effects thus produced allows to define
two different regimes of dynamic stall (Fig. 2.3):

• Light stall: it can be detected when the peak angle of the motion is only slightly greater
than the static stall angle [49]. The flow operates only partially in conditions of full sepa-
ration, which allows to reach airloads peaks higher than those of the steady case, but still
similar. Clear hysteresis loops are detectable, especially for the moment coefficient which
shows considerably negative values and negative damping phases (described further on) [10].
Moreover, the vertical dimension of the boundary layer is on the order of the airfoil thickness
and smaller than the that one associated with static stall, and it is particularly influenced by
the airfoil geometry, the reduced frequency k and the Mach number M [29, 49];

• Deep stall: it occurs when the motion develops with a mean angle of attack close to the
static stall angle and the amplitude of the motion is such that the latter is exceeded by at
least 5° [49]. The flow is mainly under conditions of separation. This fact produces severe
peaks in the airloads coefficients, as well as large hysteresis loops which result in a high
aerodynamic damping impact [10]. As regards this regime, the dimension of the boundary
layer increases up to the order of the chord length of the airfoil, showing a minor dependence
on the geometric and motion parameters [29, 49].

Figure 2.3: Dynamic stall regimes, adapted from McCroskey (1981) [29]. The plots of forces and moment
coefficients are shown for both the light stall regime (left) and deep stall regime (right). The mean
angle is written above each set of plots, while the pitch amplitude is always 10°.
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In general, although more clearly noticeable from the deep stall graphs, the dynamic stall process
develops through six main stages which can be derived from the trend of the airloads during a
pitching cycle, as proposed by McCroskey (1981) [29]. Carr et al. (1977) [7], based on 2D experi-
ments on an oscillating NACA 0012 airfoil, provide a thorough description of these events as well
as a careful analysis of flow behavior from one step to the following. In Figure 2.4 every particular
flow condition is referred with a letter and depicted in terms of either the effect on normal force
and moment coefficients (respectively, cN and cM ) and the flow distribution on the airfoil. The
first part of the cycle, called upstroke, is dominated by the linear trend of the thin airfoil theory
in static conditions, the flow being unseparated even when the angle of attack exceeds the static
stall condition in (a) [29]. This delay in the separation is reported by Corke et al. (2015) [13] as
a consequence of two effects: the increase in the effective camber, occurring when the rate of
change of the incidence angle is positive, and the Magnus effect caused by the pitching motion
of the leading edge. The boundary layer begins to thicken in (b), showing the first appearance of
flow reversal regions arising close to the trailing edge until in (c) the first eddies develop according
to the wavy pattern in the furthest zone. The spread of the flow reversal over the suction side (d)
until the initiation of the dynamic stall process is determined by the sudden separation of the
boundary-layer near the leading edge, which states the formation of the so called Leading Edge
Vortex (LEV). This vortex, as reported by McCroskey (1981) [29], starts to shed rearward at a speed
lower than half the freestream velocity of the 2D configuration, U∞, causing the typical excursions
in the airloads coefficients plots. In fact the core of the vortex, while shifting toward the trailing
edge, acts as a low-pressure source which is the cause of either an abrupt increase of the normal
force (f) and a sudden drop of the moment curve, referred to as moment stall (g). This latter is
due to the nose-down effect produced on the airfoil as the shedding vortex changes the pressure
distribution on the suction side and represents a clear difference with respect to the static stall,
in which moment stall and lift stall occur simultaneously. In fact, lift stall (h) begins only later,
as the vortex core nears the midchord: starting from this event the behavior of both the curves
shows a similar dropping trend, until the LEV core is almost at the trailing edge. Here, the moment
stall reaches its maximum negative value (i) and starts to rise rapidly to values similar to the ones
of the static condition, while the normal force is still decaying steeply. The vortex sheds into the
wake right after, in the first moments of the downstroke phase. The flow enters the fully separated
condition in (j) showing a behavior comparable with that of an airfoil under static stall condition,
unless secondary or even tertiary vortices arise, causing additional fluctuations on the airloads
trends. The boundary layer then begins to reattach (k) gradually from the leading edge, until the
reattachment is complete: this occurs during the downstroke, but the linear behavior is recovered
only some moments after the initiation of the upstroke (l). From this event, the cycle starts again
and repeats with the same pattern [13, 7, 29].
One of the main drawbacks of this highly nonlinear behavior of the airloads is related to the stall
flutter which can be defined as a single-degree-of-freedom oscillatory motion, differently from the
classical flutter occurring in unseparated flows which usually involves more degrees of freedom
[29]. This phenomenon excites the natural frequency of the torsional mode and can produce sub-
stantial increases of the limit-cycle vibrations amplitudes up to values that can lead to divergent,
and so fatal, oscillations [22]. The stall flutter directly relates to the work exerted by an airfoil on
the fluid due to its motion, which, for a pitching profile, depends on the pitching moment about
the axis of rotation [29].
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2 The Dynamic Stall

Figure 2.4: Events occurring during dynamic stall on a pitching NACA 0012, adapted from Carr et al. (1977)
[7]. Trends of the normal force and moment coefficients (left) and relative flow behavior on the
airfoil (right).

This value is usually nondimensionalized, which leads to the definition of the damping factor
symbolized by D.F. or CW and given by [22]:

D.F. = CW =
∮

cm(α) dα (2.4)

Considering, as above, the plot of cM vs α, it is straightforward to conclude that Equation 2.4 has
the meaning of the area enclosed by the pitching moment curve throughout a cycle and, in fact,
the damping coefficient is experimentally calculated as [13]:

CW =
∫ α0+α1

α0−α1

(
cD

m(α) − cU
m(α)

)
dα (2.5)
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D and U denoting respectively the downstroke and upstroke phases.
In accordance with the definition of CW , it is clear that a positive damping means an introduction
of energy made by the body onto the fluid which, in fact, acts as an actual damping for the airfoil
motion; furthermore, from Equation 2.4 one can conclude that a positive damping is represented
by a counterclockwise closed loop in the pitching moment trace or, put another way, a region en-
closed by an upstroke phase segment, as upper bound, and a downstroke phase segment, as lower
bound [10]. A negative damping coefficient, instead, has exact opposite features so the fluid acts
as an energy source for the body motion, promoting the divergence of aeroelastic oscillations [22].
Throughout dynamic stall, both the conditions occur. If the contribute of the positive damping
phases is such that the negative damping condition is not balanced, new energy is added to the
airfoil motion after every cycle, resulting in a limit-cycle growth up to exaggerated amplitudes [13].
It has been noticed that an increase in the mean angle of attack causes an enlargement of the area
related to negative damping; however, this behavior holds until the values of α0 are consistent
with the onset of deep stall: in fact, deep stall penetration introduces a new counterclockwise loop
which increases the amount of positive damping, thus stabilizing the motion. Then, the reduced
frequency is increased in order to delay the occurrence of stall at high incidence angles, which
reduces the portion of flow separation and justifies a higher aeroelastic stability of the deep stall
regime if compared with the light stall regime (Fig. 2.5) [22, 13].

Figure 2.5: Hysteresis loops in two plots of moment coefficient against angle of attack, adapted from Corke
et al. (2015) [13]. Negative damping (orange) and positive damping (gray) regions are identified
within a cycle for both the light stall (left) and the deep stall (right).

2.3 Numerical Modeling

Due to the difficulty in reproducing experimentally every nonlinear aspect of the flight conditions
of helicopters and the regimes of large turbulent separated regions appearing throughout dynamic
stall, reasonable predictions on the phenomenon can be achieved only by means of a numerical
solution of the equations underlying it physics. As a fluid dynamic problem, dynamic stall is
governed by the Navier-Stokes equations, which describe the behavior of a fluid, encompassing
the conservation of mass and momentum of the domain studied and the way energy interchanges
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within it, as follows [22, 30]:





∂ρ

∂t
+ ∂(ρu j )

∂x j
= 0

∂(ρui )

∂t
+ ∂(ρui u j )

∂x j
= − ∂p

∂x j
+ 1

Re

∂τi , j

∂x j
∂(ρh)

∂t
+ ∂(ρhu j )

∂x j
= ∂p

∂t
+ u j

∂p

∂x j
+ 1

Re
τi , j

∂ui

∂x j
− 1

Re Pr

∂q j

∂x j

(2.6)

where u = ui = (u, v, w), with i = 1,2,3, is the velocity vector defined for the three directions of the
space x = xi = (x, y, z), p is the pressure, T = τi , j is the stress tensor, h is the specific enthalpy and q
= qi is the specific heat flux vector; Re is the dimensionless Reynolds number, defined as:

Re = ρV`

µ
= V`

ν
(2.7)

with V being a characteristic velocity of the flow, ` being a characteristic length of the flow, µ being
the dynamic viscosity of the fluid and ν being the kinematic viscosity of the fluid; while Pr is the
dimensionless Prandtl number, defined as:

Pr = cpµ

K
(2.8)

with cp being the specific heat of the fluid and K being the thermal conductivity of the fluid.
Although analytical solutions are available for System 2.6, they are only applicable to simple cases,
which makes it impossible to exploit them for solving practical problems. These latter, instead,
are solved with a numerical approach that requires the space and time discretization of the in-
vestigated physical domain [3]. The solution thus obtained is then discrete: differently from an
analytical solution, which provides a function describing the behavior of the dependent variables
continuously throughout the space-time domain, a numerical solution can be defined as a set of
"numbers" relating to specific points (called grid or mesh points) at given time steps, according to
the discretization adopted [48].
Despite Direct Numerical Simulation (DNS) being a possible way to solve numerically the Navier-
Stokes equations, it is known that the number of grid points needed to achieve enough space

resolution scales as Re
9
4 and the computational time as Re3; therefore, according to the typical

operating ranges of the Reynolds number in the helicopters environment (105 <Re< 106 [22]), it
appears clear that such an approach is not affordable even by the modern supercomputers [3].
For such a reason, a common way to approach the solution of System 2.6 is by modeling certain
features of the flow through new sets of equations that require the definition of specific constants
for the closure of the problem, which have to be determined: an example is given by the Boussinesq
assumption for modeling the Reynolds stress tensor [10].
A first class of approximation strategies includes the so-called Large Eddy Simulations (LES) ap-
proach, which takes advantage of the Kolmogorov theory (1941) for modeling the small turbulence
scales, characterized by a more universal nature: the large scales are instead accurately resolved,
which requires a discrete resolution of the grid but still less demanding than a DNS computational
domain. However, its inherent three-dimensional and unsteady character makes it still too com-
putationally onerous if one considers the accuracy required in many engineering applications, but
it represents a promising tool if specific conditions were to need a more careful investigation [3].
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Instead, the most common method in engineering environment, according to the averaging pro-
cess is based on, goes by the name of Reynolds-Averaged Navier-Stokes (RANS). In fact, Navier-
Stokes equations are reassessed after applying the Reynolds decomposition to the flow variables
that are separated into a mean and fluctuating components and then time averaged. Then, the
closure approaches are distinguished depending on the number of transport equations adopted.
Amongst other, one-equation and two-equations models are the most diffused techniques. As
regards the former, the Spalart-Allmaras (SA) model utilizes only one transport equation for an
eddy viscosity variable and was developed for the aerospace industry in order to reach satisfactory
capabilities to accurately predict turbulent phenomena involving adverse pressure gradients and
to recover smooth laminar-to-turbulent transition at selected positions [3]. Different versions have
been created to improve specific aspects of the original model dating back to 1992: as an example,
the Spalart-Allmaras with Edwards modification (SAE) has shown to provide a versatile tool for a
satisfactory analysis of different applications [10]. Two-equations models are usually named ac-
cording to the variables solved by the additional transport equations: among them, the two most
adopted are the so-called K −ε and K −ω, solving for the kinetic turbulent energy K and, respec-
tively, the turbulent dissipation rate ε or the specific turbulent dissipation rate ω. Despite the first
being still the most widely used, it shows a degraded accuracy when flows involve adverse pressure
gradients: to this end, the K −ω model, especially in its modified version from Menter (1994, 2003)
known as K −ω Menter Shear-Stress Transport (SST), provides an improved tool, combining the
advantages of both the models [3]. Although superior than one-equation closures, two-equations
models are still insufficient to accurately predict flow physics, most of all when strong separations
occurs [10].
The phenomenon of dynamic stall has been, and still is, widely investigated by the research com-
munity that has already produced many publications comparing the turbulence models against
the several experimental data available, particularly favoring the use of the K −ω SST model [19].
Although promising results have been obtained either for the 2D and the 3D cases numerically
analyzed, the determination of the most appropriate turbulence model is still an open endeavor
due to the aforementioned complexity in obtaining validating data from experiments under the
same conditions [10, 22, 19].
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The hope for the formulation of an universal theory of turbulence indissolubly lies in a deeper
understanding of the physics undergoing turbulent flows [6]. What makes turbulence such a chal-
lenging and, hence, fascinating problem is its inherent complexity, which forces researchers to
continuously devise new approaches for facing it. In fact, its innermost nature relies on nonlin-
earity, unsteadiness, rotationality and dimensionality. This explains why, although being normally
approached as a stochastic issue, turbulence absolutely can not be treated with the usual simplifi-
cations adopted in statistical mechanics, for the linearization usually applied to fluid mechanics
problems would lead to destroy the real essence of turbulence [20].
After being considered for many years mainly as a random phenomenon, turbulence was probably
firstly attributed an organized feature in 1956 by Townsend, while at that time some experiments
had already agreed upon its intermittent nature [6, 24]. However, the current concept of coherent
structures in turbulent phenomena became widespread only in 1971 with Brown and Roshko inves-
tigation [15]. According to Berkooz et al. (1993) [2], coherent structures in turbulent flows can be
physically described as "organized spatial features which repeatedly appear (often in flows dom-
inated by local shear) ad undergo a characteristic temporal life cycle". Clearly, a hint of order in
the apparent randomness of the turbulent motion aroused suddenly a great interest in the fluid dy-
namics community, for it represented a first step towards a better understanding, and so handling
of the phenomenon [15]. In this respect, an important contribution was given by Lumley (1967)
[25] by introducing to the turbulence community the so-called Proper Orthogonal Decomposition
(POD), which, henceforth, provided a mathematical shape to the concept of coherent structures as
well as an unbiased method for identifying them [1, 40, 8].

3.1 Proper Orthogonal Decomposition

The purpose of POD is to perform a modal decomposition of a set of numerical or experimental
data, by extracting a basis that is indeed optimal. Let the data set consist of Ns vector-valued
realizations and be defined as {u(x, t j )}Ns

j=1, where an observation u(X) = u(x, t j ) is usually referred

to as snapshot and X = (x, t ) ∈ D = R3 ×R+; the optimality condition reduces to find a basis
{φ j (X)}+∞j=1 in the infinite set of vector-valued functions spanned by {θ j (X)}+∞j=1, such that the error
between the original signal and its projection onto the basis is minimum in some average sense,
that is:

min
θ

〈∥∥∥∥u − (u,θ)

‖θ‖2 θ

∥∥∥∥
2 〉

=
〈∥∥∥∥∥u − (u,φ)

∥∥φ
∥∥2 φ

∥∥∥∥∥

2 〉
(3.1)
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where (·, ·), ‖·‖ and 〈·〉 are respectively the inner product, the induced norm and the ensemble
average in the L2(D) space [20, 12, 1, 40]. More, one is only concerned on the parallelism between
the basis and the snapshots, so the amplitude of φ is normalized; this, bearing in mind that the
statement in Equation 3.1 is equivalent to maximizing the projection, allows to reassess the issue
as a classical constrained optimization problem [12, 26]:

max
θ

〈‖(u,θ)‖2〉
‖θ‖2 = 〈

∥∥(u,φ)
∥∥2〉

∥∥φ
∥∥2 subject to

∥∥φ
∥∥2 = 1 (3.2)

Then, one can prove that the calculus of variations reduces this problem to an eigenvalue problem
in the shape of a Fredholm integral equation, as follows[20, 1, 12]:

Fφ =
∫

D
R(X,X′)φ(X′)dX′ = λφ (3.3)

where the kernel of the operator F , R, is the autocorrelation matrix, defined as [12, 1]:

R(X,X′) = 〈u(X)⊗u∗(X′)〉 (3.4)

and * denotes the conjugate complex.
If the integration domain D is bounded, one can evoke the Hilbert-Schmidt theory, which yields
important properties of the POD [16, 12, 1, 2]:

(i) Equation 3.3 has a denumerable infinity of solutions, which are represented by a discrete
set of POD eigenvalues, {λ(n)}+∞n=1, and POD eigenfunctions or modes, {φ(n)}+∞n=1, and are
solutions to 3.2;

(ii) since R is non-negative, F is self-adjoint and non-negative, so the eigenvalues are real and
positive, and then can be ordered:

λ(1) ≥λ(2) ≥ · · ·λ(+∞) ≥ 0 (3.5)

and their series converges:
+∞∑
n=1

λ(n) <+∞ (3.6)

(iii) the eigenfunctions are mutually orthonormal

(
φ(m),φ(n)) = δmn (3.7)

where δmn is the Kronecker delta;

(iv) the collection of eigenfunctions forms a complete orthogonal set, so the original data set can
be reconstructed as follows:

u(X) =
+∞∑
n=1

a(n)φ(n)(X) (3.8)

where the POD modes coefficients a(k) are obtained by projection of the original signal onto
the basis:

a(k) = (
u,φ

)
(3.9)
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(v) according to Mercer’s theorem, R can be decomposed as:

R(X,X′) =
+∞∑
n=1

λ(n)φ(n)(X)φ∗ (n)(X′) (3.10)

(vi) putting together statements (iii), (iv) and (v) it is possible to prove that even the modes
coefficients are uncorrelated (i.e. orthogonal) and represent, if averaged, the eigenvalues:

〈a(n)a∗ (m)〉 = λ(n)δmn (3.11)

(vii) from statements (iii) and (v) it is possible to prove that each eigenvalue is the measure of the
relative contribution of the corresponding structure of order (n), and the following holds:

∫

D
tr

(
R(X,X′)

)
dX =

+∞∑
n=1

λ(n) = E (3.12)

where tr(·) denotes the trace of the matrix. If u(X) is a velocity field, then E is equal to twice
the turbulent kinetic energy K of the flow, otherwise it represents just a measure of the
information of the initial signal carried by the modes, and for such a reason it will be referred
to as POD modes energy (though it may have no connections with energy in the mechanical
sense).

When the input data arise from experiments or numerical simulations the Ns snapshots are vectors
uk = u(x, tk ) of dimension Np , which is the number of points (or nodes) where the variable is
defined [20]. In particular, in the case of numerical data, or even certain kinds of experimental
measurements (e.g. Particle Image Velocimetry (PIV)), the resolution of the computational domain
is much greater than the number of time realizations, i.e. Np À Ns ; the resolution time for such
eigenvalue problems of size Ns can be reduced by means of the snapshot POD proposed by Sirovich
(1987) [40, 41, 42], for which the variable X is assimilated to time and so the correlation is actually
a temporal correlation [12, 37].
In the present work, as often found in literature, the decomposition is applied to the fluctuating part
of the data u′(x, t ) that is extracted from the original signal by subtraction of the mean component
u(x), which, in the cases with finite dimensions, is calculated with the arithmetic mean [9, 40, 20]:

u(x, t ) = u(x) + u′(x, t ) = 1

Ns

Ns∑

j=1
u j + u′(x, t ) (3.13)

If the snapshots matrix U of the fluctuating components is defined as a column-wise collection of
the snapshots, as follows [20]:

U = Np rows








u′(x1, t1) u′(x1, t2) . . . u′(x1, tNs )
u′(x2, t1) u′(x2, t2) . . . u′(x2, tNs )

. . .

. . .

. . .
u′(xNp , t1) u′(xNp , t2) . . . u′(xNp , tNs )




Ns columns︷ ︸︸ ︷
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3 Stochastic Tools for Turbulent Flows

the solution to problem 3.2 can be computed by directly applying the Singular Value Decomposi-
tion (SVD) to U ; however, as described in the next section, SPOD is based on a manipulation of the
correlation matrix that arises from the original formulation of the snapshot method. In fact, this
approach stems from a particular definition of the modes in terms of the original data set, that is
[12]:

φ(n) =
Ns∑

k=1
a(n)u′(x, tk ) (3.14)

Then, by rearranging Equations 3.3 and 3.14 it is possible to prove that the sufficient condition
needed for the problem to have a solution is [12]:

Ca(n) = λ(n)a(n) n = 1, · · ·, Ns (3.15)

which is a Ns-dimensional eigenvalue problem for the correlation matrix C of size Ns ×Ns , defined
as [37, 44]:

C = 1

Ns
∑Np

i Wi ,i

U T W U (3.16)

W being a Np ×Np diagonal matrix accounting for the cell volumes of the grid (i.e. a spatial weight-
ing located at the nodes) and a(n), n = 1, · · · , Ns are vectors of the same size Ns as the time dis-
cretization, and for this reason are interpreted as coefficients purely dependent on time [12]:

a(n) =




a(n)(t1)
a(n)(t2)

...
a(n)(tNs )




(3.17)

Then, the collection of modesφ(n) is interpreted as a purely space-dependent basis and each vector
of size Np is computed according to the following [12]:

φ(n)(x) = 1

Nsλ(n)

Ns∑

k=1
a(n)(tk )u′(x, tk ) (3.18)

where the factor before the sum is needed for the vectors to be normalized, while already being or-
thogonal by definition; also, statement (vi), concerning the orthogonality of the modal coefficients,
is still valid and is reported below for the finite-dimensional case:

1

Ns

(
a(n), a(m)) = λ(n)δnm (3.19)

As a result, the original data set can be recovered from [12]:

u′(x, t ) =
Ns∑

n=1
a(n)(t )φ(n)(x) (3.20)

At this point, for the sake of clarity, two aspects should be specified. The first regards the inherent
linearity of the method. In fact, the decomposition is assessed as a linear procedure and according
to Equation 3.20 the original nonlinear problem is reformatted by means of a basis that arises from
a linear process. This, clearly, does not mean in any way that the problem has been linearized but,

18



3.1 Proper Orthogonal Decomposition

rather, that it has been projected onto a finite-dimensional hyperplane through the definition of
the correlation matrix that is, indeed, the result of a nonlinear phenomenon, and, furthermore,
this hyperplane is, on average, the closest (i.e. optimal) to the original data set [39]. Although the
linear character allows to take advantage of the knowledge on the theory of linear operators for
defining the properties of the decomposition, the drawback that one must bear in mind is that the
optimality statement is implied only with regard to other linear representations [20].
The second remark concerns the separation of variables in Equation 3.20, which is a difference with
respect to the formulation of statement (iv) for the same concept. In fact, the general treatment re-
ported at the beginning of this section assesses the problem for X, regardless of its dependence on
one or more variables, and, in the same way, even the reconstruction of the signal is made through
eigenfunctions depending on that variable, while the modal coefficients are pure constants. How-
ever, in common applications of modal decompositions (e.g. Fourier series) there is a tendency to
split variables and, so, to identify space-dependent modes and time-dependent coefficients, which
leads to expansions in the form of 3.20. It should be stressed that there is no a priori justification for
doing that, when data depend on more variables, and such an approach may not be suitable for all
the cases but, rather, its adoption should be examined according to the features of the input signal
and the information one expects to extract from it. In what follows, the attention is addressed to
the identification of space modes and therefore the separated-variables approach is adopted [44,
20].
It is important to notice that, in the discrete problem, Equation 3.3 reduces to a finite-dimensional
problem on the autocorrelation matrix R: as a result, it is possible to interpret the eigenvectors
of the matrix, in a geometrical sense, as the "principal axes" of the data set, thus representing the
most correlated structures of the signal. This suggests the interpretation of the modes as a mathe-
matical shape of the coherent structures [20]. Although the correlation matrix C is not indeed equal
to R, the latest consideration regarding the modes is still valid for the snapshot method, since, as
suggested by its derivation, the problem that is being solved is again 3.3 [39].
As a concluding remark, another useful aspect of the application of the POD is related to the pos-
sibility to build a reduced order model, by taking advantage of the basis provided by the modes.
Whether its purpose is to reconstruct the original field or to provide a projection space for the
governing equations in a numerical model, the important benefit given by the optimality is that
the first modes are able to recover the greatest part of the initial signal. In fact, after deciding the
percentage of original information to be retained for the reconstruction (δ), the number of retained
modes Nr can be derived from the relative information content, according to [12]:

δ(Nr ) =
∑Nr

n=1λ
(n)

∑Ns
n=1λ

(n)
(3.21)

In particular, the experience suggests that very few modes are needed to recover at least the 90%
of the original signal, which results in extremely reduced dimensions of the problem investigated
[20].
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3 Stochastic Tools for Turbulent Flows

3.2 Spectral Proper Orthogonal Decomposition

The key concept at the basis of the Spectral variation of the POD proposed by Sieber et al. (2016)
[37] is the application of a low-pass filter along the diagonals of the correlation matrix C, which
leads to the definition of the filtered correlation matrix S, whose elements are given by:

Si , j =
N f∑

k=−N f

gk Ci+k, j+k (3.22)

where the filter coefficient g k is the component of a vector g of length 2N f +1 and N f is the filter
width. Then the problem is reassessed for the filtered matrix, in the same way as described above
for the snapshot approach, the new eigenvalue problem being:

Sb(n) = µ(n)b(n) n = 1, · · ·, Ns (3.23)

where µ(n) and b(n), n = 1, · · · , Ns are respectively the eigenvalues and time coefficients of the SPOD
[37]. The orthogonality of the mode coefficients is still valid, but now they are scaled with the new
eigenvalues, such that Equation 3.19 is restated as follows:

1

Ns

(
b(n),b(m)) = µ(n)δnm (3.24)

More, the energy carried by each mode is still represented by the corresponding eigenvalue, such
that:

Ns∑
n=1

λ(n) =
Ns∑

n=1
µ(n) (3.25)

Again, the spatial modes are obtained in a similar way as in the snapshot POD, but in accordance
with the new variables, as follows:

ψ(n)(x) = 1

Nsµ(n)

Ns∑

k=1
b(n)(tk )u′(x, tk ) (3.26)

It is worth noting that, because of the filter action on the matrix, the new modes computed are not
orthogonal, with the inevitable drawback that they are no more uncorrelated [37]. For a further
description of that, the reader is referred to the paper.
Then, the original data set is reconstructed accordingly as:

u(x, t ) = u(x) +
Ns∑

n=1
b(n)(t )ψ(n)(x) (3.27)

Moreover, Sieber et al. (2016) [37] propose a method for coupling the modes. In fact, when periodic
coherent structures are present, their behavior is described by couples of modes that show similar
spectral content, in the same way as sine and cosine components compose modes of a signal
decomposition through the Fourier series. Usually, the coupling procedure is made through the
visualization of the phase portraits and the spatial modes plots, even though this technique has
not any character of objectivity. Although the approach is not reported here, the intention is to
take advantage of the Dynamic Mode Decomposition (DMD) applied to the time coefficients in
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3.2 Spectral Proper Orthogonal Decomposition

order to evaluate the harmonic correlation, which is based on the cross-spectra of the coefficients,
evaluated at a quarter period phase lag. The coupled modes, then, appear as maxima in the
integrated cross-spectral density matrix obtained through the DMD modes and the indexes of the
corresponding i -th row and j -th column define the modes constituting the couple b̃, as follows:

b̃(t ) = bi (t ) + ib j (t ) (3.28)

The same indexes also allow to compute the relative energy content of the pair as:

Ẽ = µ(i ) +µ( j )

∑Nr
n=1µ

(n)
(3.29)

The method even provides an average frequency of each modes couple, weighted with the corre-
sponding correlation values extracted from the the cross-spectral matrix. Although the approach
gives an objective procedure for the identification of the couples, a validation by means of visual-
ization of the results is all the same necessary since, as reported by the authors, it may even lead to
unphysycal pairs [37].
Since the essential aspect of the SPOD is the application of the filter, its features deserve a particular
discussion. As described by Sieber et al. (2018) [35] in the generalized derivation of the method,
the filter is actually a window (Gaussian) function w(τ) applied to the time series which result to be
represented by a set of windows centered at the given time step tk corresponding to the snapshots,
with τ being a short time scale within which the data are correlated. When the correlation matrix is
computed in the discrete case, the result is Equation 3.22, where, in fact, the filter coefficients are
defined as:

g j = w2( j∆t ), τ = j∆t (3.30)

Then, the effect of the application of the filter should be considered with respect to the quantities of
the correlation matrix it modifies. According to Figure 3.1, it is clear how the diagonals contain the
information of the dynamics of the signal, that is the dependence on time, while the anti-diagonals
represent, for a given time tk , the effect of the time delay between the time series, which can be
related to τ as follows [37]:

τ = |i − j |∆t (3.31)

As a result, changes of the diagonals elements refer to a variation in the amplitudes of the modes
coefficients and, differently, changes of the anti-diagonals are related to their phase. This justifies
that, by applying the filter as described, for it acts as a constraint for the temporal variation, the
elements in the diagonals get smoothened in such a way that the diagonal similarity augments as
the filter width increases; this leads to an equalization of the anti-diagonals as well, which results
in a fewer distance between the two curves in the figure. Therefore, the effect of the filter on the
modes coefficients is to constrain their frequency and rate of change of the amplitude, with the
same consequences of a low-pass filter applied to a signal [37]. The decomposition, instead, shows
a band-pass effect on the coefficients, for which the bandwidth is controlled by the cutoff frequency
of the low-pass filter, given by (for a Gaussian filter):

fc = 1

N f
(3.32)
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3 Stochastic Tools for Turbulent Flows

Figure 3.1: Conceptual description of the quantities of the correlation matrix (referred to as R), adapted
from Sieber et al. (2016) [37]. The diagonals represent the dynamics of the time series, while the
anti-diagonals refer to the time delay between the series.

More, the center frequency of the bandwidth is not dependent on the filter characteristics, but
rather is data driven, that is the filter results to "stick" to a particular frequency related to coherent
structures of the data. These reasons provide a criterion for selecting the correct width of the filter,
which, in fact, the authors suggest to choose with values in the same time scale as the coherent
structures of interest [37].
Another important aspect of the method is that the filter operation is applied before the decom-
position, therefore the whole dynamic information is still contained in the decomposition, which
differs from what would happen if the filter was applied to the coefficients after the decomposition.
As a result, the filter application results in a shifting of the dynamic content from one mode to
other modes: this can also be verified by analyzing the eigenvalues µ, which define the energy of
the modes. In fact, if compared with the eigenvalues of the non-filtered matrix, they show a lower
energy content for the first modes, and contextually a higher content for the successive ones: this
means that the dynamic content is extracted from these modes and transferred to less energetic
ones. The advantage of this process is that new modes can be detected, which was not possible
with the classical approach since they were hidden as noise in the most energetic modes [37].
The results obtained with the SPOD also depend on the way the diagonals are smoothened, that
is the shape of filter used, which, in fact, can be described by any kind of finite impulse response
function. In particular, Sieber et al. (2016) [37] consider two possibilities: a Gaussian filter, for a
smoother response, and a box filter for a more intense effect. The former can be described by the
classical Gaussian function, whose maximum should be shifted according to the chosen value for
the filter width; then, the following can be considered for the discrete case:

gi = e
−

(
K i

N f

)2

(3.33)

where the constant K can be chosen arbitrarily; however, Sieber et al. (2018) [35] obtained satis-
factory results with K = 3, while Ribeiro et al. (2017) [31] chose K = 2

p
2. Clearly, smaller values

for K yield smoother responses of the filter. The vector with the filter coefficients, then, needs to
be normalized according to its magnitude.
The box filter, instead, can be simply defined as:

gi = 1

2N f +1
(3.34)
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At this point it is worth noting that the application of these filters makes it necessary to define
boundary conditions for the filtered matrix. In fact, when looking at Equation 3.22, it is possible
to conclude that, as the series index k varies, the indexes of the non-filtered matrix, for certain
diagonals, may take values greater than the size of the matrix itself. In this context, the boundary
conditions define how these values are treated; in particular Sieber et al. (2016) [37] refer to two
possible choices: either padding them to zero or mapping them back into the domain, by adding
or subtracting the number of snapshots, which is called periodic condition since in this case the
time series are considered as cyclic.
In particular, when the latter is chosen together with a box filter with the same width as the number
of snapshots, the filtered matrix reduces to a Toeplitz matrix, whose eigenvalues and eigenvectors
are obtained by a Fourier transform of the first row. Therefore, this limiting case actually coincides
with the Discrete Fourier Transform (DFT) of the data. For this reason, as stated by Sieber et al.
(2016) [37], "the SPOD allows for continuous fading from the energetically optimal POD ..." (N f = 0)
"... to a purely spectral DFT" (N f = Ns), which decomposes the snapshots purely as sine and cosine
combinations and this is why all the modes show the same level of correlation (Fig. 3.2).

Figure 3.2: Behavior of the SPOD with respect to the size of the filter used, adapted from Sieber et al. (2018)
[35]. The graph represents the pair of modes as dots having a color and a size depending on their
correlation. The third axis show the variation of the filter width: from N f = 0 (POD) to N f = Ns

(DFT).
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4 Numerical Model

The modal decomposition is applied to a flow field generated by a NACA 0012 airfoil undergoing
a pitching motion, under deep dynamic stall conditions. The data analyzed are provided by nu-
merical simulations performed through the Deutsches Zentrum für Luft- und Raumfahrt (DLR)
TAU-code. Although the purpose of this work is not to provide a complete validation of the inves-
tigated model, but rather to inspect the modal features of the flow, nevertheless it is worth being
aware of its ability to simulate the phenomenon and for this reason two simulations are run in
order to compare the results with the ones from an available experimental data set.

4.1 TAU-Code

The DLR TAU-code is a 3D hybrid RANS solver composed by a collection of algorithms coded in
C language [17]. The solver has been under development at the DLR for more than two decades
and it represents a fundamental CFD tool for the analysis performed at the DLR itself and for the
academic environment of the German universities, as well as for the aerospace industry, which has
given important contributions to the validation and improvement of the code [34].
Although the code does not include a grid generation environment, it counts modules for the
grid manipulation, adaption and deformation, one of them implementing the so called Chimera
technique. This useful method allows to deal with moving surfaces, which are discretized through
multi-block overlapping grids where the information is transferred from one block to another by in-
terpolating between the corresponding elements on the common boundaries. The pre-processing
module is responsible for partitioning the computational domain into a number of blocks equal
to the number of physical processors used during the simulation and for creating a dual grid on
which the Navier-Stokes equations are solved; this new grid stems from the mesh provided by the
user, whose cells mid points and faces determine the new triangular facets. The high efficiency on
parallel computations, then, represents an important feature of the solver, which takes advantage
of the Message Passing Interface (MPI) protocol in order to solve the equations on the domains
defined at the previous step. The several computational schemes and turbulence models available
are given as input for the code, together with the other parameters of the simulation, through an
ASCII-file compiled by the user [34, 14].
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4 Numerical Model

4.2 Computational Domain

The chosen airfoil is a NACA 0012 characterized by a chord length c of 0.15 m and subject to a
pitching motion about its quarter chord location (Fig. 4.1). The profile is described by a symmetric
closed curve with the maximum thickness located at 30%c and equal to 12%c; among many other,
the configuration adopted here presents a blunt shape at the trailing edge.
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Figure 4.1: Geometry of the studied model: a NACA 0012 airfoil with a chord length c of 0.15 m, centered at
the quarter chord.

The computational grid for the fluid domain surrounding the present airfoil is generated with
Pointwise. In order to perform the unsteadiness of the body, it has been chosen to adopt the
Chimera technique, according to which a multi-block approach is necessary. In particular, two
different blocks lying on the x-z plane are created: a inner block for the region in the neighborhood
of the airfoil, and a outer block for the farfield, which acts as a fixed reference frame for the rotation
of the other block (Fig 4.2).
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Figure 4.2: Conceptual description of the mesh strategy: the whole grid, mainly showing the fixed outer
block (a), and a zoom into the inner rotating block (b).
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The former is built as a O-grid block, that consists on a circular region spanning a radius equal to
1.74c, centered at the origin of the frame that coincides with the quarter chord point (Fig. 4.2b).
Then, the whole block is subject to a pure rotation about the y axis passing through that point,
which results to be the center of rotation of the pitching motion of the airfoil, described by Equa-
tion 2.3. Whereas the second block is built as O-grid of radius 100c centered at the origin of the
frame, with a circular hole corresponding to the location of the inner block (Fig. 4.2a).
As concerns the kind of elements used, it has been chosen to adopt quadrilateral elements for the
inner block, where the mesh is extruded in the direction normal to the airfoil surface for the first
40 layers and then extended to the circular boundary with a structured grid. The airfoil outline is
discretized with 690 steps, with an increased density at the leading and trailing edge, symmetrically
distributed over the two sides, while the spacing of the first layer from the surface is calculated
according to the estimate of the dimensionless wall distance y+= 0.65 together with the flow con-
ditions of the case study. In particular the value thus obtained is equal to 1.5 ·10−6 mm or, alterna-
tively, to 1 ·10−5 in dimensionless units and would correspond to an estimate of y+< 0.1 if the flow
conditions of the considered experiments are taken into account. Then, the grid is further extruded
radially for 5 more layers in order to generate the overset region, emphasized in Figure 4.3b as a red
annulus. In fact, this latter marks the starting grid of the outer fixed block: the remaining part of
its mesh is then generated mainly as an unstructured grid, except for a more refined region behind
the airfoil which extends for more than 6c in order to better "capture" the wake behavior (Fig.4.3b).
The resulting mesh counts, respectively: 102512 points and 101824 cells for the inner block and
103282 points and 126594 cells for the outer block.

(a)

(b)

Figure 4.3: Mesh distribution taken from Pointwise. A full-view of the mesh obtained from the assembly of
the two blocks (a) and a zoom into the structured mesh region (b). The red circle defines the
overlap region.

Although the grid is not assembled with Pointwise, but rather with a dedicated function of the
TAU-code, Figure 4.3 allows to understand the actual domain over which the flow equations are
solved. Furthermore, the domain has been so far described with a 2D character. In fact, the solver
requires a 3D domain, so the mesh described above is extruded in the y axis such that the depth in

27



4 Numerical Model

this direction is of a single cell. Then, if the two parallel planes separated by this distance present
a constant offset for the corresponding nodes and are given a symmetry boundary condition, the
grid is reduced to a real 2D domain and the flow equations are solved accordingly [14]. This
consideration justifies the bi-dimensional treatment of the results that follow.

4.3 Comparison with Experiments

Two different numerical simulations are run with TAU and the corresponding results are compared
with the experimental data produced under the same conditions by Gerontakos (2004) [18]. The
comparison is made with the aerodynamic coefficients and the simulations are distinguished
according to the turbulence model considered, specifically: the one-equation Spalart-Allmaras
with Edwards modification (SAE) and the two-equations K −ωMenter Shear-Stress Transport (SST)
(2003). The configuration parameters of that case are summarized in Table 4.1:

CONFIGURATION DATA
Parameter Symbol Value

Mean angle of attack [°] α0 10
Pitch amplitude [°] α1 15
Reduced frequency k 0.1

Pitching angular frequency

[
r ad

s

]
Ω 18.67

Freestream velocity
[m

s

]
U∞ 14

Chord-based Reynolds number Re 1.35 ·105

Reference temperature [K ] T 304.8
Reference Mach number M 0.04

Table 4.1: Inlet flow and pitching motion parameters of the experimental configuration.

where the reduced frequency k is given by:

k = Ω c

2 U∞
(4.1)

According to the concepts outlined above, such conditions are consistent with the onset of deep dy-
namic stall. Furthermore, the referred Mach number suggests that no compressible effects should
take place throughout the simulation.
The starting condition of the simulations is provided by a converged steady case previously solved
under a convergence criterion on the relative error for the density ρ, which has to be lower than
1 ·10−5 in order for the iterations to be stopped. Then, the unsteady simulations are run for 4 com-
plete pitching cycles, each of which is discretized into 3600 time steps, i.e. a dimensionless time
step of 2.78 ·10−4; each time step, in turn, is performed for 300 inner iterations, which provides a
reasonable trade-off between the convergence reached and the calculation time required.
The forces and moment coefficients are compared below. Whereas the experimental curves are
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directly taken from the reference publication [18], the numerical data reported result from the
averaging of the last 3 cycles since they show barely distinguishable differences among each other,
while being significantly different from the first.
The results in Figure 4.4 show a very similar behavior between the two models considered, and
even a good agreement with experiments, when the upstroke part of the motion is considered.
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Figure 4.4: Comparison of the curves of the lift coefficient against the angle of attack, between numerical
results and experiments from Gerontakos (2004) [18].
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Figure 4.5: Comparison of the curves of the drag coefficient against the angle of attack, between numerical
results and experiments from Gerontakos (2004) [18].
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Figure 4.6: Comparison of the curves of the moment coefficient against the angle of attack, between numer-
ical results and experiments from Gerontakos (2004) [18].

However, the two curves separate at about 12° and from this point the SAE trend shows higher
values than the other which, instead, is closer to the experiments. Both the models anticipate the
lift stall condition, which occurs at α= 24.3° according to the experimental data but is predicted at
α= 22.34° and α= 22.55° respectively by the SAE and the SST. This behavior can be also noticed
in the other two plots. In fact, the beginning of the moment stall (Fig. 4.6) is clearly anticipated
by the CFD (17.5° from the SAE and 18.6° from the SST, compared to 20.26° from measurements),
while the drag coefficient curves (Fig. 4.5) separate at around 13°, showing, hereafter, considerably
amplified values with respect to the experiments. Furthermore, the two models show substantial
discrepancies in the prediction of the loads peaks. While this difference is not so marked in the lift
curve, for which the SAE provides a closer value to experiments than the SST, it is more clear when
drag and moment coefficients plots are considered. In particular, for these results the SST predicts
values that are not as overestimated as the ones given by the SAE and for the moment coefficient
both the models show very marked differences. After the lift stall occurs, the formation of a second
vortex is suggested by the presence of a second peak shown by both the models. In particular the
flow results show that it forms at the trailing edge and it is therefore called Trailing Edge Vortex
(TEV). Although this aspect is by no means detectable in the experimental curves, the two model
show a similar behavior in this respect. In fact, the three plots show this sudden change of trend
occurring at very similar angles, whereas the load values are comparable only for the lift plot. The
drag and especially the moment coefficients curves present a second peak considerably lower for
the SAE than for the SST and, in particular, this is the condition of the maximum (negative) mo-
ment acting on the airfoil for both the cases.
The beginning of the downstroke phase of the SAE is characterized by another strong peak, such
that it defines the maximum values reached by either the lift and the drag plots. Although present
also in the SST case, this event produces barely considerable values and for this reason this con-
dition marks a first distinguishable element of difference between the two models. In the exper-
imental data, instead, the occurrence of this structure only determines a smooth change of the
curves trend around 21.8°. Then, the other part of the downstroke phase is characterized by the
continuous succession of LEV and TEV formation and shedding, evidenced by the several peaks
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in the plots of both the models. In this context, the SST model shows a smoother behavior, while
the SAE model predicts another great peak in the lift coefficient curve at an angle of attack of 14.44°
which is totally missing in either the experimental results and the the other model. This behavior
is also the cause of an increased value of the area enclosed by the moment coefficient curve such
that the associated negative damping results to be much higher than the positive one.
Another great difference from the experimental data can be seen in the phase facing negative an-
gles of attack: this part of the motion clearly shows another hysteresis when the angle reaches its
minimum value and then starts to increase again. This behavior is totally lacking in the CFD results
which show, for this phase, a very similar plot. This evident difference, though, is not noticeable
from the other coefficients plots, which instead show a fair agreement with the experiments.
The results presented show that, overall, the SST model recover a solution that better approximates
the experimental results, since the discrepancies are clearly smaller than for the other model. More,
the results recovered here by this model seem to agree with the ones presented for the same case
by other authors in literature [45, 21, 27], in terms of either the behavior and the values of the plots,
with a clear tendency to anticipate the onset of the lift stall and general inability to predict the
exact values of the loads, especially for the phase of the flow under fully separated conditions. For
the SAE model, instead, no results have been found yet in literature for the same case. For such a
reason, and considering the results presented above, the SST model, in this context, is considered
to be the one that better predicts the behavior of the dynamic stall, if compared with the other
model. This consideration has led to the choice of this model for the simulation of the case study,
whose results are reported in the next section.

4.4 Case Study Results

The grid described above is used together with the SST model in order to produce the results that
are analyzed with the SPOD. The data for the simulation are provided by the Institute of Helicopter
Technology of the Technical University of Munich, and since no experimental data are yet available
the following results are not validated but only discussed in terms of numerical data.
The configuration parameters are summarized in Table 4.2:

CONFIGURATION DATA
Parameter Symbol Value

Mean angle of attack [°] α0 13.18
Pitch amplitude [°] α1 9.548
Reduced frequency k 0.135

Pitching angular frequency

[
r ad

s

]
Ω 275

Freestream velocity
[m

s

]
U∞ 152.725

Chord-based Reynolds number Re 1.569 ·106

Reference temperature [K ] T 288.15
Reference Mach number M 0.449

Table 4.2: Inlet flow and pitching motion parameters of the case study configuration.
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4 Numerical Model

Even for this case, 4 complete pitching cycles are performed and the time discretization, as well as
the convergence criteria, are the same reported in the previous section.
The results clearly show the typical behavior detectable during dynamic stall phenomena, with
distinct hysteresis in the loads coefficients plots (Fig. 4.7, 4.8, 4.9). The results obtained for this
configuration show the presence of shock waves originating on the suction side in a region between
the leading edge and the quarter chord location, when the angle of attack is in the range of about
9° to 16.5°. However, starting from an angle of attack of about 11.9° they interact only with the
outer bound of the boundary layer and their occurrence has no noticeable influences on the loads
experienced by the airfoil. For this reason they are not reported, nor further discussed in this
work.
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Figure 4.7: Curve of the lift coefficient curve from the numerical simulation of the case study. Circled num-
bers refer to the corresponding flow conditions in Figure 4.10.
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Figure 4.8: Curve of the drag coefficient curve from the numerical simulation of the case study. Circled
numbers refer to the corresponding flow conditions in Figure 4.10.
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Figure 4.9: Curve of the moment coefficient from the numerical simulation of the case study. Circled num-
bers refer to the corresponding flow conditions in Figure 4.10.

The coefficients plots present circled numbers that refer to the corresponding flow conditions in
Figure 4.10, which depicts, throughout one pitching cycle, some instantaneous contours of the curl

field (y component) normalized as
c

U∞
and related flow streamlines.

The upstroke phase starts with the linear behavior 1 of the lift curve (Fig.4.7) to which corre-
sponds the condition of fully attached flow (Fig. 4.10a). As a result, even the trend of the other
loads plots (Fig. 4.8, 4.9) follows the trace of the typical results obtainable from the steady simu-
lations. The flow evolves with the same features, even though a small laminar separation bubble
arises close to the leading edge at an angle of attack of about 12° and starts to grow hereafter. This
process clearly produces the thickening of the boundary layer in the suction side but, however, it
does not even detach from the surface when the static stall angle of attack is approached at 14.94°
(Fig. 4.10b). Near this condition, a slight change of the trend can be seen in the lift plot, while
the drag curve does not show to be affected appreciably. As concerns the moment plot, a more
pronounced negative trace can be detected exactly at this angle of attack, since the core of the high
vorticity region has just passed the center of pressure, thus inducing a negative moment on the
airfoil.
The beginning of the moment stall 2 , approximately at 16.1°, marks a sudden change in the trend
of the moment coefficient curve which starts to drop rapidly. Contextually, a change of the slope
can be noticed even in the lift plot, whereas the drag coefficient still shows a smooth behavior.
As Figure 4.10c suggests, this event is again connected with the motion and the suction effect of
the separation bubble. In particular, at this point it can be clearly recognized as the Leading Edge
Vortex (LEV) and as its core passes well beyond the quarter chord location a stronger nose-down
pitching moment is exerted onto the airfoil, which justifies the steep decay of cM . The LEV grows
as it sheds rearward, causing the continuous drop of the moment curve and, concurrently, the
increase of the lift force due to the augmented suction effect performed by the low pressure re-
gion within the vortex. Exactly before the LEV sheds into the wake, the lift curve reaches its peak
value 3 , which defines the occurrence of the lift stall atα= 19.7° (Fig. 4.10d). This event is also the
cause of an inversion of the slope in the moment curve, and even the gradient of the drag plot is
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(f ) α= 22.05° ↑.
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(k) α= 10.83° ↓.
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Figure 4.10: Non-dimensional curl field (y component) superimposed with flow streamlines. Circled num-
bers are referred in Figures 4.7, 4.8, 4.9.
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clearly reduced although the maximum drag is reached only slightly later at α= 20.3°. During this
phase the LEV reaches its maximum size of about 90% c and, as a result, the suction side appears
to be completely covered by a circulation region. However, the streamlines still evidently reattach
to the surface, until the full detachment condition is reached and the typical trend of the stalled
flow can be seen in the lift curve. As the vortex detaches, suddenly a counter-clockwise circulation
region arises at the trailing edge at about 20.1° and grows hereafter. The induced suction effect
due to low pressure region within this bubble, produces another negative moment on the airfoil
and, consequently, the slope of cM becomes negative again at α= 20.7° and, contextually, the drag
coefficient shows a smooth rising while the lift curve does not show to be remarkably affected.
The growth process continues and leads the moment to reach its maximum (negative) value 4
at α = 21.23° (Fig. 4.10e). At this point, the circulation region can be clearly distinguished as the
Trailing Edge Vortex (TEV) which has also the effect of amplifying the negative trend of the drag
curve. At the same time, the rise of another smaller counter-clockwise circulation region can be
detected just before the quarter chord: its suction effect, then, induces a positive moment on the
airfoil, which seems to be the reason why the moment curve starts to rise hereafter. Either this
negative curl bubble and the TEV continue to grow attached to suction side while a clockwise circu-
lation region clearly starts to be enclosed between them (Fig. 4.10f). However, during this phase no
particular changes seem to be exerted by the flow onto the airfoil in terms of aerodynamic loads.
As soon as the TEV leaves the airfoil at about 22.55°, the positive curl region, which is indeed a
second vortex, suddenly attaches to the airfoil in such a way that its core is located beyond the
quarter chord (Fig. 4.10g). Meanwhile, the circulation bubble near the front is still attached and
at this point has reached its maximum size, after moving rearward past the quarter chord. As a
result, all the three loads clearly experience an abrupt change of slope in correspondence of this
event. Then, their trend remains unchanged even after the downstroke phase has begun. In fact,
the second vortex sheds into the wake 5 only after the maximum angle of the motion (22.73°)
is reached: in particular, this happens at the angle of attack of 22.71° (Fig. 4.10h). Consequently,
as for the primary vortex, the three loads plots show again a sudden change of trend. However, it
should be emphasized that this second vortex produces effects on the loads that are significantly
lower than the ones related to the primary. This event marks the beginning of a fully detached flow
condition that causes the mainly monotonic trend of the curves of the aerodynamic coefficients,
except for some smoother variations. This wavy pattern of the downstroke phase is to be attributed
to the continuous succession of clockwise and counter-clockwise circulation regions that form re-
spectively at the front and at the back and attach to the surface for a short period before shedding
into the wake, as suggested by Figure 4.10i and Figure 4.10j.
The reattachment process starts from the leading edge at about 15° and moves rearward. In par-
ticular, from the angle of attack of 10.83°, whose flow behavior is depicted in Figure 4.10k, the
coefficients plots show an almost constant trend 6 until the end of the downstroke. Then, al-
though the flow is mainly attached (Fig. 4.10l), it recovers the same conditions as the steady case
only after the following cycle has begun and it repeats with the discussed features.
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5 Modal Analysis of Simulation Data

In this chapter, the Spectral Proper Orthogonal Decomposition (SPOD) is applied to the numerical
results described in the last section of the previous chapter. The decomposition is performed for
two different cases in order to show the advantages and disadvantages of each one; in particular
the comparison concerns the modal analysis of a vector-valued field and a scalar-valued field,
respectively the velocity field and the pressure field.
The data used for the study refer to the inner pitching block. The reason of this choice relies on the
time saving due to the handling a lower amount of data related to a smaller domain. The analysis
was also tested on the whole domain and the results showed that the flow dynamics is distributed
in a higher number of modes, even though the main features do not seem to be highly affected. In
order to avoid the influence of the wake dynamics on the structures connected to the wall effects,
Wen et al (2018) [47] selected a confined region close to the airfoil, from which they extracted the
data for the decomposition. This consideration supports the choice made in the present work.
The snapshots are taken every 36 time steps within a cycle which is discretized into 3600 time
intervals. As a result, 100 outputs are produced for every cycle and the analysis is performed over
the last 2 complete cycles, which means 200 snapshots in all. The values of the studied variables
are located at the nodes of the referred region. In particular, since the block rotates at every time
step, its coordinates in the geodesic reference frame are different from one time interval to another
while the coordinates of the body-fixed frame are inertial with respect to the pitching motion and,
therefore, unchanged throughout the simulation. In order for the decomposition to use a pure
time correlation, all the snapshots values must be described in the same reference frame and for
this reason the variables are extracted with respect to the body-fixed frame coordinates.

5.1 Code Implementation

A Python code, based on Sieber et al (2016) [37], was independently written expressly for the
analysis of the investigated case and was validated against the Matlab code and corresponding
data made available online by the paper authors.
The routine applies the SPOD to data sets arising from 2D results of a pitching NACA 0012, which
have to be stored as arrays for the coordinates of the domain discretization and the variables one
wants to investigate, be they scalar-valued or vector-valued. Then, the specific parameters of the
motion have to be set in the first lines of the code, in order for it to properly scale the quantities
used, according to the case. During the run, the user is asked to input the kind of field that is to be
analyzed and, subsequently, the value of the relative energy content δ for the reconstruction of the
signal and the filter width N f to be used for the analysis. The code, then, is responsible for printing
all the plots that will be discussed in the next sections and for storing them in a folder specified by
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5 Modal Analysis of Simulation Data

the user; in the event that the pressure field is chosen for the study, the routine also produces the
plots of the estimate of the aerodynamic coefficients (cl , cd , cM ) against the angle of attack during
a cycle, which are only based on the pressure contribution since no information is given on the
skin friction coefficient c f from the single pressure field.
The kind of boundary conditions is chosen by the user between periodic and zero-padded. The
code adopts a Gaussian filter with a constant K equal to 3 (see Equation 3.33), thus given as:

gi = e
−

(
3i

N f

)2

(5.1)

However, if the filter width is set equal to the number of snapshots, the code automatically applies
a box filter with periodic boundary conditions in order to recover a DFT of the data set.
In what follows, the SPOD results are obtained with periodic boundary conditions. As additional
note, the ordinal indexes of the modes appear as subscripts instead of as superscripts, as reported
in Chapter 3, for the sake of a more compact representation.

5.2 Vector-Valued Variable Decomposition: Velocity Field

In this work, as commonly found in literature, the decomposition is applied to the data set deprived
of the time-averaged component, that is to the fluctuations of the variable throughout the time
evolution of the phenomenon.
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Figure 5.1: Time-averaged flow field in terms of contour of non-dimensional velocity magnitude with super-
imposed streamlines (a) and spatially-averaged PSD (b).

However, by analyzing the mean flow it is possible to investigate the dominant behavior of the
variable and, in fact, it can be thought as the 0-th mode of the POD when the original field (without
subtraction of the mean component) is decomposed. In Figure 5.1a it is possible to notice how
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5.2 Vector-Valued Variable Decomposition: Velocity Field

the velocity time average shows a clear deficit in a wide region close to the suction side, while
the remaining part of the domain is characterized by magnitudes more similar to the free stream
velocity, except for the zone of the stagnation point at the leading edge. In addition, the streamlines
trend over the upper region depicts a curvature more marked than that one would expect by looking
at the shape and orientation of the airfoil. This leads to conclude that this region is dominated by
thick boundary layer flow conditions and it is confirmed by the description of the flow evolution
in the previous chapter. The spectral content of the flow can be analyzed through the spatially-
averaged Power Spectral Density (PSD) of the velocity field. Figure 5.1b depicts the frequency
response obtained with the Welch’s method, expressed in terms of the Strouhal number St based
on the boundary layer maximum thickness which is estimated as the projection of the chord in the
vertical axis when the angle of attack is maximum within the pitching cycle. Then, the following
holds:

St = f c sin(α0 +α1)

U∞
(5.2)

where f is the frequency.
The PSD plot, although characterized by many strong fluctuations, probably due to the graphical
effect of a reduced size of the time domain, suggests that a strong and narrow peak is present at
St = 0.017, which corresponds to the frequency of the pitching motion. Two weaker peaks, featur-
ing a much broader band, can be identified at St = 0.083 and St = 0.182 that are respectively equal
to 5 and 11 times the main frequency. Furthermore, if the DFT is performed on the data set, the
energy distribution of the modes pairs in the frequency domain reflects the PSD curve, as already
evidenced, for different case studies, by Sieber et al (2016) [37].
In order to investigate the structures of the energetically optimal modal basis, the fluctuating com-
ponent of the flow is then decomposed by means of POD, which is recovered by setting the SPOD
filter width as N f = 0. The correlation matrix is computed according to Equation 3.16, where a
column of the snapshots matrix is given as a 2 components vector as u(tk ) = [u(tk ), w(tk )]T, for in
the 2D case the v component is neglected. As a result, the correlation is considered by taking into
account the contribution of both the velocity components whereas the modes, in what follows, are
discussed in terms of the w-component since they allow for a better identification of the coherent
structures.
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Figure 5.2: (Velocity decomposition) Relative energy content of the single mode (blue) and cumulative sum
(red) for the first 50 eigenvalues for N f = 0.
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In Figure 5.2 the first 50 modes are represented in terms of the energetic content of their eigen-
values, either for single modes (blue) and cumulative contribution (red). The number of retained
modes for the coupling is chosen such that the cumulative energy content is at least 99%, which
represents a reasonable trade-off between the intention of describing the most significant part of
the flow and the aim of rejecting the smallest contribution, which may affect the modes as a noise
source. In the case of POD, the condition is guaranteed by the first 16 modes. Then, 8 couples are
identified and plotted with respect to their modal energy against the Strouhal number in Figure
5.3, where they are represented as dots with a size and color depending on the correlation (i.e. the
values of the corresponding position in the integrated cross-spectral density matrix, see Section
3.2). It should be stressed that the values of St are based on the average frequency of the pairs,
which the more differs from the peak value the broader the band is: in fact, the two values are equal
in the case of the DFT where the coefficients show responses on single frequencies. Although the
comparison of the POD spectrum with the spatially-averaged PSD cannot be straightforward, it is
still possible to draw some insight into the spectral content of each couple.
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Figure 5.3: (Velocity decomposition) Scattered plot of the POD (N f = 0) spectrum. Each dot has a size and
color related to the correlation value in the cross-spectral density matrix. The numbers refer to
the modes in Figure 5.4.

As the plot suggests, the POD is not able to extract the modes pair referring to the 11-th harmonic, as
predicted in Figure 5.1b: this action is instead performed by the SPOD, as will be seen. The couple
connected to the first harmonic (1) describes, by itself, 65% of the initial data set but it is not the one
with the best correlation that is instead shown by the second pair (2), which contains 21% of the
total modes energy. The third couple (3), featuring a relative energy of 6%, is chosen together with
the other two already mentioned for in the SPOD they will constitute the most correlated pairs of
the three main frequencies derived from the spatially-averaged PSD. Their coherent structures are
described below. In the same way the time coefficients are linked, the corresponding spatial modes
are constituted by a real and an imaginary component and they are both reported. The correlation
of the modes can be seen through the most defined structures and their periodicity in the space
domain. Clear correlations in time usually go in hand with as much distinguishable correlations in
space, which depict structures of similar dimensions, shifted in the traveling direction of a fraction
of the wavelength. The PSD of the coupled time coefficients for each pair is plotted in order to show
the response in the whole frequency domain and to determine the influence of other harmonics
than the dominant one, which can be done by comparing the average frequency in Figure 5.3 with
the peak frequency of the corresponding PSD in Figure 5.4.
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Figure 5.4: (Velocity decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.3 for N f = 0. Respectively, from the upper row to the lower, pairs (1), (2),
(3).
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The first pair (modes 4 and 1) shows a distinct peak at St = 0.017 (Fig 5.4f), i.e. the flow dominant
harmonic, even though the comparison with the average frequency St = 0.026 suggests that the
influence of the higher harmonics cannot be neglected. The strong peak in the PSD is due to the
predominant time response of the time coefficients of the first mode (Fig. 5.5a) which makes the
effect of the fourth mode visible only from the second weaker peak. In fact, by analyzing the time
evolution of the two coefficients, it may be inferred that they do not represent the two components
of the first harmonic; however, they both show their main peak at the same frequency and this may
justify why the coupling method correlates them. In this regard, one may say that the pair created
is not physical, which is an eventuality already considered by the authors of the reference paper.
This is also justified by the inspection of the spatial modes. The most energetic single mode, ψ1

(Fig. 5.4b), clearly shows a broad spatial distribution of the structures, which makes it difficult to
identify characteristic dimensions and wavelength and, then, the connection with the real com-
ponent of the pair. The most defined regions are located near the leading and the trailing edge,
though the first ones evidently show different dimensions. The fourth mode (Fig. 5.4a), instead,
presents more defined coherent structures with a clearer periodicity in the spatial domain behind
the airfoil. However, the structure at the leading edge and the ones with blue contour still show a
wide distribution which reduces the distinction.
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Figure 5.5: (Velocity decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.3 for the POD (N f = 0).

As regards the second pair (modes 2 and 3), its frequency response (Fig. 5.4f) depicts a broader
band around the peak at St = 0.083, i.e. the fifth harmonic. The influence of other harmonics
can be even inferred by considering the average frequency of the couple, St = 0.136; still, both the
time responses of the coupled coefficients show a clear similarity, as the Lissajous figure (Fig. 5.5b)
suggests: in fact, the spiral trend reflects the similitude even at different frequencies which justifies
the high correlation obtained. In terms of spatial eigenfunctions, defined coherent structures can
be identified in the wake, starting from a limited region over the trailing edge. The dimensions and
wavelength are more evident than in the previous pair, but the broadness of the spatial distribution
is still clearly present, most of all for the real part of the couple over the suction side (Fig 5.4d). The
third single mode (Fig. 5.4e) shows a similar sequence of the structures as ψ2, but shifted in the
streamwise direction of a size comparable with half the wavelength of the pair, which means that
the modes are fairly correlated together even in the space domain. The presence of background
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5.2 Vector-Valued Variable Decomposition: Velocity Field

noise can be seen even in ψ3 contour plot and, in particular, attention is drawn towards the two
weak (blue) structures over the mid chord location, since their behavior with respect to the filter
size allows to better understand the action of the filter itself.
The third pair (modes 5 and 6) shows a PSD peak (Fig. 5.4i) corresponding to the second harmonic,
i.e. St = 0.033, featuring narrower band than the second pair; however, a second substantial peak
can be detected around St = 0.18 which suggests the influence of the eleventh harmonic. As a
result, the average frequency is greater than that related to the first peak: in particular, it is equal to
St = 0.075. The time response of the coefficients is dominated by the values of the real component
of the pair, which causes such an irregular shape of the phase portrait in Figure 5.5c, while the
frequency distribution of both shows a similar trend. The spatial correlation can be seen in the
shifted configuration of the coherent structures in the imaginary component with respect to the
real one. As regards the definition of the structures,ψ5 (Fig. 5.4g) shows fairly clear coherence with
a barely viewable background noise, while the peak values show a broadness that makes them less
distinct and covers all the suction side. The imaginary component shows instead a greater influ-
ence of the background noise that occupies the main part of the domain. Although the structures
are still distinguishable, the shape is more irregular than in the other mode: this is clearer when
one considers the valley which, in addition, seems to be modified by another peak value near the
trailing edge, resulting in a weaker spatial periodicity.
A filter size N f = 30 is applied in order to perform the SPOD. The chosen value reflects the time
needed for the main circulation flow structure (interpreted as constituted by the LEV and its coun-
terpart, the TEV, together as one) to arise and travel out of the considered domain. It should be
stressed that such a value is close to 20, i.e. the time scale connected with the frequency of the
fifth harmonic; the results were obtained and analyzed even for that filter width, but they are not
reported here. In fact, although not showing marked differences with the ones discussed below,
they showed a better description of the coherent structures related to the modes 3 and 4, which
represent indeed that harmonic; for the other two pairs, instead, the higher broadness and back-
ground noise influence made it harder to identify clear spatial coherence, which led to the choice
of discussing the results of the mentioned filter.
As suggested by Figure 5.6, the mode energy is redistributed among the less energetic modes. As a
result, the distance between the single mode energies (blue stems) is reduced and the cumulative
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Figure 5.6: (Velocity decomposition) Relative energy content of the single mode (blue) and cumulative sum
(red) for the first 50 eigenvalues for N f = 30.
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5 Modal Analysis of Simulation Data

energy curve shows a smoother slope than in the POD case. The main consequence can be seen
in modes from 3 to 10 that now appear as couples according to the mutual similar energetic con-
tents and the first mode experiences a reduction up to 10% than the value obtained with the POD.
Accordingly, the number of modes required for a reconstruction of the 99% of the initial data set is
now increased up to 26 and they are coupled as previously described.
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Figure 5.7: (Velocity decomposition) Scattered plot of the SPOD spectrum (N f = 30). Each dot has a size
and color related to the correlation value in the cross-spectral density matrix. The numbers refer
to the modes in Figure 5.8.

The same six modes analyzed for the POD are considered. The three pairs show in this case an
increased similarity of the distribution on the frequency domain with that shown by the spatially-
averaged PSD. The filter operation clearly performs a reduction of the influence of different har-
monics on the couples that show an augmented correlation as well as an average frequency closer
to the peak one. In particular, these considerations are evidently observable for the third pair which
is now located at St = 0.023 and contains 8% of the original data. The modes energy of the other
two couples is reduced, more clearly for the second one which now features the 12%, and only
slightly for the first that carries the 63%, which is only smoothly affected since the loss of energy
of the first single mode is partially contained by the increase of the eigenvalue connected with the
second single mode. In fact, as can be seen from Figure 5.8, the first couple is now constituted by
the two first single modes which causes a clear change in the trend of the frequency response of
the time coefficients (Fig. 5.8c). The PSD shows augmented response values and the band is much
narrower, which suggests a much lower influence of the other harmonics; in addition, the trend
continues in a smoother way and the previous second peak, as well as other peaks, is completely
missing. In fact, the analysis of the phase portrait (Fig. 5.9a) indicates that the time coefficients can
be nearly identified as sine and cosine components, the distortion being caused by the difference
of magnitude of the two series (b1 shows greater values in the whole set) and the evident, yet weak,
oscillation at a higher frequency shown by the second mode. The coherent structures of ψ1 (Fig.
5.8a) show a high similarity with the ones obtained with the POD, which suggests that, although a
considerable amount of energy has been extracted, still the distribution of the spatial correlation is
not appreciably affected by the application of the filter. The correlation with the imaginary compo-
nent (Fig. 5.8b) is still unidentifiable. In fact, although the time evolution represents structures that
develop throughout the time interval with similar dynamics, however the flow features described
clearly refer to different phenomena, which suggests that in this case they are not representative of
the real and imaginary components of traveling structures but rather different phenomena occur-
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Figure 5.8: (Velocity decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.7 for N f = 30. Respectively, from the upper row to the lower, pairs (1),
(2), (3).
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ring with a similar time periodicity. This consideration is also supported by the evident difference
of energetic levels of the corresponding eigenvalues. A further analysis on the different filter widths
ranging from 0 to 30 showed that the red structure at the trailing edge ofψ2 is gradually recovered
from the the small fraction on the top of the red region of the corresponding POD mode in Figure
5.4d: the remaining part of that originally single structure is the the other red zone beyond the blue
valley in the wake. In this case the SPOD shows an important result. In fact, the two modes evolving
similarly in time, though phase shifted, but showing clear differences in the spatial correlations,
can be directly connected to the primary and secondary vortexes, respectively represented by ψ1

andψ2, which are not indeed periodic coherent structures.
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Figure 5.9: (Velocity decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.7 for the SPOD (N f = 30).

Even for the second pair (modes 4 and 3) the PSD (Fig. 5.8f)) shows a reduced bandwidth in the sur-
rounding of a more distinct peak, at the dominant frequency of the fifth harmonic. In this context,
the action of the filter produces a drastic reduction of the components at higher frequencies that
showed a weaker but not negligible effect with the POD, but still it does not affect the bandwidth
components to the point of modifying the dynamics underlying its frequencies. Again, the phase
portrait (Fig. 5.9b) reflects the presence of different frequencies in the time evolution of the time
coefficients, while being better correlated especially in terms of the main frequency. The coherent
structures depict a high influence towards the filter application. In fact, if compared with the POD,
the distribution of the spatial coherence of mode 4 (Fig. 5.8d) displays now reduced dimensions
of the red regions in favor of augmented sizes of the blue valleys: in particular, that one present in
the studied region shows the rise of a distortion which produces an enlargement of the structure.
The background noise can be clearly identified and this holds even for the third mode (Fig. 5.8e).
In particular, this latter evidently depicts the rise of a new coherent structure in the suction side,
approximately at the mid chord: this result clearly represents the action of filter, for this region
could only be interpreted as a noise of the first structure of the wake. This can be seen either in a
reduced noise around this structure and weaker connection with the "parent" correlated region; in
addition, the structure at the trailing edge shows an increased coherence according to the reduced
number of contour levels inside it. The spatial periodicity can be inferred from the shifting of the
structures in the wake direction fromψ4 toψ3, which supports the similarity already discussed in
terms of time coefficients.
The effects on the third pair are even more marked. In fact, in addition to the reduction of the
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5.2 Vector-Valued Variable Decomposition: Velocity Field

bandwidth of the frequency response, the filter action completely changes the peak frequency
that is now centered at the eleventh harmonic value, while the peak frequency recovered from the
POD (at the second harmonic) is still present but featuring a lower response (Fig. 5.8i). A better
correlation of the time evolution is also depicted by the phase portrait in Figure 5.9c, which now
describes a more regular trend, with characters similar to the second pair. The spatial coherence
is clearly outlined by both the single modes, which also feature an almost negligible impact of the
background noise, thus letting the highest correlated regions emerge and be identified clearly. The
coherent structures show a defined size with a reduced presence of wide boundaries, especially
for the real component (Fig. 5.8g). The length scales, smaller than in the other modes, can be
precisely identified, which leads to easily detect the relation of the distance with the wavelength in
the shifted configuration.
The action of the SPOD allows for a better matching of the coherent structures with the correspond-
ing physical phenomena, which is hardly applicable to the POD results. By virtue of the pitching
motion, the wake described in the body-fixed reference frame experiences a change of orientation,
according to which the features of the flow connected to the major angles of the motion follow a
path more inclined than the other. As a result, the first pair shows a distribution of the spatial cor-
relation (more evident from the imaginary part) directed towards a steeper direction if compared
with the structures in the other two couples that are, instead, slightly parted from the orientation of
the chord. This fact, supported by the PSDs that do not show clear narrow peaks, suggests that pairs
2 and 3 are not representative of higher harmonics of the main vortex structure, but rather distinct
flow features. In additional support of this consideration, the flow field inspection showed that
the influence of the main vortex affects only the second vortex. In conclusion, the other two pairs
represent the fluctuations of the flow connected with the evolution under full separation condi-
tions; in particular, the second couple carries the information of the several eddies developing and
shedding into the wake during the concluding part of this phase and it appears partially influenced
by the second vortex according to the new structure extracted by the SPOD in ψ3. The third pair,
instead, on the basis of the similar dimensions of the structures, but reduced wavelength, with re-
spect to the previous couple, can be interpreted as the alterations of a higher harmonic of the latter.
A further analysis is conducted by applying a filter characterized by a width N f = 63 which is equal
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Figure 5.10: (Velocity decomposition) Relative energy content of the single mode (blue) and cumulative
sum (red) for the first 50 eigenvalues for N f = 63.
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5 Modal Analysis of Simulation Data

to the time spent by the flow under fully separated conditions that produce the highest fluctuations
due to the continuous formation and shedding of circulation zones. The modes energy redistri-
bution (Fig. 5.10) performed by the filter produces again a strong effect on the first eigenvalue;
however, the content added to the second eigenvalue almost equals the quantity extracted from
the first. As a result, the introduction of energy into the following modes is done at the expense of
the energy of the modes from 3 to 6 which feature reduced energies while showing, in twos, similar
contents. For this case, the condition on the relative energy content equal to 99% is achieved by re-
taining 34 modes. The spectrum of the pairs (Fig. 5.11) shows the introduction of three new highly
correlated couples, featuring better harmonic coherence than the first one. The coupled modes
previously identified are still detectable located at the main frequencies depicted by the spatially-
averaged PSD, experiencing a less marked reduction of total energy, respectively decreased to 61%,
8% and 6%.
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Figure 5.11: (Velocity decomposition) Scattered plot of the SPOD spectrum (N f = 63). Each dot has a size
and color related to the correlation value in the cross-spectral density matrix. The numbers
refer to the modes in Figure 5.12.

The first pair does not show substantial changes towards the increased filter width. The spectral
content is further strengthened around the dominant peak and contextually reduced for the higher
harmonics, resulting in a narrower band (Fig. 5.12c). In support of this behavior, the phase portrait
of the coefficients (Fig. 5.13a) depicts a nearly circular shape which suggests the high level of
correlation between the time series. In addition, the modes (Fig. 5.12a and 5.12b) reflect a barely
distinguishable dependence on the filter, with slight influences on the outer boundaries of the
structures.
More distinct effects can be instead recognized in the second pair. The first consequence can be
seen in the frequency response (Fig. 5.12f), where the not negligible contribution of the second
peak viewable in the previous analysis (around St = 0.165) is here clearly suppressed, which depicts
a trend more typical of mono-frequent modes. In this regard, the action of the filter suggests a
fading of the decomposition towards a behavior more representative of the purely spectral study,
with the resultant loss of energetic optimality character. As a result, the real component of the
pair (Fig. 5.12d) depicts an evident reduction of regularity of the structures shapes, while the
background noise shows a reduced influence. The spatial correlation appears more fragmented
with an associated decreased definition of the wavelength. The imaginary component instead
shows to be only slightly affected, with a barely perceivable reduction of the background noise and
clearer enhancement of the correlation near the trailing edge.
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Figure 5.12: (Velocity decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.11 for N f = 63. Respectively, from the upper row to the lower, pairs (1),
(2), (3).
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Figure 5.13: (Velocity decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.11 for the SPOD (N f = 63).

As regards the third pair, the adoption of a higher filter width provides a stronger frequency re-
sponse at the second peak shown by the previous analysis, now located at St = 0.165, while the
response at the first peak is clearly reduced (Fig. 5.12i). Furthermore, the increased regularity of
the phase portrait suggests an enhanced similarity of the time evolution of the coefficients series
(Fig. 5.13c). The broad band of the frequency response, still showing a peak, supports the con-
clusions drawn on the previous analysis regarding the physical meaning of this pair, which are
further enforced by the peak frequency value, now equal to the second harmonic of the dominant
frequency of the second pair. The effect on the eigenfunctions can be seen in a drastic reduction
of the fragmentation of the modes, especially for the structure over the suction side either for ψ6

(Fig. 5.12g) and ψ5 (Fig. 5.12h). In particular, the former depicts an evident suppression of the
background noise, while some distortion is introduced into the border of the red structure. The
latter, instead, shows a higher influence of the background noise than in the previous study. How-
ever, the definition of the structures is still preserved and the spatial periodicity can be still clearly
recognized through the wavelength.

5.3 Scalar-Valued Variable Decomposition: Pressure Field

In this case the analysis is conducted in the same pattern as the previous. The first results discussed
are the mean field and the spatially-averaged PSD (Fig. 5.14) from which it is possible to infer the
general features of the flow. The spatial distribution of the time-averaged pressure field depicts a
clear widely spread pressure deficit in the region over the suction side, where the lowest values are
close to the airfoil surface and affect the most of it in the chord direction up to the trailing edge.
The blue region shows an irregular shape with the maximum thickness located beyond the mid-
chord point, and spreading up to the wake, which suggests the high influence of the continuous
presence of circulation zones encompassing low-pressure structures. The pressure distribution
on the pressure side is, instead, more typical of stationary flow conditions, with high values near
the stagnation point and contour levels distributed in a more regular shape. However, the trailing
edge region shows the influence of low-pressure structures, which can be related to the presence of
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Figure 5.14: Time-averaged flow field in terms of contour of non-dimensional pressure (a) and spatially-
averaged PSD (b).

the trailing edge vortexes affecting this part of the domain due to the rotation of the grid. As regards
the spectral response, this field shows a smoother trend. In fact, despite the good agreement with
the previous field upon the dominant peak at St = 0.017, no other distinguishable responses can
be detected except for slight changes of trend at the 5th, 10th, 16th and 22nd harmonics. As a result
the trend of the whole response can be fitted with a linear approximation in the semi-logarithmic
scale. This suggests that there are not significant responses of the pressure field at the highest
frequencies; however, the decomposition is able to find pairs characterized by a clear correlation,
even though their energetic content is much lower than that of the dominant harmonic.
The energy plot in this case (Fig. 5.15) depicts a lower prevalence of the first eigenvalue on the
other, if compared with the velocity decomposition. In addition, the second and the third modes
show a higher energy content, though at much different levels than in the previous section. In
general, the first modes show an enhanced energetic content; hence, 14 modes are required to
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Figure 5.15: (Pressure decomposition) Relative energy content of the single mode (blue) and cumulative
sum (red) for the first 50 eigenvalues for N f = 0.
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reconstruct the 99% of the original data set, i.e. 2 modes less than in the previous case. Then,
seven pairs are identified by the coupling method and they are reported in the spectrum plot (Fig.
5.16). As can be seen, the reduced number of dots makes it difficult to recognize any connection
with the spatially-averaged PSD, although the linear trend is almost recovered. The three modes
chosen for the coherent structures analysis are the ones showing the highest energetic content
and, in this case, they also feature distinct correlations of the time coefficients. In particular, the
first pair contains, by itself, more than 75% of the total energy, while the second and the third are
respectively representative of the 14% and 5%. In terms of spectral response, although showing
almost regular spacing that may be interpreted as related to the number of the harmonic, however
they cannot be related to any characteristic frequency of the flow. In fact, as will be seen below,
their average frequencies show high influences of different responses.
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Figure 5.16: (Pressure decomposition) Scattered plot of the POD (N f = 0) spectrum. Each dot has a size and
color related to the correlation value in the cross-spectral density matrix. The numbers refer to
the modes in Figure 5.17.

The dynamics of the first pair (Fig. 5.17c) shows a narrow peak at St = 0.017, which suggests
its connection with the main vortex shedding behavior. However, the high influence of the sub-
sequent peaks cannot be neglected for it leads to an average value of St = 0.030. This is also
supported by the inspection of the time evolution of the two time series (Fig. 5.18a): in fact,
although the first mode shows clearly stronger responses, mainly centered at the dominant fre-
quency, the second mode has a dynamics split into several harmonics, which causes the higher
value of the average frequency of the pair. The spatial distribution of the eigenfunctions shows, in
this case, a much enhanced definition if compared with the previous analysis. In fact, although
clearly affected by broadness, the coherent structures are better identifiable and their location
can be inferred more distinctly, as well as the wavelength of the spatial periodicity. The behav-
ior of the first two eigenmodes is similar to that shown by the previous analysis. In fact, even
here, the pair predicts a time correlation that does not go in hand with the spatial correlation.
The first single mode (Fig. 5.17a) reports only one coherent structure, as well as a high impact of
the background noise; in this case that region is connected with the main vortex shedding, but
also features the presence of the second vortex that is not recognized as a distinct structure. The
imaginary component (Fig. 5.17b) is instead connected with the main vortex formation (blue re-
gion) and subsequent wake convection (red region) and no clear effects regarding the second vortex
can be detected. This analysis, if compared with the velocity field decomposition, allows for a
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Figure 5.17: (Pressure decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.16 for N f = 0. Respectively, from the upper row to the lower, pairs (1),
(2), (3).
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better identification of the connection between the main vortex shedding and its corresponding
mode. In fact, the spatial distribution and the spectral content can be easily connected to the
frequency and shedding characters of the vortex that originates upstream and travels downstream,
leaving the airfoil while, contextually, the trailing edge vortex strengthens and sheds into the wake
later.
The second pair shows no dominant frequencies and an evident broad bandwidth (Fig. 5.17f),
with the highest response barely distinguishable at the sixth harmonic (St = 0.099) and another
significant value of the PSD located at the dominant frequency of the flow. Furthermore, the phase
portrait of the pair (Fig. 5.18b) suggests a low level of correlation. This aspect can be observed in
spatial eigenfunctions as well. In fact, it is hard to define a clear scale and shape of the structures,
which depict a mixed character of single and double nature. This is clearer inψ3 (Fig. 5.17d), where
the distribution of the blue valleys is more typical of single structures while the red regions depict
a behavior more representative of double structures. A similar consideration can be applied to the
imaginary component of the pair (Fig. 5.17e), in particular if one considers that the blue region
does not define clearly the shape of the structure and it is not evident whether it represents a single
structure or not. More, an evident wavelength cannot be recovered since the spatial periodicity is
corrupted by the number and distribution of the correlated zones, most of all because the struc-
tures in the suction side ofψ4 are hardly referable to a clear counterpart inψ3. For this reason it is
difficult to draw a conclusion on the connection between the pair content and a physical aspect of
the flow.
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Figure 5.18: (Pressure decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.16 for the POD (N f = 0).

As regards the third pair, the spectral response is not, again, centered at a specific frequency, even
though the highest value of the PSD (Fig. 5.17i) is located at St = 0.165, i.e. the tenth harmonic
of the shedding frequency. However, many other peaks can be identified: the two strongest are
respectively located at the eleventh and fifth harmonic; as a result, the response spreads over a
fairly broad bandwidth. The correlation of the time coefficients (Fig. 5.18c) depicts, as well, the
influence of several frequencies in the time series and the prevalence of the values related to the
first mode which show a stronger response. Although the correlation of the time domain may
suggest an as much uncorrelated spatial eigenfunctions, the contour plots reveal an almost clear
distribution of the structures, as well as a fairly defined wavelength beyond the trailing edge. Both
the singles modes are evidently affected by the presence of background noise which, however,
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5.3 Scalar-Valued Variable Decomposition: Pressure Field

does not prevent the recognition of the shapes of the structures. The configuration present in the
real component (Fig. 5.17g) can be clearly observed in the imaginary component (Fig. 5.17h),
shifted in the wake direction and following a curved path connected with the pitching motion. The
similar shape of the leading edge structures supports this consideration; however, the trailing edge
structure in ψ6 has clearly reduced sizes if compared with its counterpart in ψ5 and, in addition,
it introduces a fragmented region on the pressure side that is hardly referred to a specific structure
in the real component. Although this mode represents for sure an alteration of the pressure field,
however, the observation of the spectral response suggests that no conclusions can be drawn on
the connection with physical phenomena, even though the higher wavelength of the structures on
the suction side may be representative of the influence of the first mode, that is the one connected
with the shedding vortex.
The SPOD is performed by applying a filter with size equal to the time that the low pressure core
of the main vortex needs to form at the leading edge and shed out of the domain of interest, i.e.
N f = 35. As already mentioned, this action evidently reduces the energy featured by the first single
mode, while the second one results to be enhanced (Fig. 5.19). This causes an increased distance
between the second eigenvalue and the third, which depicts a slightly reduced energy content that
makes it comparable with the fourth. In addition, the fifth and the sixth modes shows a stronger
similarity at a barely augmented energetic level, while the following two eigenvalues experience a
more distinct introduction of modes energy. As a results, the retained modes in this case, according
to the chosen percentage, are 24.
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Figure 5.19: (Pressure decomposition) Relative energy content of the single mode (blue) and cumulative
sum (red) for the first 50 eigenvalues for N f = 35.

The 12 couples are plotted in the SPOD spectrum in Figure 5.20. As can be seen, the dots still
follow a linear trend and no clear dominant pairs can be identified. The three chosen modes
represent even in this analysis, the most energetic and most correlated ones, even though the
energy contents of each are changed according to the previous considerations: in particular, they
feature, respectively, 63%, 15% and 7%. The marked effect on the average frequencies can be seen
in the general translation of the pairs to the left, which suggests a reduced influence on the higher
harmonics; this is much more evident on the third pair that experiences a reduction of nearly half
of the frequency it shows in the POD. A similar effect of the filter was observed on the same pair
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in the velocity field decomposition where, instead, the adoption of SPOD led to an increase of the
average frequency.
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Figure 5.20: (Pressure decomposition) Scattered plot of the SPOD (N f = 35) spectrum. Each dot has a size
and color related to the correlation value in the cross-spectral density matrix. The numbers
refer to the modes in Figure 5.21.

The first pair shows a clear narrower response at the dominant peak of the flow, while the influ-
ences of the other frequencies are evidently suppressed (Fig. 5.21c). In terms of time coefficients,
both the modes show much similar values throughout the series; however, the influence of a higher
frequency in the second mode causes the irregular shape of the phase portrait which, although
smoother, still cannot be considered as a circle (Fig. 5.22a). As regards the spatial modes, the
characters shown in the previous decomposition are still recognizable, although the fragmentation
spreading into the wake is now stronger. The red structure in the first single mode (Fig. 5.21a)
appears with reduced sizes, which lead the strongest region to cover half the chord length; the trail-
ing edge structure is, instead, closer to the airfoil surface. The introduction of a higher correlated
part directed towards the wake, as well as the tendency of the structure to increase as they move
downstream, may be well representative of the behavior of the LEV that forms at the leading edge
and thickens as it sheds rearward.
More evident effects of the filter can be observed in the second pair. The spectral response is clearly
smoothed, with a reduced bandwidth and a clearer peak centered at the fifth harmonic, which de-
termines an important change if compared with the POD results that estimated the highest value
occurring at the sixth harmonic (Fig. 5.21f). The influence of the response at the first harmonic is
still viewable, though with a lower impact on the average frequency that is now closer to the peak
one (St = 0.08). The phase portrait (Fig. 5.22b) supports the enhanced correlation between the
two time coefficients that show a stronger agreement on the dominant frequency suggested by the
partially circular shape of the plot. The inspection of the spatial modes confirms the correlation of
the two modes. The structures shown by the real component (Fig. 5.21d) are now matched with
the corresponding counterpart in the imaginary component (Fig. 5.21e) more easily than with the
POD and, in particular, their nature of single structures is recovered. The sizes and spacing of the
correlated regions are more clearly defined and it is now possible to infer their connection to the
fluctuations occurring on the flow, subsequently to the main vortex shedding. In addition, these
structures can be interestingly compared with the ones obtained for the same pair in the decom-
position of the velocity field with a filter width N f = 30 (Figs. 5.8d and 5.8e). This consideration

56



5.3 Scalar-Valued Variable Decomposition: Pressure Field

(1)

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(a)ψ2

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(b)ψ1

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

St

103

104

105

106

107

108

109

P
SD

(c) PSD of the modes pair 2-1

(2)

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(d)ψ4

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(e)ψ3

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

St

103

104

105

106

107

108

109

P
SD

(f ) PSD of the modes pair 4-3

(3)

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(g)ψ6

−0.5 0.0 0.5 1.0 1.5
x
c

−1.0

−0.5

0.0

0.5

1.0

z c

(h)ψ5

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

St

103

104

105

106

107

108

109

P
SD

(i) PSD of the modes pair 6-5

Figure 5.21: (Pressure decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.20 for N f = 35. Respectively, from the upper row to the lower, pairs (1),
(2), (3).
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may be taken as a further evidence of the presence of this flow features oscillating at the given
frequency, while a similar conclusion, based on the POD results, would not have been possible
because of either the different modes coupled and the already discussed difficulty in stating the
spatial correlation.
The dynamics of the third pair depicts a drastic reduction of components with frequencies greater
than St = 0.20 and the peak response is now located at the sixth harmonic, even though significant
contributions can be identified, most of all at lower frequencies (Fig. 5.21i). The phase portrait in
Figure 5.22c depicts an enhanced regularity, but still the limited circular portion suggests a good
correlation only for some components of the main frequency. In general, the coherent structures
of this pair define a clear repeating scheme that allows to infer the character of double structures
of the spatial correlation. The real component (Fig. 5.21g), although characterized by a reduced
background noise, still shows an incomplete separation of the red structures in the rear part of the
domain, while the structures in the first part of the suction side are neither well defined nor refer-
able to the other correlated regions. The imaginary component (Fig. 5.21h), instead, shows clearer
definition and separation of the coherent structures, while the background noise is more present
in the remaining part of the domain. As in ψ6, the correlated regions move towards the upper
part of the wake, which helps to identify the spatial periodicity, while the defined structures over
the suction side represent a clear element of difference with the other component. In particular,
the directionality of the structures suggests that this pair contains the information of flow features
typical of the fully separated conditions, occurring in the first part of the downstroke. The flow
visualization supports this conclusion and, in particular, reveals that the second and the third pairs
may represent, respectively, the upstream and downstream behavior of the phenomena evolving
during this phase. In fact, all the low pressure regions originate on the suction side as single struc-
tures and travel downward until they shed into the wake where they induce higher pressure limited
zones that form a double structure traveling away at the same velocity.

−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0

b2p
µ2

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

b
1

p µ
1

(a) Modes pair 2-1

−3 −2 −1 0 1 2

b4p
µ4

−2

−1

0

1

2

3

b
3

p µ
3

(b) Modes pair 4-3

−3 −2 −1 0 1 2

b6p
µ6

−2

−1

0

1

2

b
5

p µ
5

(c) Modes pair 6-5

Figure 5.22: (Pressure decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.20 for the SPOD (N f = 35).

A second SPOD analysis is performed even for this field and the adopted filter width is the same as
in the previous section, N f = 63, i.e. the time spent by the flow under conditions of full separation.
The extraction of energy from the first eigenvalue and the concomitant increased content of the
second one, provide in this case a clearer similarity of the two modes (Fig. 5.23). The modes
from 3 to 6 show, in pairs, comparable energetic levels and a clearly enhanced prevalence on the
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subsequent eigenvalues which are still recognizable as coupled features. The redistribution of the
total energy leads to the necessity of retaining the first 34 modes in order to reconstruct the 99% of
the initial data.
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Figure 5.23: (Pressure decomposition) Relative energy content of the single mode (blue) and cumulative
sum (red) for the first 50 eigenvalues for N f = 63.

The spectrum of the coupled modes (Fig. 5.24) shows distinct consequences of the action of the
filter. As regards the pairs so far discussed, especially the second and the third, it can be observed
that the average frequency is further, markedly, reduced which suggests a high impact on the dy-
namics of the structures; in addition, the energetic content of the two mentioned couples is more
similar and the linear trend is more comparable with the behavior of the spatially-averaged PSD
curve. However, a significantly correlated pair, featuring a distinct energy content, can be detected
at St = 0.164 (4), i.e. the tenth harmonic. A similar effect of the filter was not observed in the
discussion developed so far, and then the mentioned pair will be discussed with the same attention
as the other three. The four identified pairs are now representative, respectively, of the 59%, 12%,
8% and 4% of the original data set.
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Figure 5.24: (Pressure decomposition) Scattered plot of the SPOD (N f = 63) spectrum. Each dot has a size
and color related to the correlation value in the cross-spectral density matrix. The numbers
refer to the modes in Figure 5.25.
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Figure 5.25: (Pressure decomposition) Spatial modes and PSDs of the coupled time coefficients of the three
pairs referred in Figure 5.24 for N f = 63. Respectively, from the upper row to the lower, pairs (1),
(2), (3).
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The dynamics of the first pair is further centered at the first harmonic of the flow, with a response
featuring a almost mono-frequency character and, then, negligible influences of the responses at
higher frequencies (Fig. 5.25c). As a result, the phase portrait (Fig. 5.26a) approximates fairly well
a circular shape expectable from a purely spectral analysis. In addition, no clear differences with
the previous analysis can be detected in the spatial distribution of the coherent structures.
The effects on the second pair are more marked and such that the dynamics shows a behavior closer
to the DFT. In fact, when a purely spectral analysis is performed, this pair shows a single frequency
response at the second harmonic; in this analysis, the peak is further reduced to coincide with the
third harmonic, which denotes the gradual suppression of the influence of different frequencies
responses made by the action of the filer (Fig. 5.25f). The time evolution of the coefficients shows
an enhanced regularity, but still the influence of higher frequencies is recognizable, although with a
lower impact (Fig. 5.26b). Even for this pair the effects on the coherent structures are not significant.
In fact, a general reduction of the background noise and broadness of the single structures can
be observed in both the real and imaginary components (Figs. 5.25d and 5.25e). However, in the
former, increased regularity and similarity of the shapes allow for a better identification of the
characteristic length scales of the pair.
The spectral response of the third pair is still maximum at the sixth harmonic and even though some
different peaks are suppressed, however two of them show a significant contribution (Fig. 5.25i).
This multi-frequency character is also evidenced in the phase portrait of the real and imaginary
components of the time coefficients (Fig. 5.26c). This pair shows a greater sensitivity towards
the filter width, in terms of spatial eigenfunctions. In fact, the real component depicts a better
distinction of the blue valleys, and the structures near the leading edge are gathered into a single
structure (Fig. 5.25g). This aspect emphasizes the similarity with the imaginary component where,
in fact, only one structure is present at the leading edge (Fig. 5.25h). However, both the single
modes show an increased impact of the background noise.
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Figure 5.26: (Pressure decomposition) Phase portraits of the time coefficients of the pairs referred in Figure
5.24 for the SPOD (N f = 63).

As anticipated, a fourth pair is chosen for this case, i.e. the one referring to the fourth distinct
dot in the SPOD spectrum. In particular, this couple shows a strong correlation even for lower
and higher filter widths than that one used here, even though the modes constituting it change
from time to time. This fact suggests the presence of fairly correlated flow structures occurring
with this frequency, which has an average value of St = 0.164. The peak frequency at St = 0.165
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(Fig. 5.27c) supports the consideration that the impact of different frequencies is low, but still not
negligible as reported in the phase diagram (Fig. 5.28). The band of the PSD also depicts a partition
into two main ranges, where the second one is centered at the peak frequency and shows a higher
response. In terms of spatial correlation, the eigenfunctions (Figs. 5.27a and 5.27b) report clearly
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Figure 5.27: (Pressure decomposition) Spatial modes and PSD of the fourth pair referred in Figure 5.24 for
N f = 63.

correlated structures, which is evidenced by the similar shapes of the regions and by the clear
spatial periodicity. The more defined structures are located in the wake, while the limited zones on
the suction side are residuals of the double nature of the main structures depicted by the results
obtained with smaller filter widths. This result further emphasizes the action of the filter: in fact,
by redistributing the energy and smoothing the dynamic response, this new pair is extracted from
the decomposition and its reliability relies on the consideration that both the time and space
correlations show enhanced character. In addition, the directionality of the structures should be
considered. The curved path recalls the structures in the third pair, which instead show a double
nature. If the average frequencies of the pairs are considered, it may be inferred that this pair may
represent a second harmonic of the third couple.
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Figure 5.28: (Pressure decomposition) Phase portrait of the time coefficients of the fourth pair (modes 9 and
10) referred in Figure 5.24 for the SPOD (N f = 63).
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5.4 Data Reconstruction

The reconstruction of the original data is an important analysis that allows for a better understand-
ing of how new models can be built, based on the basis computed, with a reduced number of
modes. This aspect is fundamental in the reduced order modeling, where predictions on given
phenomena can be drawn by solving problems that use the POD space as input. As a result, there
is no need to perform complete simulations for every condition of interest, since when one is
performed directly the other can be modeled by taking advantage of its decomposition. A further
benefit of this approach consists on the optimality of the decomposition, which allows for a high
level of confidence even with a limited number of modes that results in a reduced computational
cost.
Instead of comparing the reconstruction of the flow field of some snapshots, which may lead to
cumbersome conclusions, it has been chosen to compare the reconstruction of the loads acting
on the airfoil during a pitching cycle. In particular, by decomposing and reconstructing the pres-
sure field, it is possible to integrate the values over the airfoil surface in order to obtain the loads
coefficients and compare their values, quantitatively, with the corresponding original data from
the TAU solution. The values reported and discussed below are obtained from the reconstruction
of the pressure field with a number of modes such that the relative energy content is over the 95%;
two cases are compared: the POD and the SPOD with N f = 35, which account for, respectively, 7
and 12 modes. It should be stressed that, since the contribution of the skin friction coefficient is
not added to the pressure loads, the plots are only meant to represent an estimate of the real loads
and part of the discrepancies can be attributed to this approximation. However, since the pres-
sure loads represent the dominant effect, sufficient insights can be extracted from their behavior.
Another aspect that should be clarified regards the sampling. In fact, the original solution stems
from the monitored data obtained from the solver after every time step (3600 per cycle), while the
reconstructed values arise from the integration of the reconstructed field, based on the snapshots
that are taken every 36 time steps (100 per cycle).
When the lift coefficient is considered, one can observe that the chosen reconstruction percent-
age provides, in general, a complete and precise estimate. The POD (Fig. 5.29a) shows a reduced
influence of the oscillations during the upstroke phase, if compared with the SPOD (Fig. 5.29b)
which, in turn, accentuates the effect of the highest harmonics. In fact, it can be noticed that the
linear trend is reconstructed better by the POD, even though the wavy outline shown by the SPOD
presents values that are closer to the original data. The change of slope occurring at 15° in the red
curve appears anticipated in the POD reconstruction, which causes a further separation between
the two lines. However, the SPOD depicts a better agreement during a major part of the extra lift
phase. As regards the peak value, it is better recovered by the SPOD, even though this method
anticipates its occurrence, while the POD evaluates its estimate at the same angle as the original
plot. The downstroke phase until the second vortex shedding shows a similar behavior among all
the curves, while the remaining part is better recovered by the SPOD. In fact, although showing
values more smoothed than the original solution, it predicts fairly satisfactorily the occurrence
of the several oscillations, while in the POD they appear closer in magnitude, but clearly delayed.
The plateau preceding the reattachment of the flow shows a similar behavior between the two
methods.
The drag coefficient shows enhanced properties of the SPOD (Fig. 5.30b) in the reconstruction
of the upstroke phase, since it better recovers the curvature of the curve, which denotes a better

63



5 Modal Analysis of Simulation Data

5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5

α

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25
c l

Reconstructed field

TAU solution

(a) POD (N f = 0).

5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5

α

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2.25

c l

Reconstructed field

TAU solution

(b) SPOD (N f = 35).

Figure 5.29: Lift coefficient plots depicting the TAU original solution and the reconstruction from POD (a)
and SPOD (b).

5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5

α

0.0

0.2

0.4

0.6

0.8

1.0

c d

Reconstructed field

TAU solution

(a) POD (N f = 0).

5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5

α

0.0

0.2

0.4

0.6

0.8

1.0
c d

Reconstructed field

TAU solution

(b) SPOD (N f = 35).

Figure 5.30: Drag coefficient plots depicting the TAU original solution and the reconstruction from POD (a)
and SPOD (b).
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Figure 5.31: Moment coefficient (y axis) plots depicting the TAU original solution and the reconstruction
from POD (a) and SPOD (b).
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description of the fluctuations occurring at lower frequencies. The POD (Fig. 5.30a), instead,
depicts a closer result in the last part of the upstroke, and predicts correctly the position of the
peak. However, it tends to overestimate the peak value, as well as the SPOD which, in addition,
shows a delayed prediction of the angle. In both the reconstructions, the bifurcation of the peak,
which has its counterpart in the moment curve, is completely missed. An increased number of the
retained modes has shown that this behavior is connected with much weaker fluctuations that are
recovered only with an almost full reconstruction, rather than with the filter adopted. This plot
shows again very similar results for the first part of the downstroke. Clearer differences appear
around α= 17.5°, starting from which the SPOD depicts a smoother trend, unable to recover the
several fluctuations and generally overestimating the reference values. The POD, instead, reports a
more wavy pattern but, still, with higher values. The end of the downstroke and beginning of the
upstroke is underestimated by both the methods, which show similar behaviors.
The highest discrepancies can be observed in the moment coefficient. The beginning part of the
upstroke shows clearly higher values for both the methods but, while the POD (Fig. 5.31a) recovers
a good agreement with the reference curve from about 12.5°, the SPOD (Fig. 5.31b) presents a
wavy trend, connected with that shown in the lift curve, which produces clearly amplified values.
The behavior is then similar from 17°. In fact, they both predict the minimum at the same angle
(around 20.9°) that coincides, in the reference data, with a small peak between the two valleys.
In this regard, they show a similar behavior to that described in the drag curve, i.e. the smaller
oscillations require more modes to be recovered. The downstroke phase depicts, as in the previous
cases, a good proximity of the data, until the occurrence of the second vortex shedding for which,
however, the POD slightly overestimates the moment value. The remaining part of the downstroke
shows great discrepancies, especially as regards the ending phase. The SPOD tends to overestimate
the values until 12.5°, though with a good prediction of the angles related to the fluctuations; from
that angle to the end the values are clearly underestimated. Similar considerations can be drawn
for the POD which, instead, shows generally undestimated values even for the first phase after the
shedding of the secondary vortex and a overall tendency to delay the estimate of the angles.

5.5 Further Considerations

This section is intended to provide additional details for the analysis reported in the previous sec-
tions and a comparison between the two different field decompositions.
As already reported, the first pair showed, in both the cases, clear uncorrelated spatial structures in
the face of a fairly strong time correlation. The reason of this behavior was found in the content of
the single modes constituting the couples, which describe both the vortexes forming throughout
the pitching cycle and both the fields seemed to converge on this consideration. Furthermore, the
results showed that the velocity field decomposition provides a better extraction of the structures
connected with the second vortex, if compared with the other analysis. In fact, it can be noticed
that it is able to describe also the small counterclockwise region arising at the quarter chord, as
consequence induced by the low pressure core of the secondary vortex. The first mode shows, in-
stead, a fairly confusing distribution of the structures connected with the primary vortex since they
are depicted by the first single mode as strong fluctuations of the time averaged flow field of the
w component (not reported). In contrast, the second single mode of the pressure decomposition
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provides a distinct description of the structures related to the main vortex, while the secondary
vortex is not recognized as a different structure from the primary and are both represented as a
single structure in the first single mode.
The results so far discussed showed a greater sensitivity of the velocity field towards the fluctuations
at the higher harmonics, while the pressure field depicted a clear response only at the dominant
frequency of the flow. This aspect, originally suggested by the spatially averaged PSDs of the fields,
was evidenced even by the analysis of the modes and related coefficients. In fact, the harmon-
ics that depicted stronger responses showed even good time and space correlation, made further
enhanced by the action of the filter. This was clear in the velocity field analysis, where different
filtering of the correlation matrix did not cause drastic changes in those pairs that showed already
high levels of correlation, but, rather, performed augmented definition of the structures and re-
duced presence of the background noise. In contrast, the pressure field analysis showed that the
action of the filter is harbinger of strong changes in the dynamics of the identified modes, which
depict noticeable variations of either the peak and average frequencies. In particular it was ob-
served that the fourth pair analyzed at the end of the third section is already detected by filters
with a width in the range between 35 and 63. However, in those cases almost the same features
can be seen as referred to a couple constituted by two completely different modes (7 and 8, in the
investigated situations). This interesting finding may be interpreted in two different ways: as a
further evidence of the existence and importance of those flow structures and as additional prove
of the strong impact of the filter on the dynamics of the pressure field. In particular, this latter
suggests that a greater attention should be paid when the SPOD is applied to such fields, as the
pressure field, in the context of dynamic stall.
In the cases presented in this work, the filter sizes are chosen such that they correspond to the
time needed by the main vortex structure to form and leave the measurement domain, interpreted
according to the flow features that describe it in each field. A second filter is chosen, independently
of the field considered, as the time spent by the flow under conditions of full separation. In par-
ticular, the first class of filters provided, in general, better descriptions of the coherent structures
connected with the second pair, while the second class, in this sense, produced better results for the
third couple. However, this consideration is more suitable if the velocity field is considered, since
the dynamics of a chosen couple is preserved between different applications, and the differences
can be properly discussed. In case of the pressure field, instead, the strong variations experienced
by the the dynamics of the pairs make it difficult to judge whether the filter is improving or not the
extraction of the new structures, since there is no way one could be aware whether the differences
relate to the change of the spectral content or, rather, to an enhanced correlation.
As a concluding remark, the data reconstruction showed that, in general, the SPOD tends to pro-
duce results that better predict the occurrence of the flow fluctuations. However, for the same
reconstruction percentage, the POD evidenced a greater ability in recovering proper slopes and
magnitudes of the loads. In view of building an efficient reduced order model, this consideration
gives a way to decide how to approach the choice of the basis. Clearly, a good trade-off allows
for the identification of the most suitable function space. In fact, reduced dimensions allow for a
saving of computational resources but do not take into account the weaker variations, while more
sensitive models may be too onerous in terms of computational costs. For this reason, a proper
analysis of the filter width is required. In fact, one should select the filter in such a way that only
the structures of interest are amplified so that the extraction of energy from the dominant modes
does not reach a condition where more modes are needed to compensate for this deficit.
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Spectral Proper Orthogonal Decomposition (SPOD) is applied to investigate the coherent struc-
tures connected with dynamic stall. The data for the analysis were obtained from the CFD solver
DLR TAU, which solved the RANS equations with the SST turbulence model for a pitching NACA
0012 airfoil at Re= 1.569 · 106 and M= 0.445, oscillating about the quarter chord with k= 0.135,
α0= 13.18° and α1= 9.548°. For each cycle 100 outputs (or snapshots) are evenly taken. The last
two cycles, i.e. 200 snapshots, are decomposed and analyzed with the stochastic tool. The de-
composition is performed on two different field types: the vector-valued velocity field and the
scalar-valued pressure field. Pure POD is initially adopted in order to consider the energetically
optimal basis and the corresponding spectral response. Then its results are compared with the
ones from SPOD that is applied by filtering the POD correlation matrix along the diagonals with
a Gaussian distribution: two different filter widths are chosen for each field. A reconstruction of
the field is performed in order to consider strengths and weaknesses of the possible application
of SPOD in the context of reduced order modeling. This analysis is done by comparison of the
airloads originally obtained by TAU with the ones computed from a partial reconstruction of the
pressure field, for POD and a case of SPOD.

6.1 Spectral POD and Dynamic Stall

The results showed that SPOD is a suitable tool for the analysis of coherent structures underlying
flows under conditions of deep dynamic stall. The analysis proved that a good choice for the filter
width is of a time scale of characteristic flow events. In particular, in this work the first filter width
was chosen equal to 30 and 35, respectively for the velocity and pressure field, which correspond
to the time needed by the main vortex structure to form and shed out of the measurement domain,
basing on the flow visualization of the corresponding field. The second filter size was chosen, in
both the cases, equal to 63, which represents the time spent by the flow under full separation con-
ditions. The scalar-valued field showed a nearly linear spectral response, with a single clear peak at
the natural frequency of the flow, St = 0.017, corresponding to the pitching frequency. This aspect
seemed to be connected with the high sensitivity of the pressure field towards the filter adopted,
since significant changes in the dynamics of the coherent structures were depicted by subsequent
changes of the filter size. In particular, it was noticed that the same structures were observable
in different pairs of modes, as the filter width was increased: this evidence raised the question
whether the variations were to be attributed to an enhanced correlation rather than to a progres-
sive "migration" of the dynamic content towards other modes. The vector-valued field, instead,
showed a higher stability towards the filter size, which in fact allowed for a strengthened correlation
of the pairs around their dominant frequency, without clear shifting of the dynamic content. This
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resulted in a general reduction of the background noise and an associated increased definition
of the shapes and periodicity of the coherent structures. Two modes were identified at the fifth
and eleventh harmonic through the action of the filter that increased the phase correlation of the
corresponding pairs. They were interpreted, respectively, as the upstream and downstream evolu-
tion of the several eddies developing during the phase of the flow under fully separated conditions.
For both the analysis the first mode was found to be connected with the primary and secondary
vortexes, where the velocity decomposition provided a clearer description of the secondary vortex
while the evolution of the primary was better represented by the pressure decomposition. The
analysis of the reconstructed field showed that, for the same fraction of relative energy content,
the POD requires a fewer number of modes than the SPOD, due to the redistribution of the energy
among the less energetic modes performed by the latter. Furthermore, it was generally observed
that the SPOD better predicted the angles corresponding to the several fluctuations of the coeffi-
cients curves, while closer values to the true solution were recovered by the POD.

6.2 Future Works

The adoption of the RANS technique employed in the present work clearly acted as an additional
filter since it restricted the modal analysis to the biggest scales of the considered flow. The inabil-
ity of this method to recover the last detail of the phenomenon is also clearly evidenced by the
aforementioned literature. In order to account for the influence of the smallest scales and the
importance they may have on the biggest, a deeper CFD analysis should be considered, e.g. by
means of finer techniques such as LES. Such an analysis would also provide further proves on the
dynamics described here for the main structures or, in contrast, evidence the decisive impact of the
dissipation occurring at the smaller scales. In addition, the complete 3D character of the dynamic
stall phenomenon over the blade may be investigated through the decomposition of full rotor sim-
ulation data such as to obtain additional insights on the structures evolving in the physical domain.
In conclusion, the building of a reduced order model based on the SPOD basis would represent
an interesting benchmark for the determination of the method suitability to such applications.
The subsequent validation of the results with the data obtained, for the same case, by numerical
simulations or even experimental measurements would give a proper yardstick for the strengths
and weaknesses of such an approach an the benefits it may produce in terms of computational
resources.
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