Universita degli Studi di Padova

Dipartimento di Ingegneria dell'Informazione oo

Corso di Laurea in Ingegneria delle Telecomunicazioni

GNSS Spatial Spoofing with
Ground Antenna Array

Marco Ceccato

Relatore Prof. Stefano Tomasin

Dipartimento di Ingegneria dell’ Informazione
Universita degli Studi di Padova

Supervisore Francesco Formaggio

14 Ottobre, 2019

Anno Accademico 2019/2020



i



Contents

Acronyms

List of Figures
Abstract

1 Introduction

2 GNSS Overview and Related Works
2.1 GNSS Systems . . .. ...
2.1.1 GNSSSignals . . . ... ... oo
2.1.2 GNSS Receivers . . . . .. ... ... ... ... ...
2.2 Spoofing and Detection Schemes . . . . . . .. ... ... ...
2.2.1 Drone Swarms Security . . . . . . .. ... ...

3 System Models
3.1 Geometric Model of the Scenario . . . .. ... .. ... ...
3.1.1 Grid representation of the Map . . . . ... ... ...
3.1.2 Antenna Array . . . . ... ... ...
3.2 Signal Model . . . .. ...
3.2.1 Discrete Time Model . . . . . . . ... ... ... ...
3.3 Channel Models . . . . . ... ... ... ... ... ... ..
3.3.1 Ground Channel . . .. ... ... .. ... ......
3.3.2 Space Channel . . ... ... ... ... ........
3.4 Receiver Architecture . . . . . . .. ... L.
3.4.1 Position Estimation Algorithm . . . . . . ... ... ..

4 Spatial Spoofing Attack
4.1 Attack Scheme . . . . ... ..o
4.2 Multidimensional Wiener Scheme . . . . . .. ... ... ...
4.2.1 Computation of the Square Error . . . . . . ... ...
4.2.2 Properties of the Satellites” Signal . . . . . . . . . . ..

vii

ix



v

4.2.3 Mean Square Error . . . . .. ... ... ...
4.2.4 Minimization of the MSE Functional . . . . .
4.2.5 Optimum Filter . . . . . ... ... ... ...
4.3 Sub-optimal LS Iterative Method . . . . . ... . ..

5 Simulations and Results

5.1 Reconstruction Performance . . . . .. ... ... ..
5.1.1 Simulation Framework . . . .. .. ... ...
5.1.2 Number of Antennas and Satellites . . . . . .
5.1.3 Memory Effect and Filter Length . . . . . . .
5.1.4  Grid Density and Map Properties . . . . . . .
5.1.5  Suboptimal Method Comparison . . . . . ..

5.2 Satellites Acquisition Process . . . .. ... .. ...

6 Conclusion Remarks

A Tterative Least Squares SPS Positioning Algorithm
B Derivation of the MSE Terms

C Matrix Calculus Propositions

Bibliography

CONTENTS

45

47

49

53

59



Acronyms

ADC analog-to-digital converter 4

AGC automatic gain control 4

AWGN additive white Gaussian noise 13

BOC binary offset carrier 4

BPSK binary phase-shift keying 4, 40

CNR carrier to noise ratio 35

COTS commercial off-the-shelf 5

DGNSS differential GNSS positioning 18

DoA direction of arrival 5

DS-CDMA direct-sequence code-division multiple access 4
DSP digital signal processing 2

FDMA frequency-division multiple access 3

FIR finite impulse response 11, 27

GNSS global navigation satellite system ix, 1-7, 10, 18, 19, 32, 33, 39, 45
GPS global positioning system 1, 3, 5, 32

INS inertial navigation system 1, 6

LNA low-noise amplifier 4

LoS line-of-sight 12

LRC local replica correlation 39, 40



vi Acronyms

LS least squares ix, 2, 29, 37, 39, 45

MA multiple access 3, 4

MEO medium earth orbit 32

MIMO multiple-input and multiple-output 12—-14
MSE mean squared error ix, 22, 26, 27, 30, 33, 39, 45
PDF probability density function 40

PPS precise positioning service 18

PRN pseudo-random noise 4, 10, 11, 24, 33

PVT position, velocity and precise time 5

RF radio frequency 3, 4

SER signal to error ratio 31, 32

SNR signal to noise ratio 32, 35

SPS standard positioning service 18, 39

UAV unmanned aerial vehicle ix, 1, 3, 5, 6, 45, 46



List of Figures

2.1

3.1
3.2
3.3
3.4

4.1
4.2

0.1

5.2

2.3

5.4

2.9

2.6

2.7
5.8

2.9

Frequency bands used by global satellite navigation systems.

From [1]. . . . . . . . . 4
Scenario overview with Ny = 3 satellites and N, = 16 antennas. 8
Grid representation of the Map by using N, = 36 points. . . . 9
Discrete time processing of the satellites’ signals. . . . . . . . . 12
Representation of the point-to-point baseband channel between

the k-th ground antenna and the j-th point of the grid. . . . . 13
The multidimensional Wiener scheme. . . . . . .. ... ... 21
Example of map grid and the effect of periodic PRN on the

received signal. . . . . .. ... Lo 25

Emulation of the spatial spoofing scenario through the use our
simulator. . . . .. .. ... L e 32
Qualitative comparison between the target déj ) and the spoofed

signal yéj . 33
Average SER as a function of N, for the configuration de-
scribed in Table 5.1. . . . . .. . ... oo 34
Relation between the memory effect on the map L; and the
length of the designed filter Cppy. . . . . . . . . 0oL 35
The occurrence of local correlation phenomenon as function of
the stepsize. . . . . . . ... 37
Example of SER distribution over the map for two different
constellations. . . . . . . . ... 38
Comparison between LRC function for signals of interest. . . . 41
Number of correctly tracked satellites over the map in com-
parison with the SERE@ values. . .. ... ... 42

Empirical probability density function (PDF) of the acquired
satellites over the map. . . . . . . . . ... ... L. 43



viii LIST OF FIGURES



Abstract

The rapid growth of drone swarm technology offers incredible chances in
many fields, and in turn, presents new challenges never faced before. Safety
and reliability are crucial for the tasks unmanned aerial vehicles (UAVs)
will cover in the future. Research on security schemes concerning the col-
laboration within a group of drones is still missing. In this work, we pro-
pose a novel global navigation satellite system (GNSS) spoofing approach
for drone swarms. The attack relies on a powerful ground antenna array
which aims at spoofing an entire region in the sky. Two signal processing
schemes to perform spoofing are presented. The first one, optimum in terms
of mean squared error (MSE), is based on the multidimensional extension of
the Wiener filter. The latter proposal is a sub-optimal method which uses an
iterative least squares (LS) strategy and requires less computational effort.
Finally, spoofing performance will be evaluated according to different metrics
and parameters.






Chapter 1

Introduction

In recent years the use of UAVs, is catching on in many fields. Swarms of
drones are emerging as a disruptive technology to solve real-world problems
for both civilian and military applications. The communication and coop-
eration among elements of a swarm enable to build intelligent autonomous
systems where the role of a human operator can be reduced.

Usually, drones adopt sensor fusion schemes to enrich the information pro-
vided by their inertial navigation system (INS) [2]. GNSSs provide a powerful
localization solution, and the fusion between GNSS data and INS enable ro-
bust real-time navigation even in challenging conditions.

The impact and the fundamental roles which drones will cover in the near
future, compel the research community to focus on security aspects about
drones. On December 5, 2011, an American military UAV was captured by
Iranian forces exploiting a spoofing attack against the global positioning sys-
tem (GPS) receiver of the drone, showing that serious vulnerabilities exist [3].
Albeit GNSS anti-spoofing research has come a long way since then, security
keeps on being a crucial aspect for GNSS receivers embedded in drones. On
the other hand, the recent drone incident at Gatwick Airport [4] highlighted
that some defense mechanisms are required to ensure public safety in cases
where a swarm of drones is under the control of malicious actors.

The purpose of this thesis is to lay the groundwork for a novel spoofing
approach, which strikes several UAVs at the same time. The idea behind
the spatial spoofing attack is to emulate onto a predefined region the de-
sired GNSS signals dominating the one coming from real satellites by using
a powerful antenna array on the ground. In contrast to the most common
target-oriented attacks, the strength of the proposed spatial approach is to
deceive numerous small drones with the same effort, without caring about the
location tracking of each UAV. In this work, we develop models capable of



describing the scenario, we propose methods to achieve the attack efficiently,
and finally, we conduct a feasibility analysis to clarify requirements. More
specifically,

in Chapter 2, a brief overview of the GNSS systems will be provided.
Then key elements about GNSS signals and receivers will be outlined,
whereas in the last part we will have a look at spoofing techniques and
related works;

in Chapter 3 all the models needed to describe the spatial spoofing will
be presented. We will start from the geometrical model of the scenario,
continuing with the channels model for both the ground and the space
channel;

in Chapter 4, the attack will be described more in details. Two digital
signal processing (DSP) schemes specifically designed for the antenna
array will be proposed. The first one follows the Wiener approach to
produce the target signal while the second one is based on iterative LS
method;

in Chapter 5, the performance of our proposed solutions will be eval-
uated according to several parameters. The effect of spatial spoofing
on positioning will be considered, and finally, attack schemes that use
map deformations will be treated;

in Chapter 6, conclusion and final remarks will be drawn. Require-
ments and assumption will be highlighted as well as consideration of

computational complexity. In the end, future works and extensions will
be described.



Chapter 2

GNSS Overview and Related
Works

In this chapter, a short introduction of the GNSS systems will be presented.
In the end, some related works regarding spoofing attacks and state-of-the-art
for the UAVs security will be outlined.

2.1 GNSS Systems

A GNSS is a geolocation system composed of a network of artificial satellites
in orbit and ground-based pseudolites. The GNSS systems provide accurate
timing, position and navigation to electronic receivers using radio frequency
(RF) signals transmitted in broadcast along the atmosphere by satellites.
The operational GNSSs which today supply services around the world are
the American GPS, the European Galileo, the Russian GLONASS, and the
Chinese BeiDou, whereas the Indian NAVIC and the Japanese QZSS have
regional coverage.

The original motivations for satellite navigation were military applications,
however, GNSS positioning services have become a de facto standard for the
widest range of industrial and civilian applications.

2.1.1 GNSS Signals

Today’s GNSS all make use of the frequency band between 1 and 2 GHz,
which is termed L-band that offers reduced attenuation and impact of at-
mospheric effects [1]. In Fig. 2.1 an overview of spectrum allocation is
depicted. Since satellites need to share the transmission medium, GNSSs use
multiple access (MA) techniques. GLONASS is based on frequency-division

3
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Lower L band ~-— Upper L band —
GPS
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GLONASS
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GALILEO
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BEIDOU
bands

Figure 2.1: Frequency bands used by global satellite navigation systems.
From [1].

multiple access (FDMA) whereas the others make use direct-sequence code-
division multiple access (DS-CDMA), where each satellite has its code and
their signals overlap both in time and in frequency. In the GNSS field, the
codes are commonly called pseudo-random noise (PRN) binary sequences.
In order to reduce the MA interference, these codes are designed to present
cross-correlation orthogonality among different satellites. Codes’ bandwidth
is deliberately spread in the frequency domain, in order to make signals more
robust to natural interference and noise.

The modulation schemes adopted in GNSS are the binary phase-shift key-
ing (BPSK) and the binary offset carrier (BOC). In spite of their simplicity,
those modulation schemes are chosen due to their autocorrelation properties
that make it easy for receivers to synchronize and decode data.

2.1.2 GNSS Receivers

The structure of GNSS receivers can be separated into three main blocks:

RF Block has the purpose of listening to the medium and producing a
digital signal. It is composed of L-band antenna and RF front-end
including low-noise amplifier (LNA), the oscillator, down converter and
mixers, and the bandpass filters. Finally, there is the analog-to-digital
converter (ADC) and, optionally, an automatic gain control (AGC).

Signal-processing Block aims at de-spreading the received signals and
producing the so-called pseudoranges. Local replicas of reference sig-
nals for each satellite are generated and then by performing cross-
correlation functions each satellite’s signal is separated from the other
satellite signals. Once acquired, the Doppler shift and the code phase
of each signal are estimated by tracking loops which exploit feedback
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structures to refine the estimations over time. The output of this block
is thus the set of pseudoranges and the decoded data message.

Navigation Block processes the data messages and pseudoranges in order
to obtain the position, velocity and precise time (PVT). It performs
positioning algorithms that are based on the triangulation process, and
exploit all the available data/corrections to improve the final accuracy.

Nowadays, multifrequency and multi-constellation receivers (including GPS,
Galileo, GLONASS, BeiDou) are on the market and their accuracy keeps
growing. Moreover, regional augmentation systems provide additional cor-
rections to increase their performance.

2.2 Spoofing and Detection Schemes

Spoofing of GNSS is the transmission of fake signals with the intent that
the victim receiver will deem them as authentic signals. Increased concern
about GNSS spoofing is being caused by recent news reports about GNSS
attacks [3, 4, 5] and by the availability of inexpensive programmable signal
simulators that can be used to mount an attack with commercial off-the-shelf
(COTS) hardware [6]. Anti-spoofing research has evolved in the last years
to face these aspects, proposing spoofing detection techniques to monitor the
integrity of received signals. However, most of the general-purpose receivers
available on the market do not develop advanced anti-spoofing tools and
thus cannot be considered secure against the state-of-the-art attacks. On
the upside, advanced authentication schemes on both data and signals level
are paving the way for future GNSS systems |7, 8, 9| , nevertheless, the road
is still long, and current GNSS receivers are still carefully exposed making
GNSS-driven systems prone to unpredictable incidents.

In [6] cutting-edge attacks and defense schemes are reviewed. The use of
multiple antennas introduces new possibilities for both attack and defense
side. Consistency among received signals on different antennas and the es-
timation of the direction of arrival (DoA) [10, 11] can be used as defense
mechanisms. Multiantenna receivers can furthermore improve the positing
performance against jamming and other interferences by using signal pro-
cessing techniques [12].

2.2.1 Drone Swarms Security

The rise of UAV and drone swarms presents new challenges to ensure security
both for data communication with ground stations and for providing robust
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navigation algorithms which prevent malicious attacks. We will focus on
GNSS related issues with special attention on security for groups of drones
which is a new field of research, whereas [13| offers a literature review on
spoofing against a single UAV target.

Jamming is surely the rudest technique, however, can still be effective to-
ward commercial GNSS receivers [14]. Jamming is powerful to strike several
targets at the same time, however, since it can be easily detected, jamming
can be circumvented by drone swarms switching into INS navigation until
the attack is evaded. Multi-agent inertial navigation can indeed be reliable
for short periods without the need for GNSS support. To avoid attack detec-
tion, more sophisticated techniques are thus required, especially for swarms
of drones where UAVs can exchange data among them to collaborate and
verify the consistency of the received GNSS signals [15]. In order to spoof
several targets, the consistency must be maintained, and precise estimations
for the UAVS’ locations may be required to adopt beamforming techniques
and get individual channels. However, when the number of drones is large,
the obtaining of their precise locations may become tricky. Moreover, assur-
ing consistency of spoofed positions can turn stringent in cases where drones
have additional information on their positional relations by the use of other
geolocation methods. In [16] the spoofing of a group of drones is investigated
and calculation for attacker’s antennas placement are stated, under the as-
sumption that the locations of UAVs are fixed and known.

This thesis proposes a new approach not present in the literature. Spoof-
ing an entire region instead of a set of targets implies a change of perspec-
tive. First of all, it automatically solves the problem of keeping consistency
among spoofed signals, then it also makes less stringent the requirements
about knowledge of UAVs’ locations. As we will see, nothing comes for free,
and spatial spoofing would require more resources, despite this, the novel
approach could produce interesting advances at the intersection of drone
swarms and GNSS security.



Chapter 3

System Models

As mentioned in Chapter 1, the concept of the attack is to replicate a target
GNSS signal over a map by using a set of ground antennas to deceive the
drones’ receiver. The purpose of this chapter is to outline details about the
attack setting and simplifying assumptions, and create useful models allowing
a mathematical description of the scenario.

3.1 Geometric Model of the Scenario

The entities involved in the attack are the emulated orbiting satellites, the
malicious antennas array, the GNSS receivers embedded in drones and finally
the region where the swarm is supposed to fly over. A representation of the
system is depicted in Fig. 3.1, where the reader can get a visual representation
of the entities and their placement. The considered area of interest over which
the attacker aims to spoof the signal is assumed to be a 2D rectangular region.
The extension to 3D regions is feasible, however, since most of the swarm
flying formations place drones at the same height [17], the lower-dimensional
case seems to be more appealing. We fix an orthonormal coordinate system
with unit vectors &, y, 2 and an origin point O. For simplicity, we could set
O, to be placed at the sea level. We refer to this system as the reference
coordinate system.

Let M be the plane over which we aim to produce the target/fake signal:

M = {(x,y,z) € RB SRS [maaxb]ay € [yaayb]vz = h}a (31)

where h is the height of the region from the ground. Let N, be the number
of satellites involved. The i-th satellite is denoted as S; and its location is:

p® — (;E(‘” yg&,z;&) i=0,1,...,N, — 1. (3.2)

1 Y
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Figure 3.1: Scenario overview with N, = 3 satellites and N, = 16 antennas.

The distance between the generic point p = (x,y,h) € M and the i-th
satellite is:

P (x,y) = \/<a: - xﬁ-s))2 +(v- yfs)>2 + (- zfs))z. (3.3)

In the considered scenario all the N, antennas are placed at the sea level
over a square region whose size, in general, may be different from that of M.
A few words about the placement policy will be carried out later on. The
same reasoning about distances between points of M and the i-th antenna
can be done, obtaining the antennas-map ranges pgA)(x, y). Let ¢ denote the

speed of light in vacuum, thus the overall signal propagation delay between
the map and the antennas/satellites can be approximated with:

(3)(

Pi

A
. Y) A A
c k

) o (T,y)

T (T y) = (3.4)

T,y) =

Antennas and satellites are assumed to stand still, thus the time evolution
does not affect the geometrical models used in this work. However, the
quick movement of satellites underlines the need for refreshing over a long
observation period.
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3.1.1 Grid representation of the Map

Albeit the above model is consistent and flexible to describe region M, a
discrete representation of the system is needed to obtain a numerically treat-
able model. The region M is therefore represented as a finite set of points
P C M located on a grid layout with step-size 0 on both axis. In Fig. 3.2
a representation of the grid is shown. The grid is composed by P points on

[ 'L -------- 1
° ° ° ° ° o
° ° ° ° ° oi
° ° ° ° ° °.
0P ' M
) ) o ° ° o
° ° ° ° ° oi
° ° ° ° ° oi

Figure 3.2: Grid representation of the Map by using N, = 36 points.

the z-axis and P points on the y-axis for a total of N, = P? points. The grid
elements are described by index j = (¢ —1)P +p, where p € {1,2..., P} de-
notes the index on z-axis and ¢ € {1,2,..., P} denotes the index on y-axis.
The location of the j-th point is denoted as:

pl") = (x§7’>, i h) = ((p—1)3,(g— 1)8,h). (3.5)

The notation used for the ranges on the map, previously defined as a function
of z and y, can now be simplified by expressing the ranges for the j-th point

as:
S S P P A A P P
Tz‘(,j) - TZ-( ) (1‘5 ),y](. )) T,EJ) = 7',5 ) (:L‘g ),y](- )> . (3.(3)

More consideration about the grid and its parameters will be drawn in the
Chapter 5.

3.1.2 Antenna Array

The attacker is supposed to have under his control an antenna array, namely a
set of multiple connected antennas which work together as a single antenna.
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Albeit it is not ensured to be the best layout for the aimed task, the N,
antennas are placed at sea level following a 2D grid shape similar to the one
of the map. The k-th antenna is denoted as A; and its location as:

A A A
pyV = (fC;ﬁ )yl )70>' (3.7)

Since the power of the signal to spoof is extremely low, is it expected that
very-low power antennas are needed, leading to several feasible L-band array
implementations that use a significant number of small dipoles, such as large
microstrip antenna.

3.2 Signal Model

The model used to represent the transmitted baseband GNSS signal is the

following;:
+oo Q-1

sit)= > > dchr, (t— (k+Q)T.) (3.8)

l=—o00 k=0

where:

° c,(f) € {—1, 1} is the periodic spreading code or PRN sequence associated
with the i-th satellite. We denote with NN, its period;

. déi) € {—1,1} is the navigation data transmitted by the i-th satellite;

e () is the number of chip between the change of data, usually is a multiple
of the code length N.. The ratio ﬁ is the navigation data frequency;

e Ny, (t) is the real-valued pulse that represents the chip and has finite-
energy FEp;

e T, is the chip period.

However, since the navigation data are not considered because they don’t
affect the behavior of the signal we would like to replicate, we impose d?) =1,
Vi, (. The assumption translates into the following simplified model:

+oo
sit) = > chy, (t— kT, (3.9)
k=—o00

and the corresponding passband signal is:

8(-pb) (t) - R |:6127cht+i¢i,085bb) (t)] 7 (310)

)
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where f, is the carrier frequency of the GNSS system and ¢; o is the initial
phase offset for the carrier and i is the imaginary unit. Unless made explicit,
we will refer to baseband signals in the following.

3.2.1 Discrete Time Model

We consider that the satellites are synchronized and they share a common
time reference. Using the continuous-signal model defined in Section 3.2,
the satellites’ signal is obtained directly from the spreading code and then
transmitted by using the transmission filter hr,. The equivalent discrete-time
representation is obtained as follows. The PRN codes for all the satellites
are represented by the vector cy:

T
= c,goxc,gﬂ,...,c,gNs—U] e {—1, 1}, (3.11)

whose components are periodic in k with period N.. In this work the signals
are represented with a sample time larger than the chip time 7,.. Let s be
the chip oversampling factor. We define the sampling time according to the
following relationship:

T,
T, = — k€ N\ {0}, (3.12)
K
thus we obtain x samples per chip. Since ¢, has sample time T, and the
signal we aim to model, namely s,, has different sampling frequency we used
a multi-rate system approach [18] to address the problem. The signal ¢y is
firstly upsampled by a factor s:

kT, =UT, < kr = ¢,
2= . : (3.13)
0 otherwise,
and then it is filtered by the finite impulse response (FIR) filter hg,:
s =20 whp, ) i=0,1,...,N,—1, (3.14)

where x x y[n| is the convolution between signals x and y, computed at time
n. In Fig. 3.3 the process is summarized. Note that the filter hy, plays two
roles:

1. The role of interpolation filter to remove replicas in the frequency do-
main;
2. The role of transmission filter that shapes the spectrum according to

the designed modulation scheme.

In this work the chosen pulse shape is the raised cosine with the roll-off factor

3.
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3.3 Channel Models

In the aforementioned scenario there are two different channels, the former
between the antennas, and the grid and the latter between satellites and the
target map. For both channels it is assumed line-of-sight (LoS) propagation
and the absence of fast-fading and multi-path phenomena. The Doppler shift
is to be considered perfectly counterbalanced by the tracking process. The
considered effects of the channels on the transmitted signals are only two:

e Delays 79 and 7 that play a fundamental role for the positioning
estimation;

o Attenuation that follows the free-space path loss propagation principle.

As we will see, each point of the grid can be seen as a receive antenna
providing a multiple-input and multiple-output (MIMO) scheme.

3.3.1 Ground Channel

This section will focus on modeling the channel for the ground antenna array.
The previously mentioned channel’s effects between the k-th antenna and the
j-th point of the map-grid can be described by the following transfer function:

hig(t) = /A8 (£ = 717)). (3.15)

where A,(f;) is the free-space attenuation term:

2

A) ¢ A) (A) (P)
Al(c,j =\ . @ Pl(c,j = Hpk — P H (3.16)
47chpk,j

The sampling time of the entire discrete-time system is T,. The sample
transmitted at time ¢ from the k-th antenna is denoted as argk).

Using the above assumptions, we can represent the discrete-time channel by
a discrete-time complex filter with a single tap at delay 7']5:?). It is possible

Ck =7 Sy
T K hTac 7
TC TS TS

Figure 3.3: Discrete time processing of the satellites’ signals.
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Figure 3.4: Representation of the point-to-point baseband channel between
the k-th ground antenna and the j-th point of the grid.

to decompose the delay term as:

T,Ej;‘) = Wi Ts + Tk
(A) (3.17)
s '
Wy, = % c7t Tk = mod (T,Ej), Ts> € [0,T5)7

where wy, ; represents the delay (in number of symbol periods) of the received
signal , whereas 7 ; is the reminder that affects only the phase. If all the
terms w; ; were equal on the grid, we would neglect that decomposition by
considering the classic MIMO model, neglecting the group delay of w; ; sam-
ples, however, in our case most of them are not equal. We assume all the
antennas (and the satellites) to be perfectly synchronized, thus we only add

. . i (4) ..
the residual carrier phase term, namely e~ >™<™" arising from the baseband

down-conversion. The point-to-point baseband channel is then summarized
in Fig. 3.4, where the in-phase and quadrature components of yé] ) are con-
sidered, and where ngj ) is the additive white Gaussian noise (AWGN) term.
The aim of this section is to create a model that takes into consideration all
the points of the grid and manage all the ground antennas as a single trans-
mitter. The set containing all the antennas’ samples at time ¢ is represented

as the following vector:
T
Ty = |:.’L'é0), J]gl), N ,l’éNa_l)] S CNQXI, (318)

and using the same notation, the received signal in all the points of the map
as:

T
ye= o "0 e e, (3.19)
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We define the following quantities:
Pmin = min wy, ;
k7j

Pmax = max wy (3.20)
k.j

Lh = hmax - hmin + 1.

The idea is to extend the classical MIMO channel model [19] by considering
its temporal evolution, represented by L, filter taps. Hence the model for
the input-output relation is:

hmaz
Yo = Z ﬁhmg_h ﬁh € (CNPXNQ, (321)

where for each time h, the entries of matrix H,, are defined as:

(A) —i2mfer . o
O \ Aije ki if b= wyy, (3.22)

gk T .
0 otherwise.

Notice that the larger is k, the longer is the temporal-length of the filter.
Other factors that contribute to determine L. are: the size of the map, the
antenna disposition and the height of grid.

Note that the peculiarity of the described scenario is that, even by assum-
ing a flat fading channel represented by one single tap, we end up with a
memory effect on the map that must be taken into account. In fact, the
signal received at time /¢ is written as a function of several past samples
Ty_p, h = hmina . ,hmax.

Special case of memory less channel

When hmax = hmin = h the previously deﬁned_model becomes the well-known
MIMO channel model with a group delay of h samples:

y( = ﬂ-me_h_ (323)

As we will se later on, in this case there are some implications can simplify
the attacker task.

3.3.2 Space Channel

Using a similar formulation of the ground channel, it is possible to define the
model for the channel between the satellites and the drones (space channel).



3.3. CHANNEL MODELS 15

The first assumption is that the satellites are considered to be synchronized
and transmit their symbols at the same time. The point-to-point channel
between the i-th satellite and the j-th point of the grid has the same model
of (3.15) and it is denoted as:

gi;(t) = /A5 (t . TZ{?) . (3.24)
In the space channel the delay Ti(j) can be decomposed in several parts. The
understanding of all its contribution is crucial to properly model the target
signal in such a way the behavior of the GNSS signals is ensured whereas
other aspects that do not affect the attack analysis are ignored. The total
propagation delay between the i-th satelite to the j-th grid point can be
decomposed as:

S

715 = 4 QT+ fi o+ big T + i, (3.25)

,

where:

e ¢;; is the delay (in data symbols) to propagation. This quantity is not

important to express the target signal, because we neglect the data déi).
Therefore this delay can be considered as a group delay;

(S)

Tij +
P 7 2
q%] QTC € (3 6)

e f; ; describes the remaining delay as the circular shift of the PRN code
on its period, it is fundamental to estimate the pseudo-range;

(S)

T,
fij = TJ - q¢i;Q €{0,1,...,N.— 1} (3.27)

e b;; is the remaining delay (in number of samples). This quantity is
fundamental for the sample-level synchronization with the local replica,
to achieve cross-correlation with a temporal resolution of 7T5;

Ty
bi7j = o) — K (Qi,jQ + fi,j) € {0, 1, N 1} (328)

e & ; is the reminder, that we do not consider. This contribution can be
estimated by using the carrier phase estimation.

&= mod (T@ TS> € [0,7,) (3.29)

Z?] ’
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Once obtained the above quantities, we can follow the same approach used
for the ground channel to build the space channel model. First of all, in order
to determine the length of the filter, the following quantities are defined:

gmin = II;%H ('Lifi,j + bi»j)
Jmax = H%EJL,X (/ffi,j + bi,j) (3.30)
LQ = gmax - gmin + 1.

The space channel use as input the signal s, defined in Section 3.2.1, and
produce as output the signal 7, € C»*! with the following input-output
relation:

9max

Ty = Z éth_h éh S (CNPXNS, (331)

h=0min

where the the entries of the h-th tap of G), are obtained as for the ground
channel:

(S) 7127ch7'v($) . _
~(h) A e v it h=kfi;+ b,
Gi = 7 T (3.32)
0 otherwise.
We finally define as the target signal, or desired signal:
dy=ar, a€RY (3.33)

albeit 7, holds all the features to be the target GNSS signal, the attacker
may additionally decide to alter the power of the spoofed signal or to change
dynamically « to make the attack more effective.

3.4 Recelver Architecture

In this section we describe the simplified architecture of the hypothetic re-
ceivers under attack, underlying some observation regarding our aimed target
signal dy, the actual spoofed signal y, and the position estimation process.

In our model, the receiver is supposed to know all the propagation details,
making possible to down-convert the passband signal directly to baseband
without any residual frequency and considering the time frame of reference
to be synchronized between satellites and receivers. The sampling time of
the received signal is assumed to be T;. The receiver, placed in the j-th
point of the grid obtains the baseband signal, processes M samples of the
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received signal yéj ) and, for each of the constellation satellites, performs a

cross-correlation with a local replica égz) as a function of m, i.e.,

M-1
RGP =3yl (3:34)
=0

The acquisition process aims at finding the optimum value of m which max-
imizes the correlation, i.e.,

m;; = argmax R, (3.35)
me{0,...,kNe—1}
Note that using this approach, for a higher sampling rate the correlation is
more precise, since we increase the temporal resolution to track accurately
the delay. Usually M = kN, or a multiple of that quantity, but in general M
can take any value. After the acquisition process, the delay Ti(j) (neglecting
¢;,; contribution) is approximated as:

('%fi,j + b@j) TS + gi,j = mijs +€e €€ [0, Ts] (336)

We assume € to be uniformly distributed in the interval [0, 7], namely € ~
U(0,Ts). Hence the estimate average for the partial delay is:

T
B[ (fig+big) Ty + &5 ] = mi, Ty + 2. (3.37)
In order to compute the final pseudorange we require the value of ¢; ;. Usually,
receivers resolve this integer ambiguity and here g¢; ; is supposed to be known.
The estimation of the pseudorange between the i-th satellite and the receiver
is therefore:

R . T
The propagation of the error, due to the unknown €, on the pseudorange is:
. T,
Pij = Pij T € (6 - 7) - (3.39)

Hence the true distance p;; between the i-th satellite and the receiver is
bounded by:

) cT. . cl.,
Pig = 50 S Pii S i+ 5 (3.40)

from where we can note that, in our model, the accuracy of the pseudorange
estimation depends on the oversampling factor k. As already mentioned,
this estimation can be improved by looking at the phase gbz(-i) of the received
signal, however for now this is not taken into account.



3.4.1 Position Estimation Algorithm

Once the baseband signal processing component computes the measurements,
the next step is to use the pseudoranges to estimate the location of the re-
ceiver. Several positioning schemes are available in the literature: a) Code
Based Positioning, or standard positioning service (SPS), b) Code and Car-
rier Based Positioning, or precise positioning service (PPS), ¢) differential
GNSS positioning (DGNSS).

e The receiver does not introduces further time offsets. The spoofing
attack starts after the receiver is tracking the true GNSS signals, then
it is already synchronized with the satellite system time. This assump-
tion considerably simplifies our problem by removing the uncertainty of
the time synchronization. Moreover the minimum number of satellites
required to compute an estimate drops to 3 instead of 4.

e The carrier phase is not tracked. Albeit PPS positioning is extremely
accurate phase tracking is a difficult task, especially for a moving re-
ceiver such as those embedded in drones.

e The exact location of the satellites is known. Using the navigation
data, the GNSS systems provide the location of the satellites.

In order to implement the SPS, we use an iterative solution by linearizing the
problem with respect to successive approximations of the receiver location
and use the Least-Square method when more than 3 satellites are in view.
See Appendix A for the details.



Chapter 4

Spatial Spoofing Attack

In the previous Chapter 3 we established the scenario where the attack takes
place and we built some related models. In this chapter the attack and our
proposed solutions to make the spoofing effective will be described.

4.1 Attack Scheme

As already mention in Chapter 1, the attacker aims to replicate a counterfeit
2D map of a given location A at a height A in region M at location B. The
grid defined in Section 3.1.1 and the antenna array shall be placed in the site
B. The fake map to be spoofed in the grid and the setting needed before
proceeding with the actual attack are generated according to the following
procedure:

1. The attacker designs the grid with N, points where the drone swarm
is hovering or where it is supposed fly over. The ground channel is
computed following the model presented in Section 3.3.1;

2. The attacker designs an equivalent grid that represent the sky of site A
by using the same number of point N, of the other grid. The satellites
channel is carried out using model defined in Section 3.3.2.

Each point of the grid placed in A matches one point of the grid located in B.
For simplicity, in the description of the geometrical model the two grids are
the same and overlaps. Note that the two grids can have different heights,
inclinations and sizes thereby enabling the attacker to produce deformation
effect on the map that might be useful to manipulate the swarm formation
and deceive their GNSS receivers. Albeit we do not cover this aspect, it is
not mandatory for the points representing the maps to be placed following a

19
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grid scheme, allowing other possible disposition accurately designed by the
attacker. Once the channel for both the target map and the actual region
under attack are determined, we can summarize the models used to represent
the target signal d,, and the received signal y, as:

hma:c
Y = Z H,x, , for the ground channel,
h:hm,in
Goma (4.1)
d, =« Z Gpsy_, for the space channel.
\ hzgmin

The purpose of the spatial spoofing attack is thus, for a given signal d,, to
replicate it through using y, by transmitting an appropriate signal x,. Let e,
be the error between the desired sample vector d, and the obtained spoofed
sample vector y,, at the /-th sample, i.e.,

€y =Yy — dg. (42)

In the following we will focus on signal processing schemes to obtain efficiently
x, that replicates as closely as possible the target signal, minimizing the
required resource and the reconstruction error e, for given interval of time.
Writing the problem in mathematical terms, we aim to solve the following
optimization problem:

{z},,, = argminE [efeg] : (4.3)

@}

for a given time interval, by using N, ground antennas and all the models
presented so far.

4.2 Multidimensional Wiener Scheme

The first proposed solution for the above problem is based on the well-known
Wiener filter [20] extended to the multidimensional case. The main assump-
tion behind this approach is that in order to replicate d, on the grid, the
signal @, to be transmitted by the N, ground antennas should be written as
the linear combination of the satellites’ codes ¢, for a sufficiently large set
of samples.

The idea is hence to filter the up-sampled signal z; with the multidimen-
sional filter C' to obtain the antennas’ signals. In Figure 4.1 an overview of
the system is depicted. The filter C' has several implicit constraints needed
for the spoofing of the target signal:
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Figure 4.1: The multidimensional Wiener scheme.

e Interpolate the signal z, to remove the frequency repetitions arising
from upsampling;

e Perform the proper pulse shaping to make the output signal x, ready
for transmission;

e Operate as channel equalizer to compensate for effects introduced by
the ground channel H.

Let us consider G as the cascade of hp, and the satellite channel é, then,
using the notation of the satellite channel, we can write the desired signal
as:

gmaz
d=a ) Gz, G,eCWN z ezl (4.4)
P=gmin

where ¢, and g, determine the length of the filter G, i.e.,
G #0  for: Gmin <0< Gmas (4.5)

Let L. = ¢paz — Cmin + 1 be a design parameter for the filter. Therefore, by
filtering the signal z, with C, we obtain the signal

L—Cmin
z=a Y Ci,z, C,eCV. (4.6)
pzé—cmam

Then the received signal y, can be written as a function of transmitted a,
by using a slightly different version of (3.21), namely

Zihmin
y= >» H_mz, x,eC"" (4.7)

q=C—hmaz
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Using the above notation the received signal can hence be written as the
double filtering of z,:

efh'min q4—Cmin

Y = & Z Z .lfIg_qu_pr. (48)

qzé—hmaz P=4—Cmax

The aim of this section is to find the best coeflicients for the filter C"

(0 (0 A(0)
00,2] Co,% e C((),Ns—l
&y A é
CZ = .7 .7 17]\.[571 l = Cminy - - - s Cmazs (49>
~(0) ~(0) ~(0)
Na—1,0 CN,—1,1 CN,—1,Ny—1
namely,
C,p = argminE [efeg] , (4.10)

which corresponds to the problem stated in (4.3) under the assumption that
{x¢},,, can be written as a linear combination of the signal {z,}.

4.2.1 Computation of the Square Error

In order to express the MSE as a function the filter C' coefficients, the first
step is to calculate the square of the error signal e,. Using the its definition
(4.2) we obtain the squared signal

efle;=yly, —yld, — diy, +di d,. (4.11)

We now expand each term separately. For first term we get:

H _ § § : H ~H T H § § : 3
yf ye — « ZplC€1_le£_£1 « Hg_ngQ_mZm

1 p1 ly  p2

—a? Z Z zﬁ Z Z Cg_plﬁﬁglﬁz—zzcez—pz (4.12)

P11 P2 by L2

_ 2 H H “rH T
=a Z Z Zp Z Z Cffprq qu quCffmﬂn Zpas

1
P11 P2 q Q2

N
TV

B(f—m 75—1?2)
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note that in the last passage the indices of the summations have been changed,
q =V — V1 and go = ¢ — 5. On the second term we obtain:

yid;, = aZszCﬁpﬁ,ig aZGk—hzh
¢ p h
= a? zp: Zh: zfzé: CﬁpﬁﬁeGk—h (4.13)
=a? Z Z zf Z Cﬁp,qﬂmeh Zh,
p h q

D(k—p,k—h)

where ¢ = k — ¢ ({ = k — ¢). Similarly, for the third one:

dkHyk = |« Z Z}IL{GkH_h « Z Z ﬁk_ZCg_pr
h ¢ p
= QZZZ,Z}IL{Z GkH_hlfIk_gCg_p (4.14)
h p l
=a? Z Z 2 Z GkahIA{qC’k_p_q Zp.
h p q

g

E(k—h.k—p)

Notice by inspection that E(®? = D(@)H For the last term we get:

H H ~H
dyd,= | a E 2 G, o E G hyZn,
h1 h2

_ 2 H ~H
= E E :Zhl G Gr—hy Zhys
~———

h h
! 2 F(k—hl,k—hQ)

(4.15)

and therefore by summing all the terms, we obtain the following simplified
expression:

€, €L ( ) ( )
k _ H k—p1,k—p2 H k—p,k—h
= E g z, B Zp, — g E z, D Zh
p h

rr p2

(4.16)

k_gmin

NS Dk NN T Gl itk
p h

hi1 ha
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4.2.2 Properties of the Satellites’ Signal

In order to calculate the expectation of the previously computed squared
error, we need to consider some important properties of the signal z, that
simplify the calculation. We have that:

e as described in (3.13) z, = 0 for ¢ # kk, whereas on other samples they
are equal z, = ke, unless for a multiplicative factor

Elz] =Ele] = 0; (4.17)

e row elements that compose ¢, are orthogonal for two different satellites:

2

1 =q, . K =q,
E[szck’q]:{o ig E[Z&pzfﬁq]:{o prg 419

e there is no temporal correlation on the PRN codes:

Ns Kk = ko,
E[cgckz}:{ 1 2

0 ki #k
2 (4.19)
I [zfz@} _ JEINs b= Rk =0,
! 0 otherwise.

Notice that the above writings are not so rigorous, in fact the PRN
codes are periodic, thus the above properties are correct for [{y — ¢1| <
N..

Let us define the following scalar quantity with respect to the generic matrix

Q%) that depends on ¢; and /s

Ns—1 Ns—1

q (20, 200, 01, 02) = 201Q Dz, = > N gl 2f iz, (4.20)

i=0  j=0
Then if we calculate the expected value of that quantity, by using the previous

properties we obtain:

Ns—1 Ns—1

01,0 *
E ngwl,eQ)%} =Y Y R [Zehi%j} _

i=0 j=0

Ne—1 9
¢ 0 =0y,
— k2 § : qz(fhfz)(;gl_b _ K I“(Q) 1 2
P 0 by # 0.

(4.21)
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Figure 4.2: Example of map grid and the effect of periodic PRN on the
received signal.

Consider the following a double summation of the expectation terms, we get
the following:

a9 bg t2
S Y E [zf Q(p’h)zh] -y (QW)) . (4.22)
p=a1 h=b1 p=t1

In order to clarify (4.22), let us represent the left side summation terms as
the grid depicted in Fig. 4.2. The points represent all the possible terms for
a double summation whereas the filled ones are the terms which are inside
the summation boundaries a; < p < as and by < h < by. Among the terms
contained in the resulting rectangle, only the ones which lie in the dashed
line ( namely p = h ) are non-null. The remaining terms to be summed
(cross markers), can thus be represented as a single summation with index
t; < p < ty. Note that, in general, the intersection between the rectangle and
the dashed line might be empty. Therefore, by using (4.21) and the above
reasoning, we obtain the right side of (4.22).



26 CHAPTER 4. SPATIAL SPOOFING ATTACK

4.2.3 Mean Square Error

If we exploit the properties obtained in the previous Section rhe computation
of for the expectation of (4.16) become easier. The first step is to perform a
substitution of the summation indices moving the variable ¢ to the signal z:

ek ek Z Z Zk - B pg)zk Z Z z,f_pD(p’h)Zk—h
» h

pP1 P2

(4.23)

k—gmin

22 AD eyt 3 ) A N
p h hi1
If we calculate the expected value for the quantity el e, we get:

1
[ek ek} Z Z]E [zk plB(m p2)Zk ] + Z ZE [Z]ith(hl,h2)Zk_h2i|
P1 P2 hi  ha

XY (E[s#,D092] + B [+f1, D0, ]
=K Ztr (B(p’p ) + K Ztr (F(h’h)>
P h

— K Z <tr( ) + tr (DW)H)) :

(4.24)

Expanding the traces expressions we can exploit the linearity of the trace

o (m) =S Yo )
#(D90) = You(ep ar'c)
) Su(arne)

tr (F(h’h)> = tr (GhHGh> .

(4.25)
tr <D(p PH

The final expression for the MSE functional is written as a function of the
filter C.



4.2. MULTIDIMENSIONAL WIENER SCHEME 27

4.2.4 Minimization of the MSE Functional

We now compute the minimum of (4.24) with respect to C), € CNa*Ns,
Therefore the aim of this section is to seek stationary points of that real-
valued function of complex variable. The easiest way to solve this complex
differentiability problem is to formulate the problem in terms of real variables
[21]. Note that (4.24) is a sum of several terms, and we cannot ensure that
is a convex function, thus local minimum may not corresponds to global
minimum. The unknown filter’s coefficients C} are therefore separated to
split the problem on N,N L. complex variables into 2N, NsL. real ones by
defining:

C, = Ch,[ +1 Ch,Q Vh. (426)

The matrix calculus to obtain the derivative of J = E [ef e;,] as function of
C), are described in Appendix B. Collecting all the resulting terms we obtain:

oJ

56, = = 20°k? Z > H!,H,C, -2 ZHfh o, (4.27)
q

and therefore, in order to find the local minimum of J , we impose the previous

expression to be null:

0J
56 =0 = ZZ " WH,Cyy = Z 7 Gy = W, € CNo,

(4.28)
Albeit all the above summations goes from —oo to +o00, most of the term
are null since all the involved filters have FIR. Regarding the right side, the
set of indices p where terms of the summation are non-null is:

min < P < Gmas due to G )
peGh) cz:Imn=r=9 e T (4.29)
h+hmm Spé h+hmam due to prhv
whereas for the left side the corresponding sets are:
hmin S S hmaz due tO .PA.I 5
qeT(p)CZ: g p
P — Cmazx S q S P — Cnin due to Cp—q (430)

pEPM) CZ:h~+ hpin <p<h+ hmn.
Note that all these sets depend on the value of h.

4.2.5 Optimum Filter

Using the results of the previous Section 4.2.4, we found the expression to
minimize the MSE as function of C}. However since the filter C has L. taps,
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to find the optimum coefficients for our problem we should impose the above
for all its terms:

oJ oJ
C,;: :VeJ=0 <& == =0, 4.31
" “ accm'm 8CCmax ( )
corresponding to the following system of matrix equations:
Z Z ﬂ-ﬁcmznﬁqcp_q - WC'm,in?
P
A B
Copt : Z ZHp—hH‘JCP*q = Wy, (4_32)
P g
Z Z ﬁlfl_cmamﬂ—qcp_q - Wcmaw'
L P q

In order to find the solution C,,,, the problem is rearranged to express the
above equations as an explicit linear system AC* = W*. Let us define the
following block matrices:

Cmin Wcmin
C* = : e CleNaxNs W* = : e CleNaxNs (4.33)
Ccmaz Wcmaz
A171 ALZ RN ALLc
_ A.2,1 A?,z Az',Lc € CLeNexLeNe, (4.34)
AL671 AL(312 “ .. ALC’LC
where the blocks of A are defined as:
A=Y H!' H, € CNxNe, (4.35)
P

Then using the above matrices we can express the problem ad a classic linear
system whose solution is:

C =AW (4.36)

Thereby C* can be reshaped to obtain the elements of C,,;, solution for the
problem in (4.10).
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4.3 Sub-optimal LS Iterative Method

An alternative approach to obtain the signal x, is described in this section.
In this method we do not consider the space channel, but only the target
spoofing signal.

The idea is to find an initial solution for ¢ = ¢, and then track the evolution
of dj. First of all let us define an equivalent matrix formulation for the
ground channel in (3.21):

hmaz
= Y Hwx,=Hz
h=Rmin
where: H— _ |:1£Ihm,m7 o I;[hmaaci| e CNpXNaLh (437)
T
CEZ = [wzlhm”n “e 7w{*hmaz:| e CNaLhXII
Then the steps of this method are:
1. Find the initial solution of
dgo = Hil_,‘go + €, (438)
than minimizes the square of the error e, providing
_ _\ 1 _
& spart = (HHH> Hd,,, (4.39)

hence, a solution for the initial conditions &y, _p,,., - - - Loy—h,y.. 1S Ob-
tained. Note that for ¢ < ¢y there is a transitory effect and y, will differ
from the target d,.

2. For ¢ = ¢y + 1 we have

hmaz

d, — Z ﬂhig_h =ey+ ﬂhminwﬁ—hmmv (4.40)
h=Rmin+1

where the left side of the equation is know. Therefore we find for a
solution for the unknown vector x,_, . using the LS approach that
minimizes the square of the error ey :

min

hmaz

~ ~ -1 4 ~
iz_h’min = <HH Hhm'in) Hhm'in dﬂ - Z Hhig_h : (441)

Romin
h=Rmin+1
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3. Repeat the step 2 for £ = £y + 2,0y + 3, ... until the norm of the error
ey does not exceed a threshold 5 and then start again from step 1.

Step 3 is important because step 2 appears to accumulate error in some cases.
Note that this method does not ensure the minimization of MSE, however as
we will se in Chapter 5 it is a valid alternative of the method presented in
4.2, and in some cases, it has a lower complexity.



Chapter 5

Simulations and Results

In this chapter, we summarize the performance obtained for the spatial spoof-
ing attack by using the methods presented in Chapter 4 . The parameters
that mostly affect the results will be commented, and their impact on the
final positioning estimation will be outlined.

5.1 Reconstruction Performance

Both proposed solutions aim at minimizing the reconstruction error e,. Let
Pc(i] ) and P be the power of the signals d; and e, respectively, in the j-th
points of the grid. In order to evaluate the reconstruction performance we
define signal to error ratio (SER), associated to the j-th point, as

Py

SERV) =
Pe(])

(5.1)

Another useful metric is the overall SER ! in the grid, defined as

Py E[d{dy]
SER =t = & i) (5.2)

The analytic expression of E [dkH dk] is:

Pyi=E [dfdk] — a%k? gz tr (G,’th) , (5.3)

h=gmin

'Note that the overal SER is not the average value 5 > y SERY) but the ratio between
the two expected values E [dkHdk] and E [ekHek].

31
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(a) Emulation of the GNSS constella- (b) Representation of the scenario at
tion. Target Location A: North Pole. Location B: Anywhere in the world.

Figure 5.1: Emulation of the spatial spoofing scenario through the use our
simulator.

whereas E [efTe;] can be obtained as in Section 4.2.3. Note that when we
use the iterative method, it is not possible to get an analytic expression and
numerical estimations should be used. Moreover, another metric that can be
used to characterize the performance is the minimum among the SER on the
grid, namely:

SER™" =  min SERY. (5.4)

§€{0,...,Np—1}

For each of the defined metric, the subscript dB indicates that the quantity
is expressed in Decibel. Clearly the SER takes inspiration from the classic
signal to noise ratio (SNR) whereas instead considering signals corrupted by
noise we evaluate the reconstruction noise that affect the output y,.

5.1.1 Simulation Framework

In order to simulate the attack a MATLAB® simulator has been built. The
simulator follows the procedure presented in Section 4.1 to generate the en-
vironment required for the simulation. We chose to simulate the most basic
L1 C/A Signal of the GPS, hence all the GNSS parameters were set ac-
cordingly. The emulation of the GNSS is achieved by placing uniformly the
satellites on the medium earth orbit (MEO) at 20180 km from the earth
surface. More advanced descriptions of the constellation, which take into
account real GNSS orbits, are postponed to future versions of the simulator.
Among the 32 satellites of the constellation, only the nearest N, satellites
from the target location are considered to produce the target signal.

In Fig. 5.1 the emulated constellation and the map under attack are shown
for N, = 36, N, = 4 and map side 40 m long. The corresponding spoofed
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Figure 5.2: Qualitative comparison between the target dgj ) and the spoofed
signal yé] ),

signal, observed at j = 1 where SERY) = 2.1438dB, can be qualitatively
compared with the target signal in Fig. 5.2.

5.1.2 Number of Antennas and Satellites

The parameters which affect the reconstruction performance are numerous.
We start considering the impact of the parameter N,. Note that number of
antennas is a fundamental parameter from the attacker’s point of view, since
he must estimate the resources he needs. Another important parameter is
the number of satellites we would like to spoof. Albeit orthogonality among
satellites in ensured by PRN sequences, the bigger Ny, the more signals over-
lap in d; making the target signal more complex. To evaluate the results for
the SER metrics as a function the aforementioned parameters, we simulated
the combinations of the two parameters using the configuration described in
Tab. 5.1. Each combination have been averaged by randomly changing the
GNSS constellation for K = 100 times. In Fig. 5.3 the results are reported.
The first observation is that for a low number of antennas, the SERgp goes
to 0. This behavior comes from the criterion used to carry out the attack,
in fact, when the resources are insufficient to replicate dy on the map, the
best way to minimize the MSE over the grid is to reduce the amplitude of
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Parameters Value
Grid points N, 900
Map M size 40 x 40 m?
Grid step-size § 1.3793 m
Observation time At 1 ms
Oversampling factor x 3
Map height h 50 m

Table 5.1: Configuration A.

Impact of N, and N,

16 [-| N, Satellites

—4—1

—4—2
4
8
32

14 1

12

10 -

Average SER on the grid [dB]

| | | | | | | |
100 200 300 400 500 600 700 800
Number of antennas N,

Figure 5.3: Average SER as a function of N, for the configuration described
in Table 5.1.
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x;, until reaching the extreme case where e, = d; and thus SER4g = 0dB.
The second observation regards the behavior of the growth. We note that
in the first region the SER grows linearly with N, , while for values of N,
close to N, the increase is exponential. Another observation is that, for the
considered configuration, Ny has a small impact the on the spoofing perfor-
mance.

The last observation is about the SER values in absolute terms. Albeit their
values might seem very low and the spoofed signal looks different from the
target one (also for Fig. 5.2), note that the GNSS signals are quite robust
to noise and they are designed on purpose. Typically, received signals are
received well below the noise floor [12|. Note that since we are working on
baseband signals, the reader should not confuse SNR with carrier to noise
ratio (CNR) values that are commonly higher [22].

5.1.3 Memory Effect and Filter Length

The memory effect described in Section 3.3.1 is another key aspect we need
to focus on. In this section we evaluate how the length of the ground channel
filter, namely Lj, and the design parameter L. of the filter C,,; are related.
In Fig. 5.4 the results of a simulation are depicted, the simulated map is
fixed whereas the oversampling rate x is changed to increase L;. The high
variance of the results is due to the reduced number of points N, to maintain

Relation between L; and L.
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Figure 5.4: Relation between the memory effect on the map L, and the
length of the designed filter C,,,.



36 CHAPTER 5. SIMULATIONS AND RESULTS

the complexity low. As expected if L, grows, L. should be larger in order
to achieve the same SER. Notice that once reached the required length
for the filter, the SER saturates, making superfluous additional filter taps.
Albeit polyphase implementation [18] for filters is used the computational
complexity increases considerably with L., as can be seen in (4.37).

5.1.4 Grid Density and Map Properties

The results presented so far denote that to achieve good SER values, the
number of antennas N, should be close to N,. In this section the stepsize of
grid M will be discussed.

An appropriate value for the grid density, required to properly conduct the
attack, is still an open question. It is not easy to predict how GNSS receivers,
placed in the spoofed region may behave, because so many factors affect the
tracking procedure. Our guess is that, if the grid density is not dense enough,
the spoofing attack might overfit the target signal for the considered points,
performing bad on external grid points. In order to face this issue, the step-
size 0 should be decreased, however, notice that for a fixed map size IV, grows
as the square of 1/0, and requiring the condition N, ~ N, may result too
demanding.

However, we notice an interesting phenomenon. When the stepsize decreases,
the signals received in the grid points become more correlated and this trans-
lates in local correlation between entries of the channel filters. More corre-
lation among the filter coefficients reduces the rank of the matrices involved
and thus less antennas are required to achieve high SER. Let A be ratio
between the number of antennas and the number of grid points, namely

A= o (5.5)

To analyze A and its relation with the stepsize 9, some tests have been con-
ducted. In the first one, we fixed a map with side of 10 m and keeping fixed
the A ratio, we decreased the stepsize §. The results are shown in Fig. 5.5
where we can clearly see that after a certain threshold, the continuity of the
channel appears and the computed solutions perform better keeping fixed
the ratio A. Thus if we set the stepsize below the carrier wavelength \., the
condition N, ~ N, is not mandatory anymore and we can save resources by
using less antennas to achieve good results. Notice that working with § < A,
has an important consequence, since the number N, grows rapidly as the
size of the map increases and therefore the computational complexity may
become prohibitive.
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Figure 5.5: The occurrence of local correlation phenomenon as function of
the stepsize.

A notable effect occurs at the border with lower values of SER. The per-
formance over the map can vary a lot depending on the target locations we
would like to spoof. An example of the the different performance is shown in
Fig. 5.6 where using the same configurations for the region under attack on
location B, two realizations are obtained from two different emulated con-
stellations. In those examples there are N, = 64 antennas, N, = 3 satellites,
the stepsize is 6 = 0,02 m, and the map side is 2 m long. As we can observe
in the pictures, there are zones where we reach high SERY values and other
ones where the spoofing performance is poor.

5.1.5 Suboptimal Method Comparison

In most of the cases, the SER values obtained by using the suboptimal it-
erative LS solution appears to be similar to the ones performed by the op-
timum solution. Albeit this occurs for most of the cases, sometimes the
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iterative method quickly accumulates error over time, requiring the use of
the method’s third step (reinitialization step) too frequently to make the
solution sustainable. Investigations about the factors that imply error accu-
mulation are still going on.

As long as L. is large enough to reach the performance saturation region
seen in Section 5.1.3, the average SER is clearly better by using the opti-
mum solution compared with the iterative one. Note that in the special case
where the map is memoryless the two solutions are always equivalent, hence
in this case, the use of the LS method is of course preferred for complexity
purposes. In general, the suboptimal solution should preferably be adopted
in cases where the required L. would be too large, otherwise the Wiener
approach always overcomes.

5.2 Satellites Acquisition Process

So far, the spoofing performance has been evaluated by using the SER met-
ric, however, some questions arise to the point. Is the SER the right metric
in the perspective of the GNSS field? Do receivers base their decision on the
goodness of reconstructed signals? In general, not necessarily. As presented
in Section 3.4, GNSS receivers use cross-correlation techniques to pull out
the information they need to obtain pseudoranges. However, the relation-
ship between SER and the quality of correlation metrics remains unclear.

Albeit the MSE minimization of e, might not be the optimum formulation to
perform the spoofing attack, and consequently it may prove a waste of effort,
other criteria based on the preservation of correlation properties could lead
to dead ends due to the complexity involved. If we cannot use other criteria
to optimize the attack, at least we can evaluate correlation metrics to get an
assessment about the performance, comparing them to the SER metrics.

The signal acquisition process performed by GNSS receivers can be simplified
and reduced to the search for values m;; which maximize the problem pre-
sented in (3.35). We use this basic approach to model the SPS positioning,
allowing us to express the goodness of our spoofing in terms of inaccuracies
committed during the code phase estimation. Namely, if m;; # m;; then
the estimation on the j-th point for the i-th pseudorange will be affected by

an additional error of ¢ ’m;‘ ;= Mij T, meters. Let us define the normalized

local replica correlation (LRC) function for yéj ) as:

Ry = | == € [0,1]. (5.6)



40 CHAPTER 5. SIMULATIONS AND RESULTS

Note that LRC can be defined also for signals ééi), déj ) and uﬁj ). In Fig. 5.7
we examine those signals by comparing their LRC for one realization under
the configuration described in Tab. 5.2. Looking at one single point (e.g.
j = 500) and using M = kN, samples we compute the LRC for all the N,
spoofed satellites.

Considering 6&1), we can see that its LRC has a triangle shape in accordance
with the theoretical results for the BPSK modulation [1]. For the other sig-
nals, the LRC is smoother since interpolation /transmission filters reduce the
signals bandwidth. In this example, 4 out of 6 satellites are correctly tracked
(Sat2 and Sath are not correctly acquired) for yéj ) Using the same config-
uration , we report in Fig. 5.8 the number of correctly acquired satellites
over the map and the corresponding SERE{% values. Albeit high SER values
ensure the correct acquisition of all the satellites, this does not imply the
opposite. For example in the right-down corner, the SERY is below —6dB
and surprisingly all the satellites are properly tracked. The explanation is
clear by looking on the spoofed signal, in fact, all the properties of the signal
are preserved and the only error comes from a wrong replication of residual

carrier phase term, namely e~ 2™ CTIE?, which highly affects the SER metrics
but not the LRC function. In general, we note the lack of clear law that
relates the SER and the quality of the LRC function.

The last simulation we performed is similar to the one did for Fig. 5.6, we
investigated the number of correctly acquired satellites for several values of
. The configuration adopted in the simulation is reported in Tab. 5.2 (con-
figuration C). The results are reported in Fig. 5.9, where the empirical PDF
for the number of acquired satellites distribution on the map is depicted. We
note that as the stepsize decreases the distribution shift to the right side as
expected from the previous results.

In conclusion, the presented phenomena make the evaluation of results very
difficult, underling the necessity of more research on the subject to identify
the factors that mainly affect the pseudorange estimation. Once all phenom-
ena and parameters will be fully understood, it will be possible to improve
our spatial spoofing attack accordingly.
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Figure 5.8: Number of correctly tracked satellites over the map in comparison
with the SERE@ values.
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Parameters Value Parameters Value
Ground antennas N, 49 Ground antennas N, 9 — 400
Spoofed satellites N; 6 Spoofed satellites N; 6

Grid points NN, 4489 Grid points N, Variable
Map M size 2 x 2 m? Map M size 2 x 2 m?
Grid step-size o 0.03 m Grid step-size o Variable
Observation time At 1 ms Observation time At 1 ms
Oversampling factor s 13 Oversampling factor s )
Filter length L, 40 Filter length L. 40
Map height h 50 m Map height h 50 m

Table 5.2: Configuration B (left), configuration C (right).
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Chapter 6

Conclusion Remarks

The first part of this thesis was devoted to presenting the spatial spoofing.
The novelty of this approach lies in the act of spoofing an entire region in-
stead of pursuing multiple target-oriented attacks. In the swarm of drones,
this concept could be worthwhile especially when the number of UAVs is
large. Moreover, the spatial approach can inherently ensure consistency be-
tween spoofed locations, preventing its detention when drones can collaborate
by exploiting all available data to spot inconsistencies and detect attacks.
In the second part, the problem has been modeled and the optimum solution,
in terms of MSE, has been carried out by exploiting a multidimensional ex-
tension of the Wiener filter. A signal processing scheme to conduct the attack
from an antenna array was thus proposed. In order to reduce the compu-
tational complexity, an additional sub-optimal method, based on computing
the LS solution iteratively, has been derived.

In the third part, the spatial spoofing performance obtained through the pro-
posed methods has been analyzed. Two metrics have been considered, the
first one is the SER and the second one is based on emulating the acquisition
process performed in GNSS receivers. The results are very variable and the
parameters which affect the performance are numerous. Some considerations
about the grid used to represent the map have been drawn. A notable effect
occurs when the stepsize of the grid approach the carrier wavelength which
allows making use of fewer resources to operate the attack.

This work lays the bases for the so-called spatial spoofing approach, however,
we do not pretend to fulfill all the details to conduct the attack. So far many
assumptions have been used, leaving enough work for future developments:
3D regions extension, advanced channel modeling, and the use of realistic
tracking loops simulation are some of the aspects to better analyze the fea-
sibility and the potential of the spatial spoofing. Notice that hijacking or
capturing a group of drones is a much broader task than the mere spoofing

45
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itself [23]. To be effective, spoofing attacks should gradually be introduced to
prevent their detection and other problems to the drone navigation systems,
and once receivers are locked to attacker’s signals, complex post-capture con-
trol is required to prudently navigate the swarm.

In conclusion, the proposed spatial spoofing has the right credentials to be-
come an effective GNSS spoofing approach, especially for drone swarms ac-
cording to the aforementioned reasons. By its nature, the attack requires sev-
eral antennas placed on the ground, making the configuration of the attack a
bit laborious. However, this technique could be suitable as a defense mech-
anism, alternative to jammers, to protect strategic infrastructures against
malicious UAVs.



Appendix A

Iterative Least Squares SPS
Positioning Algorithm

The purpose of this well-known algorithm is to determine the receiver coor-
dinate p = (z,y,2) and the reference time ¢ by using a set of pseudorange
~ Y Ng—1 . . . . .
measurements {p;};°, of at least 4 satellites in view. Since in our work
we assume that the receives is already synchronized, ¢ is not estimated and
thus the minimum required number of satellites is 3. The i-th pseudorange

is approximated by the following quantity:

b =20+ (= ) + (o= o) (A1)

If we linearize the previous equation at the approximative solution p, =
(z0, Yo, 20):

R N Lo — &y —Yi 20 — %
Pi = Pio+ OA dr + yOA Y dy + 0
Pi0 Pi0 Pi0

dz, (A.2)

with dx = v —x¢, dy = y—1yo, dz = z— 2. We obtain a system of 3 equations
in 3 unknowns

To—Tq Yo —Ya 20—Za

pa - pCL,O ﬁa,O Pa,0 ﬁa,O dx
_ A A _ | o=, Yo—Yp Z0—%b —
Y= |P—000| = | o o oo dy| = Az, (A.3)
N — P To—Tc Yo—Yc 20 —Zc dZ
pC pC,O ﬁc,O ﬁc,O ﬁc,O

whose solution for dz, dy, dz, © = A~'y, can improve the position estima-
tion:
p1 = po + [dx, dy, dz]T. (A.4)

Then we repeat the same procedure with p;, until:
|Pit1 — pi| <7 (A.5)
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It has been proved that, even if the initial guess of position py is inaccurate,
this method converges in few iterations. For more than 3 satellites the system
is over-determined, due to errors on the measurements that makes the system
in (A.3) inconsistent. To solve this problem the Least-Squares method [1] can
be used:

&= (ATA>1ATy. (A.6)



Appendix B

Derivation of the MSE Terms

In this appendix we calculate the derivative of all the terms of(4.24) and
(4.25), namely tr (D(p’p)), tr (D(p’p)H), tr (F(p’p)H), and tr (B(p’p)H). In

Appendix C a fundamental proposition widely used in this section is stated.
Note the the derivatives are calculated with respect to both Cj, ; and C}, g.

o tr (Dmp)):

ow(Dvr)  _ow(Ci HIG,) ou(CIHLG,)

8Ch,1 N 7 80,1,1 N (‘30,1,1

(B.1)

~

ou((Ch, —icl,) HE,G,
= =HY” G
OCh,r PR

Note that this and the following partial derivatives with respect to C},
(real and imaginary components) we consider only ¢ < h < Cpaq-

6‘6]:’ <D(pyp)> 8tl" ((C]Z:I - IC€Q> ﬁthp)
Cro 9Cha (B2)

_ _ i fgH
- _althp'

Then by summing the two components:

dtr (DW)) o (Dmp)) Ot (D@vp))

= +1

—2H",G,. (B3
oC, OCh.1 ICh.q =G (B3)
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o tr <D(p’p)H> ;

dtr (D(p@H) dtr (Dw*)

0C), 1 0C), 1 Gy
(p.p)H (p,p)*
ot (D7) _ow (Do) AT G (B.5)
0Chq 0Ch g p=hp

Then by summing the two components:

dtr <D(p4’)H> dtr <D(W’)H> dtr (D(W)H)

o/ S To AP To A (B.6)

T * T *

o tr <F(W’)H ) has no dependence on the interested coefficients, thus:

dtr (me) dtr (me) dtr (F(m’)) ®7
S e e '




o1

o tr (B(p’p)H> get a bit tedious:

Otr (B(p’p)> Otr (Cf_qlﬁgﬁ@cp_@)
8Ch’l B a g2 8Ch’l
_ou (C{f HY hﬁp,hch) 3 dtr (c;{ qlﬁgﬁp,hch)
0C’h I a(:1h I
' a#p—h ’
dtr (Cfﬂﬁhﬂqch—qz)
iy 9Ch 1

q27#p—h

o1 (CIL, AT, )
" /afqﬁz:/ OCh.1
Q1 #p= p—h

dtr ((C;{I - iC,{Q) HY , H, , (Chs+ 1Ch,Q))

dC.1
dtr (Cﬁqlﬂ'gﬁpfh (Chr + iCh,Q))
+ 2 dCh

q#p—h
0Ch 1 '

>
@#p—h

(B.8)

Considering that for the generic matrix P:

(Cl?,l — iC,z:Q> P (ChJ + iChQ) = C}{IPChJ —l—iC,z:IPChQ

—iCy oPChr+ C,’i oPCho,
(B.9)
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then:
ou(BER) o
——t - (FLH, 0+ HYH ) Gy

+ EE: qulhfI;C§fq—% 2{: Iq;ihlqﬁcbfq
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Appendix C

Matrix Calculus Propositions

Proposition. Let P be a complex m x n matriz and X a real n X m matriz.
We have the following properties:

. O0tr (PX) o7 e

1. E)—X = P € (C

- Otr (XTPT) T e

1. 8—X =P cC

otr (XTPX X
11, (3X ):(P+PT)X€C )

Proof. :

i. Note that in this case we must have that P € C™*" otherwise the claim
is ill-posed, since the trace loses its meaning. Let A be the product
between the two matrices:

A=PX = Qij = DikTrj, (C.1)

n—1 n—1m—1
=0 =0 k=0
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Therefore by differentiating that quantity with respect to X we get:

dtr (PX)

Q: aX )

(C.3)

where the dimensions of Q are:

e n x m using the Jacobian formulation (Numerator layout)

e m x n using the Hessian formulation (Denominator layout)

Since in this case the numerator is scalar we pefer to use the denomi-
nator layout. By proceeding element-wise calculus we get:

qrt = M:ptr r=0,....m—1 t=0,...n—1,
axrt
=0 k=0
(C.4)
hence Q = PT.

The proof is obtained from the property that a square matrix and its
transpose have the same trace, tr (A) = tr (AT), and then using i.

In this case n is required to be equal to m, then P has to be a square
matrix m x m. Let A now be equal to the product X?PX. Their
elements are:

m—

Z Z LoiPekLkj - (C‘5>

=0 k=0

As did before we define:

0 (XTPX)
N 0X ’
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which elements are:

n—1 m—1m—1 m—1m—1

ot = Z Z 3 pzak;’f:ivm Z Z (9 pgcjf:ﬂl?kt

i=0 ¢=0 k=0
-1 -1
_ 0 prrwft] X mz O [porxare] n Z O [Drri i) Z 0 [perx
axrt axrt axrt azrt
/=0 k=0 T r#r
bF£r k#
m—1 m—1 m—1 m—1
= 2pry g + Z Perer + Z PriThe = Y Do+ Y Prie
#r k# =0 k=0
m—1
(Phr + Drh) The
h=0
(C.7)

thus by inspection the claim follows.
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