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Abstract

We present a law of large numbers and a central limit theorem for a sequence of
multivariate Hawkes processes observed over the interval [0,7] as T tends to infinity.
Moved by empirical observations, we focus on nearly unstable Hawkes processes, proving
that they asymptotically behave like integrated CIR processes. We apply these results
to financial statistics. We consider a Hawkes based price model that accurately captures
discrete asset price variations at microscopic level, and we obtain that it converges to
a Heston model at macroscopic scale. Then we move to rough volatility setting. We
look at the asymptotic behavior of Hawkes processes with a power-law tail and prove
they asymptotically resemble integrated fractional CIR processes. Finally, we apply the
previous results to describe the market impact of a significant volume of buy orders. We
get the shape of the market impact function under no-arbitrage conditions, linking the
parameter associated to the Hawkes kernel and the Hurst parameter of the rough volatility
model obtained in the limit. Most of the results are based on [BDHM13b], [JR15], [JR16],
[JR20] and they are revisited to achieve a unitary work.
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Introduction

In recent years, Hawkes processes have gained increasing importance, finding successful
applications in various fields due to their tractability. In this work we aim to explain some
of their properties and look at their natural applications in financial price modeling. Most
of the results are based on [BDHM13b], [JR15], [JR16], [JR20] and they are revisited to
achieve a unitary work. In particular, the thesis is organized as follows. The first part
is dedicated to presenting the basic definitions, some statistical properties of Hawkes
processes and some limit theorems in different settings, while the second part is focused
on their application to the market impact.

Chapter 1

In Chapter 1, we introduce the definition of Hawkes processes and some first limit
theorems, as presented in [BDHM13a] and [BDHM13b]. To introduce Hawkes processes
in an informal way, we can think about a counting process N; with values in N and jumps
of unit size. We denote by ); the intensity process such that, for all ¢ > 0,

P(N has a jump in [¢,t + dt) |F;-) = A dt,

where F;- is the o-algebra generated by (Ns)s<;. The intensity process characterizes the
law of the Hawkes process and it is defined by

No=p+ o(t — s)dN,, t >0,
(0.)

where © € RT and ¢ : RT — R* is a non-negative integrable functions. The application
of Hawkes processes in financial modeling is based on the fact that they allow to properly
describe some empirical phenomenons, such as the microstructure noise, and they can
reproduce the instantaneous movements of the price market at the tick-by-tick level being
associated to the positive and negative jumps of an asset price. But in this work we are also
interested in their features at large scales. In Chapter 1, we state two important results,
a law of large numbers and a functional central limit theorem, taken by [BDHM13b].
The main fact arising by these theorems is that these processes behave like a continuous
diffusion at large scales.

Our contribution: We begin the chapter with a brief discussion of the theoretical
construction of Hawkes processes as outlined in [Jac75], to facilitate the presentation of
the definitions and the results of [BDHM13b]. We then provide the proofs for the two
main theorems of the chapter, adapting them to the one-dimensional case, as this will be
the framework used in the sequel of the thesis.
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Chapter 2

In Chapter 2, moved by empirical considerations in financial applications, we want
to deal with the so called nearly unstable Hawkes processes, following the main results
of [JR15]. For any fixed 7' > 0, consider the Hawkes process (N )iejor), with Nj = 0,
characterized by the intensity

N =p+ o' (t —s)dNT, te[0,T],
(0t)
where ;1 > 0 and the kernel ¢7 is a non-negative measurable function on RT. We always
assume to work under the stability condition ||¢7]|; < 1, but in this case we ask that it is
almost violated. In particular, we assume that

o' (t) = are(t), >0,
where ¢ is a non negative measurable function such that ||¢||; = 1, while (ar)rs¢ is a
sequence of real numbers with ar € (0,1) and ap — 1 as T — +oo. Moreover, we assume
that the function ¢ satisfies another regularity condition, that will be relaxed in the fol-
lowing.

+oo
Assumption 1. m := / sp(s)ds < +00.
0

The goal is to study the limit of the sequence of Hawkes processes (NT)pso with these
properties as T" — +o0. To do so, the idea is to look at a properly renormalized intensity
process and show that its limiting process satisfies a Cox-Ingersoll-Ross (CIR) stochastic
differential equation of the form:

m/“ de+—/\/_dB (1)

Hence, the Hawkes process at appropriate scale with L' norm of the kernel close to one
looks like an integrated CIR process. This result is then applied to a Hawkes based price
model.

Hawkes processes are largely used in price modeling thanks to the possibility of de-
scribing properly the main features of high frequency market, reproducing the tick-by-tick
microscopic movements of the price, but still preserving a diffusive behaviour when look-
ing at macroscopic scale. This passage from a microscopic process to its macroscopic limit
is obtained applying the previous results. The idea is to consider a price process (P;)¢>o
defined as

P,=N;— N7, t>0,
where (N, N7) is a two dimensional Hawkes process. Intuitively, this process replicates
exactly the upward and downward variations of the price process at microstructure level.
In the same spirit as before, we show that the price process asymptotically behaves like
a Heston model.

Our contribution: We focus on the presentation of the heuristic derivation of equation
(1) starting from the Hawkes model. Indeed, we carry out all the computations to move
from the Hawkes intensity to the limiting process, adding some details and explanations
to better capture the original idea that led to these results. On the other hand, we provide
an outline of the rigorous proofs, referring to [JR15] for full details.
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Chapter 3

In Chapter 3, we present a generalization of the results of the previous chapter. Indeed,
in practice the intensity of the market order flow does not really behave as a CIR process.
To develop a more realistic model, we move to the rough volatility setting and generalize
the previous results in the case of a weaker assumption, following [JR16].

It has been empirically established that the log-volatility process of an asset essentially
behaves as a fractional Brownian motion with Hurst parameter of order 0.1. This implies
the need to develop some fractional models to reproduce the most important financial
stylized facts: for example, we work with the so called rough Heston model, which is a
natural generalization of the classical case. Similarly to the previous part, we start by
a microscopic Hawkes based model and then look at its limit. To achieve a fractional
setting, we work with nearly unstable heavy tailed Hawkes processes. This means that the
sequence of processes (N7T)pq is exactly as before, but now we relax Assumption 1.
Assumption 2. There exist constants o € (0,1) and K > 0 such that

+oo
lim az® o(s)ds = K.

T—+00 z

This assumption (intuitively denoted by the expression “heavy tails”) leads to a different
analysis than the previous case. Indeed under this hypothesis, the limit we provide is
no longer an integrated semimartingale, making the treatment more complicated. The
main result is that the limiting distribution of the nearly unstable heavy tailed Hawkes
processes is the integral of a fractional version of the CIR process. This dynamics will be
fundamental to find a rough version of the Heston model when we will introduce a price
process in the next chapter.

Our contribution: As in the previous chapter, we focus on presenting the heuristic
derivation of the results from [JR16], highlighting how fractional dynamics emerge in this
new context and outlining the fundamental reasoning behind the rigorous theorem.

Chapter 4

Chapter 4 of the thesis is dedicated to the application of the results of previous chapters
to the study of market impact. In this case, the main reference we used is [JR20].

When we consider movements of large amount of orders in the market, a particular
attention has to be devoted to the market impact, which is the connection between an
incoming order and the consequent price change: indeed, on average we can say that a
buy order causes an upward movement of the price, while a sell order a downward change.
Our first goal is to define a function which describes this market impact, and in general we
can work with metaorders. The concept of metaorder refers to a large amount of orders
which cannot be executed in a single transaction since the cumulated volume is much
larger than the liquidity available in the order book, but it has to be split into several
transactions.

In this context, it is possible to define a model for the order flow which depends on
the orders executed in the market and add our buy metaorder to study its impact. The
choice is still to consider a Hawkes based model, but in this case using two independent
Hawkes processes, say N7 for the buy orders and N*” for the sell orders of all the other



agents, so each order is assumed to have unit size, and add a non-homogeneous Poisson
process n’! for the metaorder. The price process can be defined as

t
Pr'=Py+ / 0t —s)d(N»T — N> 4Ty, ¢t >0, (2)
0

with &7 a proper kernel depending on the Hawkes kernel ¢?. Then the market impact
function M 17T of the metaorder is defined as

MI*(t) = E[PF — Py).

After some computations, the function MIT can be decomposed into the sum of two
addends, called permanent part (PM1I) and transient part (T'M1I), since in the limit
the transient part is vanishing. The theorems presented in this chapter show that, after
a suitable rescaling, it is possible to pass from the microscopic market impact to the
macroscopic limit to prove that the macroscopic transient market impact has a power law
of type

TMI(t) ~t'*, with a € (0,1).

Finally, the focus comes back to the price dynamics and we show that the macroscopic
dynamics is diffusive with rough volatility. Furthermore, in a particular range of the pa-
rameters, it is possible to differentiate the integrated variance in order to get the volatility
dynamics that gives, together with the price process, the requested rough Heston model
in the limit.

Our contribution: To work with the price process (2) introduced in [JR20], we begin
by presenting a construction from [Jail5] to underline the relationship between price
and transaction volume. We present the fundamental proofs of the results about market
impact, including additional details and computations to facilitate a clearer understanding
of the proofs and emphasizing the application of theorems from previous chapters.
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Chapter 1

Hawkes processes: definition and
asymptotic behaviour

The first chapter is dedicated to introducing some definitions and the main tools we
will need in the following, in particular Hawkes processes and some of their properties.
These counting processes were introduced by A. G. Hawkes in the early seventies, see for
example [Haw71a|, [Haw71b], [HO74]. In the last years, they have been largely used in
financial modeling thanks to the possibility of reproducing properly the main features of
the market, as we will explain in the following chapters. We will present the procedure to
build Hawkes-based models, which allow us to describe the movements of an asset price
from a microscopic point of view, and then move to the macroscopic scale passing to the
limit. To do so, following [BDHM13b], the first step is to present a law of large numbers
(LLN) and a functional central limit theorem (CLT) for Hawkes processes, the two main
results of this chapter. The most important consequence is that the sequence of properly
rescaled Hawkes processes behaves like a continuous diffusion at large scales.

1.1 Preliminary definitions

Let (€2, F) be a measurable space and (F;):>0 an increasing and right-continuous family
of o-algebras included in F. We want to state the definitions of predictable process and
predictable measure, which are independent of the presence of a probability measure in
this space.

Definition 1.1. Let (X;):>o be a real-valued process and let P be the o-algebra of € x
[0,00) generated by the applications (w,t) — Y;(w) which are F;-measurable in w and
left-continuous in ¢. Then we say that the process (X;);>o is predictable if it is measurable
with respect to P.

Consider (F, £) a measurable state space. We denote by 1 a random measure, which is a
map

n(w;dt,dz) : (Q, F) — (E,E).

Definition 1.2. A random measure 77 is called predictable if, for any measurable random
process X : (2 x [0,00) X E,P® E) — (R, B(R)), the process (nX); defined by

//st:v (w;ds, dx)



is P-measurable.

Now we can give the specific random measure that allows to define multivariate point
processes. We introduce a sequence (7,,, Z,,),>1 of random variables with values in (0, co) x
E such that T,, < T,41 and Z,, is Fp,-measurable, for all n > 1. We set Tj = 0 and
Too = lim,, oo T,.

Definition 1.3. We denote by p the integer-valued random measure defined by
p(w; dt, dr) = Z 147, (w) <00} (T (), Zn (w)) (dt, d). (1.1)
n>1
The passage to a counting process is just given by the definition
Nt = N((O7t] X E)7

which is an ordinary point process on (0,00) when E is only a point, and in this case
we will speak directly of N instead of the measure p. We now introduce the concept of
predictable projection of a measure.

Definition 1.4. Given a probability measure P on (2, F), we call predictable projection
the unique predictable random measure v such that, for all P ® £-measurable processes
X, we have

E {/ X(t,x),u(dt,dx)] =E {/ X(t,x)y(dt,dx)] :
E E

In particular, the predictable projection has the following properties:
1. (v((0,t] x B))s>o is predictable, for all B € &;

2. (u((0,t AT,] x B) —v((0,t AT,] X B))i>o is a local martingale, for all n € N and
Be&.

Given these general notions, our goal is to start by the definition of a particular random
measure v and find a probability measure which makes v the correct predictable projection
of the random measure p introduced in (1.1). Thanks to this procedure, it will be possible
to define properly the counting processes used in all the next results. Following the results
of [Jac75], we can state the next theorem.

Theorem 1.1. (Theorem 3.6 in [Jac75]) Let Py be a probability measure on (2, Fy) and
v a predictable random measure such that v({t} X E) <1 and v([T,00) X E) =0. Then
there exists a unique probability measure P on (0, Fs) whose restriction to Fy is Py, and
for which v s the predictable projection of .

We are now ready to introduce the specific elements to achieve the definition of Hawkes
process. Consider E = {1,...,d} and the counting process

N = pu((0,8] x {i}), Vt>0,Vie{l,... d}

where p is the random measure defined in (1.1), or, equivalently,

N} = Z L, <t3n{ 2, =i} (1.2)

n>1
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with N} = 0 by construction. Introduce the filtration (F;);>0, where F;, = o({N! : s <
t,1 < i < d}). Moreover, consider (A})i>o, - -, (A);>0 a set of progressively measurable
non-negative processes such that fo "Nds < 00, Vn > 1,Vi € {1,...,d}, and define

d
v(dt,dr) =Y N dt @ 6;(dx),

i=1

where 0 is the Dirac mass. Using Theorem 1.1, we can say that there exists at most one
probability measure P on (€2, F.,) such that v is the predictable projection of the random
measure g on (0,00) x {1,...,d}. Therefore in the following we will assume to work in
the probability space (2, F, P) endowed with the filtration (F;);>o.

Rephrased in term of point processes, we will refer to fot Al ds as the compensator of

the process N'. It follows that
' AT
Ninr, — / Ay ds
0

is a (F;)-martingale.

Thanks to this construction, the process N = (N1, ..., N%) is completely characterized
by the intensity process A = (A!,..., A\?) and we can use this fact to define the concept of
multivariate Hawkes process in the next section.

1.2 Multivariate Hawkes processes

Definition 1.5. Consider a sequence (7, Z,),>1 with the properties of the previous
section and a d-dimensional process N = (N1, ..., N%) associated to it, as in the definition
(1.2). Define the intensity process as

d
A= +/ Zw(t —8)dN?, Vvt>0,Vie€{l,...,d}, (1.3)
(08) j=1

where ¢ > 0 and ¢¥ : R, — R, are non-negative measurable functions. Then the
process NN is called multivariate Hawkes process.

In particular, the multivariate Hawkes process (/Vy);>o is characterized by the vector
p=(u', ..., u?) called baseline, and by the d x d-matrix valued function ¢ = (¢”)1<; j<a
called kernel. Looking at the interpretation of the population model (see Appendix A.2),
the constant p is related to the exogenous movements of the model, while the kernel ¢
to the endogenous movements: this will be explained better when we will use Hawkes
processes to build a market model for financial applications.

Remark. The integral in the definition of the intensity process (1.3) has to be thought as
the discrete sum over the jump times of the counting process before ¢t. For example, in
the case d = 1, it can be written as

where (7,),>1 are the jump times.

13



We always assume to work with Hawkes processes that satisfy a stability condition
reported in the following assumption. We denote by K the L'-norm of the matrix-valued
function ¢:

K = /O T ()t

Assumption 1. (Stability condition.) The kernel of the Hawkes process (IV;);>o satisfies
the following properties:

-/ ¢ (t)dt < oo Vi,je{l,...,d};
0

e the spectral radius p(K) of the matrix K satisfies p(K) < 1.

If T, = lim,,_, T}, we have that T, = co almost surely.

We need to introduce another notation that we will use in all the following results.
Let 9 be the non-negative measurable function with values in the set of d x d-matrices
defined by

v=> (9)", (1.4)
i>1

where the symbol % denotes the convolution product:

o =6, (6)(t) = / (@)t — 5)p(s)ds.

Now we can use the fact that Young inequality for convolution of positive functions
becomes an equality, i.e. if f, g are positive functions:

If*gllee = [ fllzellgllzr

So using this equality and Assumption 1, it follows that [;*(¢)*(s)ds = K x --- x K (i
times), and summing over i € N we find ||¢||z:. Since the sum is convergent, we get that
the function v is well defined as a function in L!.

Finally, we denote by M = (M,);>0 the d-dimensional martingale defined by

t
Mt = Nt — / )\Sds,
0
where A = (A!, ..., \%) is the the intensity process.

By this definition of Ny, it is clear that the Hawkes processes are just an extension
of Poisson processes, since it is possible to recover a homogeneous Poisson process if
¢ = 0 in (1.3), hence when the intensity process is a constant. The presence of the
kernel ¢ in the definition of the intensity of a Hawkes process produces an autoregressive
behaviour. Indeed, let us interpret the intensity process as the instantaneous probability
to have a jump of the counting process in an infinitesimal time interval. Then, the fact
that a jump occurs in one of the components of the process produces an increase of the

14



probability to have a jump also in the other components. This property is denoted by the
expression mutually exciting processes. On the other hand, this self-exciting behaviour
is compensated by the fact that the regression kernel ¢ is taken as a positive decreasing
function. In the sequel, we will use Hawkes processes to build some models in which both
the dependence on the past and the self-exciting property will play an important role.

1.3 Law of large numbers

Let N = (Ny)i>o be a multivariate Hawkes process. In this section we start to focus
on the behaviour of Hawkes processes when we send the time parameter to infinity. A
first theorem in this context is a law of large numbers for Hawkes processes, an useful
result that will be applied in the following chapters. We start by presenting two technical
formulas.

Lemma 1.2. Assume that N = (Ny)i>o satisfies Assumption 1. Then for all t > 0:
t
1. E(V;) =t + (/ Ut —s)s ds) JT%
0

2. N, —E(N,) = M, + /tw(t — $)M, ds.
0

Proof. Proof of (1). First, we prove that, for any finite stopping time 7, it holds

E(N,) = yE(r) + E (/0 é(r — u)N, du> | (15)

Denote by (7},)n>1 the sequence of the jump times of N and set S,, = 7 AT},. Then, since
N, — fot \sds is a martingale, we have

E(Ns,) = E</Sn>\()dt)—uE +E(/Sn/gbt—udet)
— LE(S +IE(//_U dth)

and integrating by parts we find

Sn

E(Ns,) = pE(S,) + E ( &(S, — )N, dt> .

0

Finally, using that 7,, — oo and that 7 is finite a.s., we have that S,, — 7 as n — oo and
Ng, — N, as n — 00, hence by monotone convergence we deduce (1.5).

Now we can derive (1): taking the deterministic stopping time 7 = ¢, it is sufficient
to apply Lemma A.1 of the appendix to the equation

B = tu+ [ o(t — S)E(N,) ds

15



to find .
E(Ny) =tu+ / Y(t — s)usds.
0

Notice that to apply Lemma A.1 we need the map ¢t — E(N;) to be locally bounded,
which is guaranteed by the lemma that we present after the end of this proof.

Sketch of proof of (2). Define the processes X; = N, — E(N;), then it easily follows
that

Xy =M, + /t¢(t — 8) X, ds,
and applying again Lemma A.1 we COHCth(l]e. O
Lemma 1.3. For any finite stopping time 7, it holds
E(N,) < (Id — K) ' uE(r)
componentwise.

Proof. Using the notation of the previous proof, we can write:

Sn
E(Ng,) =E(S,)u+E ( i &(Sn — t)Ny dt)

< E(Sn)p + KE(Ng,)
componentwise. By induction, we get, Vn > 1:
E(Ns,) < (Id+ K + -+ K" Y)E(S,)p + K"E(Ns,)

componentwise. Using that >~ _ K" = (Id — K)~' and taking the limit on the right
hand side, we find -
E(Ns,) < (Id— K)'E(r)p.

Finally, using the convergence also on the left hand side, we get the result. O]

We are now able to prove a law of large numbers for Hawkes processes.
Theorem 1.4. (Theorem 1 in [BDHM13b]) Assume that N = (N;);>o satisfies Assump-
tion 1. Then Ny € L*(P) for all t > 0 and it holds:

1
sup ||[=Np —t(Id — K) 'p

te(0,1]

'—>0, as'T' — oo,

almost surely and in L?.

Remark. Theorem 1.4 shows that Hawkes processes asymptotically behave as their ex-
pectation at large time scales. We want to present the result in two specific cases, to
underline the idea behind this theorem.

e Poisson processes. Assume that the process N is a Poisson process with constant

intensity . Then it holds:
1 wl't
E| =Npt | = — = ut.
( T Tt) H

16



o Hawkes processes in stationary regime. Assume d = 1. Under Assumption 1, we
can consider a stationary version of the Hawkes process N, which means that the
counting process has independent increments and the distribution of the intensity
does not depend on time. Taking the mean (denoted here by )\(T)) in the definition
of Ay, we can write

Tt
AD =+ XD p(s)ds
0

which gives
AT — H K

C1- Othﬁ(s)ds T—oo 1 —||oflpr

Hence, using the martingale property between N and its compensator,

1 1 [T ut
E(=Np)=E(= \ds | = tAD .
<T ) (T/ > 7o 1— 9]0

In both these cases it is clear that the term ¢(/d — K) 'y represents the limit of the
expectation of the rescaled process. In the proof of the theorem we will show why this is
true for general Hawkes processes.

Proof. We start by the proof of the L?-convergence, which is divided into two parts. We
propose the proof in the case d = 1, but the procedure is the same also for an arbitrary
d. In terms of notation, the only difference is that we will write (1 — [|¢|[z1)~" instead of
(Id— K)™!

Step 1. The goal is to prove the following deterministic convergence:

1 ut
—E(N- _
7o) 1— o)l 7o

(1.6)

uniformly in ¢t € [0, 1]. First, thanks to the stability condition introduced above, we have

1
oo = 2l =14+ 3 (el _1+/ o)

n>0 n>1

which implies, for any fixed ¢ € [0, 1],

pt >
el M <1 v/ W)dt) '

Hence, using the point (1) of Lemma 1.2, we get
m gy, = t<1+/ W (u d) 1(Tt+ (Tt )d)
—_— u) — = — s)sds
1ol T Tt 2 T H K
_ (/ vdu— % [ o ><t—u>du)
0

1 [Tt
,u(t . w(u)du+f i u (u)du)

Tt

17



For the first integral we can say that

/ Y(tu)du —— 0,
T T—o00

and the convergence holds umformly in t € [0, 1], since 1 is integrable. For the second
integral, define the function G(t fo s)ds and use integration by parts:

Tt Tt | [T
—/ up(u <Tt w(u)du) — = G(u)du
0 T Jo

It is possible to prove that also this term converges to 0 as ' — oo, uniformly in ¢t € [0, 1],
hence we get the convergence in (1.6).
Step 2. It remains to prove that

1
— sup |Npy — E(Ngy)] —— 0 in L*(P). (1.7)
T ieo, T—o0

We want to control this quantity using the martingale M; in order to conclude applying
Doob’s inequality. In particular, thanks to the point (2) of Lemma 1.2, for any fixed
t € [0,1]:
Tt
|NTt_E(NTt>| = ‘MTt‘f‘ @b(Tt—S)MSdS
0

Tt
< |Mze| + sup IMI (Tt — s)| ds
s€[0,Tt]
gsup]]\/[](l—i-/w —3) )
s€[0,T]
§O¢> sSup ’Ms‘
s€[0,7T

where the last inequality is given by the boundedness of the L' norm of ¢. Using Doob’s
inequality for the martingale M;:

E [(|NTt — E(Nry)|) } < C E[ sup |M,|*] < CT.

s€[0,T7]

Hence we deduce

1
E ﬁ(|NTt—E(NTt)|)2 -0 asT — oo.

We conclude the proof giving a remark on the use of Doob’s inequality for M,;. Indeed
the inequality gives:

E[ sup |M,|?] < 4E(M2).

s€[0,T

By Ito isometry, if M; was a continuous martingale, the term E(M2) would give the
brackets of the martingale, but in this case we are working with a martingale with jumps.
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Hence it is necessary to give an estimate using the quadratic variation:

E[ sup |M,[?] < 4E(Ny) = 4E (/OT s ds>

s€[0,T7]

T

=4uT + 4/ o(T — s)E(Ny) ds
r

= 4,LLT—|—4/ (T — s)sds < CT,
0

for C' a proper constant.
Step 3. To get the convergence almost surely, it is sufficient to prove that

1
— sup |Mrpi] —— 0 a.s.
T tE[O,l] | t’ T—o00

This is possible to achieve by showing that also the quadratic variation converges a.s. [

1.4 Functional central limit theorem

In this section, we present a functional central limit theorem. Before stating the the-
orem, we briefly recall the notion of Skorokhod topology, which is the standard topology
used for cadlag functions.

Denote with D(]0,1]) the space of cadlag functions, i.e. functions z : [0,1] — R
satisfying:

1. (Right-continuity) x*(t) = lims; x(s) exists and ™t (t) = z(¢), for all 0 < ¢ < 1;
2. (Euxistence of the left-limit) x~(t) = limgy x(s) exists, for all 0 < ¢ < 1.

Denote with A the class of maps A : [0, 1] — [0, 1] which are strictly increasing, continuous,
with A(0) = 0 and A(1) = 1. Then, given z,y € D([0,1]), we can define the Skorokhod

metric as

d(,9) = (A = Tdo V [l y 0 Ao}

This metric defines the Skorokhod topology. A sequence (z,),>1 of elements of D(]0,1])
converges to x € D([0,1]) in the Skorokhod topology if and only if there exists a se-
quence of functions (\,),>1 in A such that lim, . 2, (A, (t)) = x(¢) uniformly in ¢, and
lim,, 00 Ay () = ¢ uniformly in ¢.

Theorem 1.5. (Theorem 2 in [BDHM13b]) Assume that N = (N;)i>o satisfies Assump-
tion 1, then the following convergence in law with respect to the Skorokhod topology holds:

(%(NTt — IE(NTt)))tEM P ((Id— K)—12%Wt>

te[0,1]

where (W), 45 @ standard d-dimensional Brownian motion and ¥ is the diagonal
matriz with Yy = ((Id — K) ' p);.
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Remark. The main fact arising by this functional central limit theorem is that we pass
from a point process in the microscopic regime to a Brownian diffusion in the macroscopic
scale. This passage is fundamental for the applications that we will present in the following
chapters, since we want to work with Hawkes-based models which essentially behave as a
Brownian motion when we derive the the macroscopic limit.

Proof. (Sketch of the proof.) We propose the proof for the case d = 1. Consider W a

: : . . 1
1-dimensional Brownian motion, ¥ = % and o0 = X3.
L

Step 1. Prove that the sequence of martingales

1
MDD .= (—MTt)
ﬁ tel0,1]

converges in law for the Skorokhod topology to oW. This convergence is achieved applying
the Theorem A.5, which is a result for the convergence in law of a sequence of local
martingales, taken by [Jac75]. Thanks to this theorem, it is sufficient to notice that M)
VT > 0, has uniformly bounded jumps, and

1 1
(MDD, = Z T (Mg, — JWT})2 = fNTt-
s<t

So we need only that, for all ¢ € [0, 1],
(MO ], — to?  in probability
—00

which is a consequence of Theorem 1.4.
Step 2. Define X" = \/LT(NTt —E(Ngy)). By step 1, (1 — ||¢]|z1) "M ™) converges in

law to (1 — ||¢||L1)_IZ%W, hence to conclude the proof it is enough to prove that

sup [ X7~ (1 = 6l M7 — 0
te[0,1] T—o0

in probability. By Lemma 1.2, X(¥) can be written as
t
xM =™ 4 / Top(Tu) M") du.
0

Hence our final goal is

/Tl/}(Tu T)du—(/ W(s )
in probability.

The two main properties used to obtain this goal are the integrability of the function
and the C-tightness of the sequence (M ™))z (see Appendix A.3 for detailed definitions).
In particular, the tightness of the sequence (M™))s<q is a consequence of step 1, while
the fact that M) has jumps whose maximum amplitude converges to 0 as T — oo is a
consequence of the boundedness of the jumps of M. ]

— 0
T—o00

sup
te(0,1]
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We can introduce another assumption to achieve a formulation with the same terms
of the law of large numbers.

Assumption 2. Assume that the function ¢ satisfies
o 1
/ o(t)t2dt < oo componentwise.
0

Thanks to Assumption 2, one can prove that a convergence of type (1.6) holds, with a
factor v/T in front of the left hand side. Hence we can substitute the term E(Npy) by its
limit in the statement of the previous theorem, and find the following corollary.

Corollary 1.6. Under Assumptions 1 and 2, the following convergence in law with respect
to the Skorokhod topology holds:

1
VT =Ny — t(Id — K)p s ((Id - K)—lzéwt) .
T te(0,1]

T—o0 te[0,1]

Proof. Tt follows by the fact that, under the new assumption, it holds

VT (%E(Nﬂ) —t(Id — K)‘lu) ——0

uniformly in ¢ € [0, 1], and that

VT (lNﬂ - l1[43(1\@)) — ((Id - K)*lzéwt)

T T ref1) T t€(0,1]

in law, by the previous theorem. O

These theorems about the LLN and the CLT are the first two results focused on the
limit behaviour of Hawkes processes developed in [BDHM13b]. They will be the starting
point to develop further results in a more specific setting when we will present Hawkes-
based models in the following chapters.

1.5 Hawkes based price model

We conclude this chapter with the price model presented in [BDHM13a] and [BDHM13b]
to give a first idea of the importance of Hawkes processes in high-frequency financial mod-
eling. We want to use Hawkes processes to reproduce exactly the movements of an asset
price from a microscopic point of view accounting for the discreteness of price at fine
scales.

Define the following process

P,=NS—N;, t>0,

where (N, N7) is a 2-dimensional Hawkes process with intensity

()= () [ G 70 7) (082),
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with © > 0, and ¢ a non negative measurable function which satisfies the stability condi-
tion

/Ooo o(s)ds < 1.

With this construction, we can reproduce the tick-by-tick variations of the process from
a microscopic point of view and describe exactly the movements of the price. Indeed, we
assume that an asset price moves with jumps of unit size at tick-by-tick level, so N*
counts the number of upward movements, while N~ counts the number of downward
movements for the presence of the minus sign in front of it.

We can notice that the self-exciting property of Hawkes processes has an important role
in this model. Indeed, it allows to reproduce the negative correlation of price increments
at microstructure level, which is the fact that in the microscopic dynamics of an asset
price it is more likely that an upward jump is followed by a downward jump, and vice
versa. The autoregressive kernel of the intensity process gives exactly this behaviour.

Another useful property arises if we look at

Vi=NS+ N7, t>0.

V; can be seen as the microscopic volatility, since it measures the total fluctuation of prices.
In particular, using that both N, — f( Afds and N; — f(O,t) A; ds are martingales, we
have that the process

0,t)

t
W—/(Aj+A;)d5, t>0,
0

is still a martingale. Hence, we deduce that also the process (V}); is a Hawkes process

with intensity
No= A+

=2u+ | ¢t —s)d(NS +N,)
(0,t)

=24+ o(t — s)dVs.
(0,t)

Thanks to these considerations it is clear that Hawkes processes represent an important
tool to build financial models at microscopic level. On the other hand, we will show that
they allow to find a Brownian diffusion passing to macroscopic scales, which is another
important aspect. We will further discuss about this in the next chapter to better explain
these properties. See Figures B.1 and B.2 for a numerical simulation of the processes at
different time scales.
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Chapter 2

Limit theorems for Hawkes processes

In this chapter we introduce the so called nearly unstable Hawkes processes, which
are defined as in chapter 1, but adding the assumption that the L' norm of their kernel
converges to one. This particular regime leads to new limit theorems proved in [JR15].
The idea of dealing with this particular regime is moved by empirical estimations in
financial markets. Indeed, the parameter ||¢||;: in the Hawkes based model represents
the degree of endogeneity of the market and several studies show that its value is close to
one. But this means that the Hawkes processes that we consider are almost unstable. For
this reason, it is important to develop limit theorems that allow to describe the dynamics
of Hawkes processes also in this regime. The main result of [JR15] is that we can find a
CIR dynamics in the limit, which is the usual SDE used in finance to model the squared
stochastic volatility. Moreover, we will work with the price process introduced in chapter
1 to reproduce the upward and downward movements of the market, and we will state
that it converges to a Heston model at large scales.

2.1 Nearly unstable Hawkes processes

In this chapter we work with Hawkes processes in dimension d = 1. We are interested
in working with a sequence and describing its limiting behaviour, hence we add an index
T which will be the parameter to send to infinity when we want to focus on the asymptotic
dynamics. Notice that to work with a countable indexing we should write T, instead of
T, where (T},)n>0 is the discrete sequence of jump times, but we simplify the notation.

Consider a sequence of point processes (N} )tefo,r) defined, for each T' > 0, by NE =0
and by the intensity process

N o=p+ [ ¢"(t—s)aNT, Ve [0,T),
(0,)

where ;1 > 0 is a constant and ¢! : R, — R, a non-negative measurable function
satisfying the condition ||¢7||,1 < co. We assume to equip the probability space with a
filtration (F])iejor), where F' = o({N] : s < t}). From chapter 1, we know that this
construction completely characterizes the law of the Hawkes processes.

The goal of this part is presenting some convergence theorems for Hawkes processes
which have a kernel that almost violates the stability assumption. This means that we
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want the ||¢T || 11 to be really close to 1. To describe this regime, we introduce the following
assumption on our processes.

Assumption 3. The kernel function ¢ is equal to

o' (t) = aro(t), VteR,,

where (ar)rso is a sequence of real numbers with ar € (0,1),VT > 0, and such that
ar — 1 as T' — oo, while ¢ is a non-negative measurable function such that

o 9l =1;
o m = h d ;
m /0 sp(s)ds < oo

e ¢ is differentiable, ||¢/||11 < 00, [|¢||e < 0.

Thanks to this hypotheses, the L! norm of the kernel is equal to ar and it converges to
1 as T' — oo, making the stability condition almost violated. For this reason, we will refer
to this almost unstable situation with the expression nearly unstable Hawkes processes.

In this setting, we can distinguish two cases depending on the asymptotic regime as
T — oo: we can assume that T(1 — ar) — oo or that T'(1 — ar) converges to a finite
limit. On one hand, if we consider the case T'(1 — ar) — oo, it means that the stability
condition is still preserved since the L' norm of the kernel converges slowly to 1. In this
case we will provide a result which describes a limiting behaviour similar to the one of the
law of large numbers seen in Theorem 1.4 in chapter 1, i.e. a deterministic dynamics. On
the other hand, we can ask that T(1 — ar) converges to a finite limit, which means that
ar converges more rapidly to 1. Then the regime is close to instability and the result is
different than the previous case.

2.2 Deterministic convergence

Theorem 2.1. (Theorem 2.1 in [JR15]) Assume that T(1—ar) — co. Under Assumption
3, the sequence of Hawkes processes (NT)psq satisfies the following convergence:

1—

sup o |NJ, —E(NE)| —— 0 in L2

te0,1] T T—o00
Proof. First, by the convolution property || f * gl[zr = || f]|z1||g]|z: for positive functions,
we can write

7 = [ vt 0a =3 [Tt oa

0 =1 /0
E_ ol
=> (I6"l1)" = T o7
k>1 L

24



where the last sum converges thanks to the stability condition ||¢7]|;: < 1. Using Lemma
1.2, we have:

1— ||¢T||L1 T 1 - ||¢T||L1 T " T T
(Npy — E(NTt>> Mz, + V1 (Tt — s)M, ds
T T 0

1 — o7 1

AT
te(0,7)

1
< — sup |M}!].

Tte[O,T}| ! |

Now, the process M7 is a square integrable martingale, with quadratic variation [M7T, M|, =
NI so thanks to Doob’s inequality we find:

E (( sup MtT)2) <4 sup E((MI)?) <4 sup E(N])
te[0,7) te[0,7) te[0,7)

where for the last inequality we have used Lemma 1.3. Finally,

L1167l nr gt ) 4
E(é%%( r BN )OS m gy

which goes to zero since T'(1 — ar) — oo. This concludes the proof. O

2.3 Heuristic derivation of the asymptotic dynamics

In this section, we deal with the case in which T'(1 — ar) converges to a finite limit
as T' — oo and we present a heuristic derivation of the main theorem that we will state
below.

Using the same notation of chapter 1, recall that

t
MtT:NtT—/ Mds, vt e[0,T)]
0

is the martingale associated to N7, and ¥T is a non-negative function defined by
[o¢]
Z ¢T *k:
k=1

Note that ¢ is well defined since ||¢7 |1 < 1.

Introduce now a scaling of the intensity. Recall that we observe the processes in the
interval [0,7], but we rescale the time parameter to add the variable ¢t € [0, 1] for all
the processes, whereas for the magnitude in space we choose to multiply by the factor
(1 — ar). In particular, we define

Cl'=1—ap) AL, te€]0,1].
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We need to rewrite it in a convenient way to achieve its limiting behaviour, so we start
with a formula which gives a useful way to rewrite the intensity A\’ in terms of 1’ and
the martingale M7

Proposition 2.2. The intensity process can be written as

Af=u+/¢ t—s,uds—l—/w s)dMT, vt >0.

Proof. Starting by the definition of A\I', we have
MNo=p+ / T (t — s)dNT
—u+/ o (t — s)dMT + /d)Tt—s))\Tds

Now we can apply Lemma A.1, where the locally bounded function h that we use here is
the function

t
= u+/ o' (t — s)dM,
0

so we find

A,T:u+/0t¢T s)dMT + /th—s (u—l—/ ¢’ (s dMT)ds.

By Fubini theorem and thanks to the trick of writing ¥7 x ¢7 = 9T — ¢T, we get

/¢ (t—s) (/ &7 ( dMT) ds:/ot (/Ot_uwT(t—u—s)ng(s)ds) dM?”

= [ ot —wpantt

:/0th u)dM} — /¢ w)dM?.

Replacing this term in the intensity, we find the result. O]

Thanks to this proposition, the process CT depends on the function 17, so to get its
asymptotic behaviour a first issue is understanding the limit of the function z s T (Tx).
We provide an explanation introducing some random variables.

Define the following function:

T T
e

This is a density function, since its L!'-norm is equal to 1, and in particular it is the
density function of the random variable

1
= TZXj
j=1
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where (X;);>1 is a sequence of iid random variables with density ¢ and I is a geometric
random variable with parameter 1—ay independent of (X);>;. Indeed, for any continuous

and bounded function g, we have
1k

E|g %in =Y PU" = K)E
=31 —ar)(ar)"! /Ooog <%y) (0*"(y))dy

k>1
k>1

= M /(;oog(x> Z¢*k<T$)(CLT)kd.’L'

a
T E>1

o) S (aro(Ta)) s

e T—
T 2

®  PyT(rm)
= T)———=dx.
| o

Now we want to compute the characteristic function of the random variable X T and
provide its asymptotic behaviour. Denote by ¢ the characteristic function of the random
variable X; and with p? the characteristic function of X7. For z € R,

ﬁT(Z) = E[eiZXT] = Z P([T = k) E[ei% Z?lej]
k>1
k

=Y (1 —ar)(ar) " [ ] E[e'TY]

=Y (1 —ar)(an)"! (Qg(%))’c
k>1

_ (%) |
1— 2 (3(%) — 1)

To achieve the asymptotic behaviour, we can write the expansion of the term ng(%)

Indeed, using that gg is continuously differentiable and X has density ¢, we get

29
ou

(u=0) =E[iXy] =im,

(u) = E[iX ™™,
99
ou

and, using that ar — 1 and qg(%) — 1 as T — oo, we can write

~ 2 2

So at the end we can rewrite the function p? to make explicit the asymptotic behaviour:

. 1
PH(2) oo T
T T(l—ar)
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At this point, we can notice that the only possibility to get a non trivial law by this
characteristic function is to ask that the order of the observation time is T ~ (1 — ar) ™.
So we consider the asymptotic setting given in the next assumption.

Assumption 4. There exists A > 0 such that

T(1— ar) —s A
T—o0

Under this assumption, we get that p7(z) converges pointwise, as T" — 0o, to

1 A
[iem 3 M)

which is the characteristic function of an exponential random variable with parameter %
So by Lévy theorem, we can get the convergence of the random variables. We write this
result in the following proposition.

Proposition 2.3. Under Assumptions 3 and 4, the sequence of random variables (X1 )7
converges in law towards an exponential random variable with parameter %

Remark. Notice that the hypothesis that m is finite given in Assumption 3 is fundamental
to obtain this proposition, since it guarantees a non degenerate limit for the function 7.
In the next chapter we will work under a more general assumption on the kernel ¢, leading
to different results.

At this point we are able to provide the convergence behaviour of the function 7.
Introduce the quantity

T(l — (ZT)
A

ur =

which in particular converges to 1 as T — oo. We can write

o(ra) = ) I T =

So, passing to the limit and thanks to the convergence proved for the function p’, we get

1 _x
T -z

We can now provide the convergence of the process C*. Using Proposition 2.2 and the
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notation introduced so far, we have
CtT =(1- aT))‘gt

Tt Tt
=1—-apr)p+(1—ar)p (Tt — s)ds + (1 — ap) VI (Tt — s)dMT
0 0

t Tt
=1 —-ar)p+ ,uuT/ M1 (Ts)ds + uT/ %@DT(Tt —s)dMT
0 0

¢

=1 —ar)u+ u/ ur T (T's)ds + uT/ %wT(T(t —u))dMZ,
0 0

dM?F,

= (1 —ap)p+ ,u/o ur T (T's)ds +/0 \/X@/JT(T(t — s))% f%‘fT

= (1 enep [ e oy [ VAVETVTG - )

t t
= (1 —agp)p+ u/ ur YT (T's)ds +/ VA CTYT(T(t — 5))dBT
0 0
where we have introduced the process

BT _ \/ur Tt dMsT
VT Jo AT

We use the following limits to deduce heuristically the convergence behaviour:

A
o Y (Tz) —» e w® as T — oo,
e BT — Binlaw, as T — oo, where B is a standard Brownian motion,
e ur —1lasT — oo.

Hence we deduce the dynamics of the limit C™ of the sequence (CT)psg, as T — oo:
)\ t
C° = (1 — e mt) + £/ e m=9), /C=dB,, (2.1)
m Jo
Now we use the Ito’s formula for semimartingales
t t
XY, = XY, +/ X, dY, +/ Yid X + (X, Y),,
0 0

where in our case X is a semimartingale and Y is a finite variation process, so the last
term of the formula is zero. So we get

t t t S
O = M%/o e mds + \/% (/0 \/C=dB, —/0 (/O \/CSOdBu> %e—%@—s)ds) .
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Consider the last integral, using Fubini theorem and the change of variable s =t +u —r,

we find . ) e
R g
0 0 0 Ju
t ot N
= / / VCOxe ™" drdB,
0 u
t r N
:// \/C'{foe_ﬁ(r_“)dBudr
0o Jo

and finally, inverting the relation (2.1) to make explicit the integral, we find

b A “m A
Cxem "™ dB, dr = / —(CX — p+ pe”m")dr.
I Vi

So at the end we have

C’°°—,u—/ e msds+—/ \/C>®dB; _E/ (C° — p+ e~ m)dr, t €10,1],

and simplifying,

t
oo — / (4 — C) ds+— / JC=dB,, tel0,1), (2.2)
0

which is the CIR equation.

In this way we have obtained the macroscopic dynamics of the rescaled intensity
process through heuristic arguments. In the sequel, we will present the theorem which
gives this result in a rigorous way.

2.4 CIR dynamics

We introduce a new hypothesis on the boundedness of the density function p’ and
then we state the theorem.

Assumption 5. There exists a constant K, > 0 such that, for all z > 0 and 7" > 0,
‘PT($)| < K,.

Theorem 2.4. (Theorem 2.2 in [JR15]) Under Assumptions 3, 4 and 5, the sequence
of renormalized Hawkes intensities (CT)rso converges in law, for the Skorokhod topology,
towards the law of the unique strong solution of the following Cox-Ingersoll-Ross stochastic
differential equation:

t
Xt:/(u—X ds+—/\/ JB,, te[0,1].
0

Moreover, the sequence of renormalized Hawkes process
1

V= TNth

converges in law, for the Skorokhod topology, towards the process

/de e [0,1].
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Proof. The goal of the proof is to prove that the processes (C7)r~g, for t € [0, 1], intro-
duced above converge towards a CIR process. To do so, the idea is to rewrite the SDE
satisfied by the process C7 and then find the limit of the sequence of SDEs, in order to
conclude that the laws of the solutions of the sequence of SDEs converge to the law of
the solution of the limiting SDE.

Step 1. First, we want to rewrite the equation satisfied by the process C/ in a conve-
nient way, using the limiting behaviour we have developed in the heuristic construction.
Consider the formula of previous section:

o (1—aT)u+u/ ur AP’ Tsds—k/\/_\/ﬁzﬁ s))dBY

where

T A/ ur Tt dM ST
B, = :
VAS
We have already obtained the following limits:

° UTT—)]_,
—00

T 1, -2
o« T(Te) — Lemu,

_Ag
o p'(x) P pla) = e m?,

so we can add and subtract these terms in the expression of C{, in order to prove the
convergence in the following steps. In practice, we have

/Ot ur " (T's)ds = /Ot MA@/}T(TS)CZS = /Ot Lo aTTaT@/)T(Ts)ds

ar

¢ TCLT T t T
ks = [ ansT
which converges to
t ie’ﬁsds —1— ¢ mt.
O m

So the expression of C{ becomes

A \/X t A
CtT = RtT -+ M(l — eiﬁt) + H/ 67E(t7$)\/ CSTdBZ,
0

where .
A TCLT

B == oy p (1= 3 = [ ur gas)
+ ﬁ/ot (wT(T(t —5)) — %e‘m (t=s ) \/CTdBT.

Using integration by parts and a change of variable in a similar way of what we did for
the heuristic argument, we finally derive the expression

t
:UtT+%/ (n—Ch ds+—/ V/CTdB! (2.3)
0
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with
)\ t
UT — BT 4 —/ RTds.
m Jo

Moved by the fact that we want to find (2.2) developed in the heuristic argument as
limiting dynamics, the goal is to prove that R converges to zero, so that also Ul goes to
zero, in order to get exactly (2.2) when we take the limit as 7" — oo in (2.3).

Step 2. Starting by the expression of RI, recall that ap — 1 as T — oo and the term

t TCLT

T(Ts)d
) TV (Felds

converges to 1 — e~mt. So it remains to look only at the following term

vl = /Ot (mwT(T(t —5)) — e’%(t"s)> %d]\/[tT

It is sufficient to prove that (Y,1)ps, for ¢ € [0, 1], converges to zero in law with respect
to Skorokhod topology. The standard method to achieve this result is to prove the finite
dimensional convergence and tightness of the sequence (Y,7)rsq, for t € [0,1]. We refer
to the proof presented in [JR15] for details.

Step 3. We prove the convergence in law of the sequence (B} )eelo,1], With

BT o \/ur /Tt dMsT
t ﬁ 0 \/E7
to a standard Brownian motion (B).cjo,1), with respect to the Skorokhod topology. First,

by definition (BT)7¢ is a sequence of martingales with uniformly bounded jumps, since
we have

M=p+ [ ¢"t=s)dNI =p+ > ¢"(t—T)>p

) i<N{I

Therefore,

1 Tt 1 1 Tt
T < —— <N}; - / AT ds)

and, for any ¢ € [0, 1],

1 1
——(NL - NL Yy < ——.
\/T_,u( Tt Tt ) = Tu
Hence we deduce .

which gives the uniformly bounded jumps. Now it is sufficient to look at the quadratic
variation of (B} );ep,1) and to prove the convergence to the quadratic variation of a Brow-
nian motion. Indeed,

(BT BT, =L [ aNT =" (7t 4 R
ST ), AT T o AT



and it holds
E

Tt 1 T 2 T 1 1
——dM, <E < —
(U men) | =2 w7

which goes to 0 as T' — oo. Therefore we deduce the convergence for the quadratic
variation

[BT, BT], ——t in probability,

T—00
where the limit is the quadratic variation of a standard Brownian motion. Therefore,
applying Theorem A.5 we get that (B]):c(o,1] converges in law for the Skorokhod topology
towards a standard Brownian motion, as T — oo.
Step 4. We put together the previous steps to to provide a limit for the sequence of

SDEs .
A
C’tT:UtT—l——/(,u—CT d5+—/ \V/OTdBT,
m Jo
with
\/ur Tt dMST

Bl = .
' VT Jo /AT

We have that
(Ug>B?)te[0,1] P (0, Bt)tejo

in law for the Skorokhod topology. This implies that the limiting SDE is the following;:

th/ot(u—x ds+—/\/_dB (2.4)

which describes the CIR dynamics. Finally, recall that this equation admits a unique
strong solution on [0, 1]. All these arguments allow us to conclude that the sequence of
solutions of (2.3) converges in law to the solution of (2.4).

Step 5. We prove the second part of Theorem 2.4. Introduce the following notation

1—CLT

‘/tT = T N’Z,I—:t
Using that
t t 1—ap [T
/ CTds :/ (1 —ar)\pds = / Mdu,
0 0 T 0
we get
t
VI = / CTdu+ MF

0

with

o _ 1—ar T oy
Mt - T NTt - )\udu .
0

Thanks to Doob’s inequality,

- - 1—ar\’ 4p(1 —
Bl sup M17)) < BT < 4 (1) v < U2
t€[0,1] T T

which goes to 0, as T" — oo. Using the first part of the theorem and these arguments, we
conclude the result of convergence of the integrals. ]

33



2.5 Hawkes based price model

In this section, we come back to the price model introduced in chapter 1 and we use the

arguments developed in this chapter to deduce a theorem in the same spirit of Theorem
2.4.
Let (PF)i>0 be the price process

1
PtT = f(NirthJr - Nirfpt_)v t>0, (2-5)

where (NTT NT7) is a two dimensional Hawkes process with intensity

Y= (1)« [ () ey (e
A=) 7)o ek ) oft—s)) \ant-)
with ¢T and @2 two non negative measurable functions which satisfy the stability condition
+o00 +oo
o7 (s)ds + oF (s)ds < 1.
0 0

Given this model, our goal is to move to large scales and find its limiting behavior when
the stability condition is almost violated to get a result in the same regime of Theorem
2.4. We look at the following rescaling.

Assumption 6. For i = 1,2 and t > 0, define

¢; (t) = apg;(t)

where (ar)r>o is a sequence of numbers in (0,1), for all 7 > 0, such that ap — 1 as
T — oo, and ¢1, @2 are non negative measurable functions such that

@)+ entends =1,
/OOO s(P1(s) + ¢a(s))ds =: m < oo.

Moreover, ¢; and ¢, are differentiable with [|¢]||oc < 00, ||@)]/cc < 0.

Remark. In this case, Assumption 6 has a financial interpretation, which is exactly the
reason why limit theorems for nearly unstable Hawkes processes were studied. Indeed,
the fact that the L' norm of the Hawkes kernels converges to one reproduces the high
degree of endogeneity of the market, which means that large amounts of orders are just
sent by other orders. This is completely consistent with the empirical data, as shown in
[FS12], [FS15], [HBB13].

We can now state the theorem which describes the macroscopic dynamics.

Theorem 2.5. (Theorem 3.1 in [JR15]) Assume T(1 —ar) — X as T — oo and let
¢ = ¢1 — ¢o. Under Assumption 6, the sequence of Hawkes based price models (P!)pso,
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fort € [0,1], converges in law, for the Skorokhod topology, towards a Heston type process
P on [0,1] defined by

2 Ao
dC, = (7“ ~C)Zdt+ —\/CdB}, Cy=0
1

=——\/CdB? Py=0
L=l ¥ 7 70

dP,

with (B', B*) a 2-dimensional Brownian motion.

Remark. The proof of Theorem 2.5 is based on working with the process

t T

This process can be expressed in terms of some self-normalized martingales that converge
to Brownian motions, in the same way as in the proof of Theorem 2.4. The idea is to
apply Theorem 2.4 to get the CIR dynamics for the squared volatility, together with the
fact that the price process (2.5) converges to the stochastic integral of the volatility. This
gives exactly the Heston dynamics of the statement (see [Hes93| for details on the Heston
model). We refer to [JR15] for the detailed proof.
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Chapter 3

Rough dynamics

In this chapter we discuss the main theorems of [JR16], where the authors present a
generalization of the results achieved in [JR15]. Indeed, as explained in this paper, the
assumption to work with a kernel ¢ which has not only the L' norm convergent to one, but
also a heavy tailed property seems to be more in agreement with financial data. So it is
necessary to develop new results for the limiting behaviour of a sequence of the so called
nearly unstable heavy tailed Hawkes processes. In this new framework, the dynamics
achieved is different from the one discussed in chapter 2, since it is less regular and no
more based on semi-martingales, but driven by fractional Brownian motion. The limiting
distribution is a fractional version of the CIR dynamics. This result gives the possibility
of working with rough volatility models in financial applications.

3.1 Nearly unstable heavy tailed Hawkes processes

In this section we introduce a new assumption to our processes to generalize the case
presented in chapter 2. Indeed, we define a sequence of processes in the same way but
then we introduce a more general assumption on their kernel.

Consider a sequence of Hawkes processes (N;)iejo.) defined, for each T > 0, by Ng = 0
and by the intensity process

N =i+ [ ¢"(t—s)aNT, veelo,T)
(0,t)

where (u!)7rso is a sequence of positive real numbers, and ¢ : R, — R, is a non-
negative measurable function satisfying the condition [|¢7 |1 < co. We assume to equip
the probability space with a filtration (F/)ieo.r], where F' = o({N] : s < t}).

Assumption 7. The kernel function ¢7 is equal to

o' (t) = ar¢(t), Vt>0,

where (ar)r=o is a sequence of real numbers with ar € (0,1),¥T > 0, and such that
ar — 1 as T — oo, while ¢ is a non-negative measurable function such that ||¢||;1 = 1.
Moreover,

T—00

lim ocxo‘/ o(s)ds = K
where a € (0,1) and K > 0.
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Remark. In Assumption 7 we impose to work with a function ¢ which satisfies

K
¢(I) ~r—oo m7

which means that it has a power law tail. Notice that the condition of chapter 2

/OO sp(s)ds < oo
0

is no longer satisfied, so we need to develop new arguments to get similar results on
the limiting behaviour of the sequence of Hawkes processes. On the other hand, we still
assume that the L' norm of the kernel ¢’ converges to one, so we consider again the
almost unstable case. For these reasons, under Assumption 7, we use the expression
nearly unstable heavy tailed Hawkes processes.

Under Assumption 7 we will find a different scaling behaviour respect to the CIR
dynamics obtained in the previous chapter. In particular, this regime allows for the
description of a model that better reflects financial data and it will lead to the rough
volatility framework.

Recall the usual notation: we denote by M T the martingale associated to NV T
t
M= N} — / Mds, ¥te[0,T],
0

and by ¥T the non-negative function

[e.e]

Z¢T *k:

k=1

Notice that ¢ is well defined since ||¢7]|;1 < 1.

3.2 Heuristic derivation of the asymptotic dynamics

In this section we want to achieve the asymptotic dynamics of the sequence of nearly
unstable heavy tailed Hawkes processes through heuristic arguments, following the same
approach used in section 2.3.

First, recall that thanks to Proposition 2.2 we have the following expression for the
intensity process:

Tt Tt
My =p"+ [ " (Tt—s)p"ds+ [ " (Tt—s)dM!, Yt=>0.
0 0

Similarly to chapter 2, we can consider the rescaling of the intensity process
1-— ar
M—T)\Tt, t €[0,1],

and doing exactly the same computations as in section 2.3 we find, for t € [0, 1],

Cf = (t=ar)+ [ T = anT(rs)as+ T2 [y - o) /CTa?

cr =



where
1 [Ttam’

“VTh AT

Recall that, as T' — oo, the process (Bl )tcfo,] converges in law for the Skorokhod topology
towards a standard Brownian motion (Bt)te[m}, as shown in the proof of Theorem 2.4.

To find the limiting behaviour of the process C it is necessary to study the behaviour
of the function x — T (Tx). Hence, we introduce the function

B

T
197 1

which is the density function of the random variable

X7 = ! ITX
=7 2%
j=1

p' () v (Tx), x>0,

where (X;);>1 is a sequence of iid random variables with density ¢ and I is a geometric
random variable with parameter 1 —ar independent of (X;);>1. To derive the convergence
of this density, in this case we can look at the Laplace transform p7(z) of the random
variable X7, and we find, for z > 0,

~

3(3)
1 - 25 (0(7) — 1)

, (3.1)

where g% denotes the Laplace transform of the function ¢. At this point we need to compute
the expansion for the function ¢.

Remark. This is the point in which there is the main difference from chapter 2, since there
is no longer the assumption that m = fooo s¢(s)ds is finite, but only the power law tail
for the function ¢. So the expansion of ngﬁ will be different and will lead to a different
asymptotic dynamics for C7.

Introduce the following function

F(z) = /Ox o(s)ds, x>0.

Integrating by parts, we have

() =Bl = | " eyt

0

= z/ooo e #F(t)dt =1— z/ooo e *H(1 — F(t))dt.

The idea is to apply now Theorem A.9 to the integral [~ e (1 — F(t))dt. Indeed, by
Assumption 7 it holds
o K
1—F(z) = / P(t)dt ~y oo s
3

aa

9



with @ € (0, 1), which can be written in the notation of the theorem as

K L
= cx’ —(x)
ax® I'(1+p)
if and only if p = —a > —1, L is the constant function equal to 1 and ¢ = Ki(—a)

Therefore, applying Theorem A.9, we get

/OO e * (1 — F(t))dt = Mza_l +o(z*).
0 o
Replacing this expression in QAS we get
o) =1- KL= o e
Define the following quantities
KT'(1 - «)

1
o y VUr = gTa(l — CLT>.

We can replace these expressions in (3.1) to get

1=0(5)" +o(()")
+ 12570 (7)" + (7))

5 —

ph(z) =

which gives
vt

vp + 2%

ﬁT(Z) ~T—o00
In this way we have obtained the asymptotic behaviour of the Laplace transform p’, but
we can also deduce the convergence of the density functions, since vvaza is the Laplace
transform of the function

1 By o (—vra®)

where E, , is a Mittag-Leffler function (see Appendix A.5). So we can conclude that
pT(2) ~7 00 V7T By o(—vrT®).

Coming back to the expression of CT we can write, for ¢ € [0, 1],

(t—s) \/C’TdBT

t
c?=<1—aT>+/an
0

)ds + /
\/T,u 1—aT

where
1 [Ttdm?r

Using the convergence developed above, we have, for ¢ € [0, 1],

Bl =

t
T a—1 «
Cy ~T0e VT / $Y7 Ego(—vrs®)ds
0

+ \/m/o (t — s)o‘_lEaﬁa(—vT(t — s)a)\/C_ZdBST.
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Recall that, as T — oo, the process (Bl )te[o,1] converges in law for the Skorokhod topology
towards a standard Brownian motion (B;)cjo1]. Denote by v the limit of vz, and v the

limit of = Tl(l > We finally can pass to the limit (not rigorously) and find, for ¢ € [0, 1],
H —ar

t t
Cr = v/ $* N By o(—vs*)ds + 'yv/ (t —8)* ' Eyu(—v(t — 5)*)y/C>dB,. (3.2)
0 0

Equation (3.2) describes a fractional version of the dynamics that we have found in
the non heavy tailed case. The term z* 'FE,, ,(—vz®) is the one that gives the roughness
to the model and this will be clear when we will prove in a rigorous way the limiting
dynamics. Indeed, the kernel % ! gives the same regularity of a fractional Brownian
motion, that in the Mandelbrot-van Ness representation (see [MVNG68]) can be written as

8 = (] (s [ o han) . G

setting in our case a = H + %
To state the following theorems and derive more rigorous arguments, we need the
following assumption.

Assumption 8. There exist two positive constants A and p* such that

lim T%(1 — ag) = A6,

T—o0
lim 7't = £
T a 4]

Assumption 8 implies that v; — X as T'— oo, and so the sequence (X7)p<o of random
variables converges in law towards the random variable with density

A2 By o (= Az,

which is the Mittag-Leffler density function denoted by f®* in Appendix A.5.

3.3 Work with rescaled martingales

We define the following processes, for t € [0, 1],

5(1 — aT)

XI = Tan N2,
5 1 o Tt
A? = —( aT) / /\ZdS,
Teps Jo
Ta'u*
zF = | — (XTI — AT).
t 5(1 o aT)( t t )

X' is the renormalized Hawkes process, A7 its integrated intensity, and Z! is the associ-
ated martingale.
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Remark. The reason why we take this rescaling is to work with processes whose expecta-
tion has magnitude one, for example in the case of stationary processes:

6(1 —CLT) 5(1-@7*)

pix7) = 2= ey - 2y
(L —ap) Tu" .
— TO‘,LL* 1— ar T—o00

We state a first theorem that gives the convergence of the sequence (Z1, XT)7 using
martingale arguments.

Theorem 3.1. (Proposition 3.2 in [JR16]) Under Assumptions 7 and 8, the following
hold:

1. the sequence (ZT, XT)r is tight;

2. if (Z,X) is a limit point of (ZT,XT)p, then Z is a continuous martingale and
Z,7] = X.

Proof. Proof of (1). The first goal is to prove that the sequences (X7T)r and (A1) are
C-tight (see Definition A.1). By Theorem A.2, it is sufficient to prove the tightness of the
processes and the fact that the amplitude of their jumps converges to zero in probability.
First, notice that

t
EINY] = "t + " / YTt = 5)sds < tuT(1+ 07 11)

and
c

67 < —

So at the end we find
E[X{] =E[A]] <c

Using that X! is increasing, for any € > 0, there exists a constant K such that

P(sup |X[| > K) =P(|X]| > K) <
t€[0,1] K

Using always the fact that these processes are increasing, we also have that for any € > 0,
n > 0, there exists § > 0 such that

P(W(XT,0) >n) <e¢
where

u/(XT,G) = lIlf{IIl<a[X (,U(XT, [tz’—hti)) 0=ty < ... <ty = 171I<1§<t1 — ti—l) > (9}

and
CU(XT, [ti—la tl)) = sup |XtT — Xg‘

S,tE[ti_l,ti)

The same holds for the process AT, so we get the tightness of (XT)r and (AT)7.
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Looking at the jumps, we can use that

1_
aT—>0

To T—s00

Since NT has bounded jumps and AT is continuous, we get that the maximum jump size
of both X7 and AT goes to zero as T' — oco. This gives the C-tightness of the processes
(XT)T and (AT)T.

Finally, we can achieve the tightness of the sequence (Z7)7 applying Theorem A.3,
that relates the tightness of a sequence of martingales to the C-tightness of the sequence
of the brackets. In our case, the sequence (AT)z is C-tight, so we can conclude that the
sequence of martingales (Z7)7 is tight. From the marginal tightness of (XT) and (Z7)7,
we deduce also the joint tightness of (Z7, X7T)7.

Proof of (2). Consider a subsequence (Z7", X), converging to a limit (Z, X). We
know that (Z7"), is a sequence of martingales with bounded jumps that converges in
law towards Z by hypothesis, and the sequence ([Z1", ZT"]), = (XT), is tight by the
previous point. Hence we can apply Theorem A.4 to conclude that

(2T, 2™, —— [Z,Z] in law,
n—o0
and so X = [Z, Z].
Finally, Z is a continuous martingale. Indeed, the continuity follows by the definition
of C-tightness for the sequence (Z7"),. The fact that Z is a martingale is given by the

fact that it is the limit of a sequence of martingales with bounded jumps. This concludes
the proof. O

3.4 Fractional CIR dynamics

Let (Z,X) be a couple of processes such that (Z7, XT); converges in law to (7, X).
In the following theorem, we state in a formal way the heuristic results presented above.

Theorem 3.2. (Theorem 3.1 in [JR16]) There exists a Brownian motion B such that,
fort e [0,1],
Zt - BXU

and, for any ¢ > 0, X is continuous with Hélder reqularity (1 A 2a) — € on [0,1] and

satisfies
Xy :/0 sfOMNt — s) \/_/ Mt — s)By,ds. (3.4)

Proof. We propose the proof of the dynamics (3.4), whereas for the proof of the Holder
regularity see [JR16].

By Skorokhod’s representation theorem, we can assume that the sequence (Z7, XT)p
converges to (Z, X) almost surely. Since Z and X are continuous, we have that

sup | X — X = 0, sup |Z] — Zi| P 0. (3.5)
t€[0,1] te[0,1]
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We start by working with the integrated intensity. For all £ > 0, we have:

/ Mds =tu” + / / o' (s —u)dMLds + / / o' (s — u) N duds
= tu” + / / o" (v)dvd M + / / o7 (v)dv AT du

=tu” —|—/ o' (t MTdu+/ o"( t—u)(/ou)\fdv)du,

where in the last computation we have used integration by parts. Similarly to section 2.3,
we have that

/ It —s (/ ot ( MTdu> ds = /Ot (/OtudJT(t —u— s)ng(s)ds) M du
= [ pan
— / t Tt — u)MFdu — / ¢" (t — u)M I du.
0
Using this relation and Lemma A.1 with the function h(t) = tu’ + f(f o1 (t —u) ML du, we

find . .
/ Mds = tu” + / YTt — s)spTds + / YTt — s)MTds.
0 0

So we can obtain an expression for A/

AT — M/Tt)\TdS
t Ta,u* 0 s

6(1 —ar) T T T T Tt T T
=——(Tty" + ' (Tt — s)sp” ds + v (Tt — s)M, ds
Tpu 0 0
t Tt 5(1 o aT)
=(1—ap)tur+T(1 — aT)uT/ V(T (t — 5))sds + YT (Tt — S)T—MsTds,
0 0 cp*
where we have defined the term
opt
ur = m

Furthermore, using the definition of Z7, we get

AtT—(l—aTtuT—i-Tl—aTuT/w T(t—s))sds

1_
+T1“,/ aT / ST(T(t — $)) 2T ds.

At this point, we can look separately at the behaviour of the three addends, as T — oo.
Using that ur — 1, the first term goes to zero:

T = (1 — aT)tuT — 0.
T—o0
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Looking at the second term, we have
t
T :=T(1— aT)uT/ YT (T(t — s))sds
0

ETYT(T(t - s))
— d
“/ A

t
= aTuT/ pt(t — s)sds.
0

Now, we can use that, as T — oo, the term p’(z) converges weakly towards the density

o) = Mo B, o(—Ax®). (3.6)

In particular,

converges uniformly to
t
P = [ sy
0

(see [JR16] for details). Using this fact and integrating by parts in the expression of T,
we get that the term T converges uniformly to

t t
/ FoMNt — s)ds = / UMt — s)sds.
0 0
Finally we focus on the last term of AT, that can be written as

aT\/g t
T = p
VIT*(1—ar)p* Jo

Now, integrating by parts and using that X7 is piecewise constant, we get pathwise:

t t
o / pl(t —s)Zxds = / FT(t — s)dz?,
0 0

Tt —s)Z1ds.

t t
. / foMt —s)ZTds = / FoAt — s)dZT.
0 0
Looking at the two terms in the right hand side in the previous expressions, by Ito’s
formula we have

([ =9 Pt szt

2

E =E {/Ot(Fa’A(t —5)— FT(t — s))?dXT

t
< c/ (FoMt — 5) — FT(t — 5))%ds,
0
which goes to zero. Moreover,
t
/ foMt = 8)|Zy — ZT|ds — 0,
0 T—o0
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thanks to (3.5). Hence, using that by assumption 7%(1 — ar) — A\d, and putting together
the previous convergences, the term T3 converges in law to

\/W/ UMt — 5)Zds.

Hence we get that AT, ¢ € [0, 1], converges in law towards

ta,/\ — s 1 ta,)\ — s s
/Osf (t—s) W/Of (t — 5)Zuds.

To find equation (3.4), we need the following theorem:

Theorem 3.3. (Dambis-Dubins-Schwarz) Let M be a continuous local martingale in
(Q,F,(Fi)e, P) vanishing at 0 and with brackets that satisfy (M, M), = oo. Let T,
be defined as

= inf{s : (M, M) > t}.

Then By = My, is a (Fr,)-Brownian motion and M, = By, -

In our case, Z is a continuous martingale vanishing at 0, with [Z, Z]., = Xo = 00, s0
we can apply Dambis-Dubins-Schwarz theorem to conclude that there exists a Brownian
motion such that, for ¢t > 0,

Zi = Bjz 7, = Bx,

At the end, we get that AT, ¢ € [0,1], converges in law towards

/0 Sfa’)\( )dS + W / fa’)\(t — S)BXSdS. (37)

Now, notice that the sequence of martingales X7 — AT converges to zero in probability,
uniformly on [0, 1], as a consequence of Doob’s inequality:
sup (Mij:ty]

E | sup (X[ — AT)?

te[0,1]

B <5(1 - aT))QE
Top* t€[0,1]

<4 (Mﬁ (M)

Talu*
1—ar\?
—ur
SC( Ta ) E[NT,Z:]
1—aT
c — 0.

- Te T—00

Therefore, thanks to this property, we get also the dynamics of the limit of the sequence
XT. In particular, since X7 converges towards X as T — oo, we finally deduce

Xt:/o sfeNt — )d8+—/ oMt — s)By.ds.
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In the next result, we restrict to look at the parameter a € (%, 1), and we state that
under this assumption we can take the derivative of the process X. It is the main theorem
that gives the roughness of the model.

Theorem 3.4. (Theorem 3.2 in [JR16]) Let (X;); be a process satisfying (3.4) fort € [0, 1]
and assume that o > % Then X is differentiable on [0,1] and its derivative Y satisfies

Y Fa)\

¢_ Nt — )V, (3.8)

with B a Brownian motion. Furthermore, for any e > 0, Y has Hélder reqularity a—%—a.
Remark. We can notice the following facts arising by this theorem:

e In our model, the process X represents the integrated volatility, and thanks to
Theorem 3.4 we have that if a € (%, 1), then we can take the derivative and find
the dynamics of the spot volatility Y.

e The stochastic differential equation (3.8) reflects the dynamics obtained with heuris-
tic arguments in equation (3.2) and it is the fractional version of the CIR dynamics.

e Theorem 3.4 gives also the roughness of the model since it gives the Holder regularity

of the volatility. In particular, setting H = o — 1, we can notice that the Holder

regularity is very low when H is close to one, leading to a very rough process. This

is exactly the regime that arises in financial data, as shown in several works about
rough volatility modeling (see [GJR18], [EEFR18]).

Proof. In this proof, we use the definitions of fractional integrals and derivatives, see
Appendix A.6.

Assume that X satisfies equation (3.4). First, using Proposition A.11 with the mar-
tingale Z and the function f**, we can say that, for any v € (0, a), D” f** exists and it
holds

¢ ¢
/ fOMt — 8)Zyds = / DY fOMNt — )" Zyds.
0 0
So equation (3.4) becomes
t
Xt:/ sfENE — s) ds+—/ DY foMt — $)I" Z,ds. (3.9)
0

Moreover, by Proposition A.10, we have that, for any v > % fixed, D'"vZ is also well
defined. Then, by definition we have

, 1 t .
Fa= r<v>/o ™
1 td s Z,
- r<u>/o ds </ <s—u>wd“) s
t
:/ D' Z.ds.
0
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So we can use this relation together with Fubini theorem to get

t t S
/ DY foMNt — 8)1Y Zyds = / DY foNt — s) ( / D“Zudu> ds
0 0
//D”f‘“ s) D' Z,dsdu,

and doing the change of variables t — s +u =7,
t t ot
/ Dllfa,)\(t o S)]VZSCZS — / / Dl/fa,)\(,r o U)DI_VZudT’du
0 0 u

t r
= / / DY f**r — u)D*™" Z,dudr.
0 Jo

Moreover, thanks to integration by parts in the first integral in (3.9), we find

/Ot sfOMt — s)ds = /Ot (/Ots fo‘)‘(u)du> ds = /Ot FoA(s)ds.

So at the end we have

t
X :/ F*(s ds+—/ / DY f*Ms — u)D*" Z,duds,
: 0 VAR )

t
xz/mw
0

Y, = F**(s) )\M/D”f‘“ —u)D'"" Z, du.

which can be written as

with

In particular, it follows from previous results that Y has Holder regularity oo — % —¢, and
X is differentiable with derivative Y.

We can now prove equation (3.8). First, applying a stochastic version of Fubini theo-
rem for martingales, we can write

1 d [° Z
D" Z, = — “—d
['(v)ds /0 (s —v)t=v !
1 d [°[" 1
— — dZz,d
['(v)ds /0 /0 (s —v)t—v v
1 d [° [° 1
= — dvdZ,
['(v)ds /0 /u (s —v)l—v Y
1 d [°
= — —u)’dZ,
I(v+1)ds /0 (s —u)
Hence Y, satisfies
Yoz Ferpy 4 — [ L prpeag 5)—/8(3—u) 07, ds
t Vs Jo T(v+1) s Jo



We want now to use the property of convolution f * (¢') = (f * g)’, with the functions
f(x) == D" f*}z) and g(z) == [; (x — u)"dZ,, so we get

1 d [t 1 5
Y, = Fo\t — — DV FOMt — / —uw)’dZ,ds.
t <>+Wdt/0m+1) Fe=s) [ (s =iz

By Fubini theorem and using the definitions of fractional integrals and derivatives, we get

Y, = Fo\(t) + DY foA(t — s)(s — u)"dsdZ,

i )y ) T

]' d ! v vV ra
\//\_,U*E/o I"YY D" oMt — w))dZ,

1 d t v

+ \/A_E / / I" DY fMv — u)dZ,dv
il

fa)\ Zu

= FMt) +

= P

_Fa)\

\/_

We can now apply A.6 to the continuous martingale Z. We know that
t
[Z, Z]t = Xt = / Y;ds

0

So by Theorem A.6, there exists a Brownian motion B such that
t —
= / \/ YsdB;.
0

Hence in the end we find the dynamics in (3.8):

/fo“\t—s )\ Y.dB,.

Y, — F& )\
t = T,u
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Chapter 4

Market impact modeling

The last chapter of the thesis is dedicated to presenting some applications of the limit
theorems developed in previous chapters to market impact modeling. The execution of
large amounts of orders in the market affects price dynamics, since buy orders generally
cause prices to rise and sell orders cause them to fall. This information can influence
market participants in their investment strategies and profit predictions. Our aim is to
explain this relationship rigorously.

We present a model that simulates market transactions, working under the general
assumption of no-statistical arbitrage, as discussed in [Jail5] and [JR20]. The goal is
to describe the graph of the market impact function with respect to the transaction
execution time. To achieve this, we first build a high frequency price model that replicates
the stylized facts of modern market microstructure and converges in the long run to the
rough Heston model. This method allows us to merge the Hawkes based modeling at
microscopic level with the rough volatility framework at macroscopic level, exploiting the
potential of both the two approaches.

4.1 Modeling buy and sell orders in the market

In this section we need first to introduce some notions. We call market impact the
connection between an incoming order and the consequent price change. We want to
reproduce the market impact considering each transaction of the market. Indeed, we can
say that on average a buy order causes an upward movement of the price, while a sell
order a downward change. This is an intrinsic property of the market, and it is important
to model it since it produces an execution cost that has to be estimated since it tends to
decrease the profits of investment strategies. On the other hand, in practice it is better to
consider a large amount of orders and look at their cumulative impact. We call metaorder
a large amount of transactions, and we will work with it to find its market impact. In
practice, we consider investors that want to buy or sell stocks, and the volume that they
wish to execute is much larger than the liquidity that is available in the order book.
Thus they need to split their orders into small transactions that they execute over a given
period of time denoted by T". The set of all these transactions is called a metaorder.

A natural way to define the market impact of a metaorder with volume V' is to take
the average of the difference between the price before and after the execution of the
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metaorder. In practice, we will look at
MI(t) :=E[P,— F), t=>0. (4.1)

Hence, the first tool we need is a model for the price process. In this section we present a
Hawkes based approach to describe the transactions that occur in the market, following
the one in [Jail5]. In particular, we want to simulate the flow of market orders reproduc-
ing exactly all the movements from a microscopic point of view. We have to say that in
general the transactions of market participants can be of two types: limit orders, char-
acterized by a price at which the participant wants to buy or sell, and market orders,
that are instantaneous transactions at the best available price. We only consider market
orders in our model.

Let us consider two independent Hawkes processes, N® and N?, on the same probability
space with intensities A and A® respectively, defined as

Xo=p+ [ o(t—s)dNE,
(0,t)
N=p+ [ o(t—s)dN?,
(0,t)
where p is a positive constant, and ¢ : R, — R, is a non-negative measurable function
satisfying the stability condition

Il = / o)t < 1.

These two independent Hawkes processes count exactly all the transactions in the market.
Indeed, we impose that N counts the buy orders, while N? the sell orders.

As usual, we denote by M® and M?® the martingales associated respectively to N and
NP

t t
M = N} —/ Neds, MP= N} —/ Nds, Vt>0.
0 0

We define 1) the non-negative function

o0
w(t) =) (&)™ ().

k=1

Notice that ¢ is well defined since ||¢||z: < 1.

We can now define a price process, starting with some natural assumptions. We
observe the price process in the time interval [0, 7], that can be thought as the length of
a day, and denote by V%, V}? the cumulated volumes of market orders at the bid and ask
side of the market respectively at time ¢ € [0,7]. First, to relate the volumes with the
Hawkes processes, we can set

Ng Nt
a __ a b __ b
V= E vy, V7= E Ui
i=1 i=1
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where N2 (resp. N?) is the number of buy (resp. sell) metaorders per day, and v¢ (resp.
v?) is the volume of the i-th buy (resp. sell) metaorder. We can assume that the price
depends linearly on the volume of the transactions, which means that, if Py denotes the
initial price and P, the final price, we have

P.=Py+k ivf—ivf = Py + k(V2 = VD),

for £ > 0. Finally, we can ask that the price is a martingale to achieve that at time ¢ we
can find the price looking at E[P;|F;], and then send 7 to infinity, so we get

P, =Py +k lim B[V — ~VAF], t>o. (4.2)

We take (4.2) as definition for our price process. We state now a result that enables to
find a formula based on the Hawkes processes that we have introduced above.

Proposition 4.1. (Proposition 3.2 in [Jailb]) Assume that the volume of each market
order is constantly equal to v. The price (4.2) can be written as

t
Po= Pyt [ Gt = s)(aNz - dND), 20, (4.3)
0

C(t) = kv (1 + /too (¢(u) - /Ot¢(u - s)¢(s)ds) du) .

Proof. Since the volume of each market order is constant equal to v, the cumulated
volumes are just V* = vN2 and V! = vN?. Hence, starting by (4.2), we have

P, = Py +k lim E[V}’ — VA F
= Py + kv lim E[N? — N?|F].
S5—00

where

Using the definition of associated martingale to the Hawkes process and Proposition 2.2,
we get

P, =P+ kv lim E [Msa — M? +/ (Ag — )\Z)du‘ft}
0

5§—00

5§—00

t s u
=Py + kv lim E {Mg — M! + / (A% — \0Ydu + / / Y(u — x)(dM?® — dM?)du
0 t 0

t}
=P+ kv (Nta — N} + lim E {/ / Y(u— ) (dMy — dec’)du‘}"t}) .
5—00 t 0

Now, thanks to the fact that dM, = dN, — A\,dx = dN, — (un+ fox x —r)dN,)dz, we get
P, =Py +kv (N“ N+ / / Y(u — x)(dM?* — dM?) du)

= Py + kv (Nf—Nf+/ /w(u—x)(dN;‘—dNb du>
(/ /¢u—x/¢x—r )(dN® — dNbdxdu)
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We can look separately at the following three terms. First,
N — N} = /t(de — dN?).
0
For the second term, we can invert the two integrals to get
/OO /t@/)(u —2)(dN® — dN?)du = /t /Oo Y(u — z)du(dN® — dN?)
t Jo 0 Jt
= /t /Oo Y(v)dv(dN® — dN?).
0 Jt—x

Finally, for the last term, using Fubini’s theorem to change the integrals, we have

/:o /Ot vlu—a) / (x — r)(dN} — dN})dwdu =

/ Oo (/ /:wu — 2)¢(x - r)dz(dN; - ng>) "

/Ot ( /t“’ / (- 2)(a - r)dwdu) (AN? = dN:)
/ot (/ ) / blu—a' — r>¢<x’>df'd“> (N7 =D
t(

/0 /: /0”1#(1/ - :U/)qb(x/)dx’du') (AN® — dN?).

Hence, putting all together, we find

P, =Py+ kv /Ot (1 + /too Y(u)du — /too /OH U(u — m)gb(x)dmdu) (dN® — dN?)

= At [l rane - an)
0

]

Remark. From equation (4.3), we can see that if there is a buy trade at time ¢ (jump of
N®) then the price jumps upwards of {(0), while if there is a sell trade at time ¢ (jump of
N?) then the price jumps downwards of (0).

The process (4.3) is the initial point to study market impact and in the next sections
we will adapt the results of the previous chapters to our model.

4.2 The market impact function

In this section, we want to add the presence of a metaorder in the market and give a
setting to apply the results of chapter 3, following [JR20]. First, we can establish some
natural assumptions in financial modeling.

Starting by Definition 4.1, we call permanent market impact the following limit:

PMI = lim MI(¢).
t—o0
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The idea is that we look at the long time behaviour of the function M1 to see what is the
exact increment of the price once it is stabilized after the execution of a metaorder.

Assumption 9. We assume the no-statistical arbitrage principle, that is the absence of
round strategies with positive average profit and loss. This implies that:

e the PMI is linear with respect to the volume;
e the price P, is a martingale.

We look at the time interval [0, 7], with the goal of sending 7' — oo in the sequel.
For this reason we add the index 7" in all the processes as in the previous chapters. We
denote the Hawkes processes by N1 and N*T with intensities, for ¢ € [0, 77,

T =i+ [T~ )N,
(0,%)

NE=p"+ [ 6Tt —s)dNPT,
(0

where (u?)7s0 is a sequence of positive real numbers, and ¢ : R, — R, is a non-negative
measurable function satisfying the condition ||¢7||;1 < co. We assume the kernel function
&' to be equal to

o' (t) = arg(t), V>0,

where (ar)7so is a sequence of real numbers with ar € (0,1),VT > 0, while ¢ is a
non-negative measurable function such that ||¢[|;1 = 1.

Remark. We do not assume that ar — 1 as T" — oo, but we will find this property as a
result in the next theorems.

First, we can start by the price process (4.3) and write it in a more convenient way. No-
tice that in this setting, we have that ||¢” |2 < 1 and 7 (¢) = > o=, (¢7)**(¢). Moreover,
we set kv = 1, so the price becomes

t
Pr=DPy+ / ¢T(t — s)(dN®T — daNPT), ¢t €0,T], (4.4)
0

where
o) 00 t
f(t) =1 +/ YT (u)du — / / VT (u — s)¢" (s)dsdu.
t t Jo
Notice that
CO=1+ [ 0T w)de=1+ "o
0
Since the price is assumed to be a martingale (see [Jail5]), we can write

d

(0 =0+ [ s (4.5
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We have

ST =00+ [ 09676 / 0 (= )6 (t)d
— —T(t) + T 67 (1) — 67 () / W
=—1/JT() Wl (t ¢T() O™ Nl

) —
—(L+ [l [|z)e" (t)

( )6" (t)-

) =<T0) - [ O 5y
-0 (1- [ o)
_ (H/Ooo ¢T(s)ds) (1 _/Ot ng(s)ds).
Another useful way to rewrite this function is
= <1+/OOO sz(s)ds) (1 —/Ot ¢T(s)ds>
)
- _1aT (1 —aT/Otgb(s)ds)
- - _1aT (1 —ar+ / N aT¢(s>ds)
_1+(1+/ W7 (s) ds)/ o7 (s)ds = €7(8).

At this point, we can focus on modeling the presence of a buy metaorder in the market
counting the number of its shares. Following [JR20], consider a non-homogeneous Poisson
process (n] )iepo.r] with the following intensity

Using (4.5), we get

vit)y=1"f (%) , telo,T],

where
1

"=
Wl—CLT

with v € (0,1), while f is a non-negative continuous function supported on [0, 1] with
norm equal to one, so it is non-zero only for ¢ € [0, 7. This choice for the sequence I
gives that the magnitude of the duration of the metaorder is of order T" and depends on
the long-term average intensity of the Hawkes processes, while the function f affects the
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splitting of the metaorder: for example, if f is an indicator function, then the metaorder
is split into equivalent parts, in the sense that the interval of time between the executions
of two following transactions is an exponential random variable that does not depend on
time.

To look at the impact that a buy metaorder produces, the idea is to add the presence
of the metaorder in the Hawkes based price model introduced before. In practice, we
consider

t
PtT:P0+/ gT(t_S)(dN?T_ngT—i_an)? te [O7T]7 (46)
0

() =1+ (1+/OOO¢T(S)dS) /too 6" (s)ds.

For any T fixed, we can look at the function

where

MIT(t) .= E[P] — Py).
Thanks to expression (4.6), we get
t
MIT(t) = / 0t — s)E[dnl], te[0,T],
0

where we have used the expression given in Proposition 1.2 to rewrite both the terms
E[N2T] and E[N?T] and to simplify them. Thanks to the definition of 7, we get

M) = Elnf) + [ t (1+ [ vmwda) [ o @aumianl

:E[ntT]Jr/Ot = /tO:qu(u)du]E[dnsT].

1—(1T

If we define the function

:1—CLT

1 o0
I7() [ e,
t
then we can write

MI*(t) = E[n]] + /t I'(t — s)E[dnl].
This shows that we can decompose the marth impact function into two parts
MI*(t) = PMI"(t) + TMI*(t),
where PM I (t) is called permanent market impact part and it is equal to
PMI*(t) =E[n!], telo,T],

and TMIT(t) is called transient market impact part and it is equal to

TMIT(t):/trT(t—s)E[an], t€0,7).
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Remark. The function TMI7(t) is called transient market impact because it is vanishing

as t — oo. Indeed, as t — oo, the function I'"'(¢) goes to zero, and the intensity of the

process n! is eventually null, hence

lim TMI7(t) = 0.

t—o00

Hence in the limit as ¢ — oo, only the permanent part remains.

4.3 Asymptotic dynamics of the market impact
At this point we need to introduce a rescaling, following always the one presented in

[JR20], in order to have a proper regime to get the following theorems. Recall that we
work with the market impact function

MIT(f,t) = E[nl] + /Ot 7 (t — s)Eldnl] = PMIT(f,t) + TMI"(f,t), te]0,T],

where we write explicitly the dependence on the function f, given by the intensity of the
process nl. We consider the following rescaling

—T MIT(f,Tt)
MI (f,t) = ———=, tel0,1],
(F.6) == 0,1
Where pl = % We can compute separately the two parts. Indeed, the permanent part
gives

S PMIT(f,T 1
PAIT (f.0) = T i

_ T%T /OTt V7 (s)ds = T%T/Oﬂ 187f () ds

Zv/otf(x)dw

For the transient part, we have

T (f 1) = LM ITT ﬁ(f TY) _ T;T /0 LT o) Bldn?)

1 Tt 1 00
— TﬂT/o o ( " ¢T(u)du) E[dnT]
1 Tt 1 00
= T /0 T—— (/Tt aTgb(u)du) V! (s)ds
B v ar Tt 00 S
B ? I —ar /0 ( Tt—s ¢(U)du) d <T> o

=1 fTaT /OTt (/OO ¢(u)du) r(t- %) d.

Remark. The rescaled permanent part does not depend on 7. Hence when we will look at
the limit as T" — oo of the sequence WT, it will be equivalent for the sequence T'M [ ’
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Also in this case, our goal is to look at the limit as 7" — oco. We can work under the
following natural assumption.

Assumption 10. If f = 1 4 for some s € (0,1], the scaling limit of the market impact
function exists pointwise and it is non-increasing after time s. There exists ¢ > s such
that the value of the limiting function at time ¢ is smaller than that at time s.

Under Assumption 10, for f = 14, s € (0, 1], we can define the pointwise limits, for
any t > 0,
MI(f.t) = lim MI (f,1),
T—o00
Tﬂﬁgxy:#mzwuﬂﬁw.
—00
In the sequel, we will refer to this function also with the expression macroscopic (resp.

permanent or transient) market impact function. Our goal is to study their asymptotic
behaviour for any continuous function f.

Theorem 4.2. (Theorem 2.2 in [JR20]) Under Assumptions 9 and 10, for any non-
negative function f defined on RT, continuous on [0,1], and supported on [0,1], the
macroscopic market impact function and its transient part exist. Indeed, there exist a
parameter a € (0,1] and a constant K > 0 such that, for any t > 0,

lim TMIT(f,t):’yK(l—a)/tf(t—u)uO‘du if <1,
0

T—o0

lim TMI (f,t) = vKf(t) ifo=1.

T—o0

Moreover, the Hawkes kernel ¢ satisfies

t 00
/ / o(u)duds — £=L(#), (@)
0 s
where L is a slowly varying function (see the definition A.2). Finally, it holds

L(T)
(1 — CLT)Ta T—o00

(4.8)

which implies that ap — 1 as T — oo.
Remark. We can notice some facts:

e in this case ar — 1 as T' — oo is obtained as a consequence of the model, and not
assumed by hypothesis as in previous chapters. Also in this context, it is interpreted
as the property that the market is highly endogenous.

o if f = 1jo}, the permanent part is a linear function of the time, while the transient
part is a power-law of the form

e ifo<t<l,
e — (-1 it > 1.

See Figure B.3 for the plot of the functions in this case.
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Proof. Step 1. First we derive the shape of the transient part. Consider f = I for
some s € (0,1]. Thanks to Assumption 10, the pointwise limit of the market impact
function exists, so in particular also the one of the transient market impact function, as
the permanent part does not depend on 7. Hence we can look at

7 B ar t B 00
THT (1.4) =172 [ =) [ otwdudy

Using that ¢ is non-negative and integrable, we have that also T'M [ T( f,t) is non-negative,
and we can take the derivative to get

STNT (1.0 =2 (500) [ stwau+ [ £6-) [ sturauay)

ot -
=7y ar ( (b(u)du — 1[073} (t)/

L—ar \Jr T(t—s)

o0

¢(u)du) .

So we deduce that TM I T( f,t) is non-decreasing and concave in [0, s|, non-increasing after
the time s. Hence it has its maximum in the point s. Also the function TMI(f,t) has

the same properties since it is the pointwise limit, and T/]\/.T]( f,s) > 0.
Step 2. We can now show (4.7) and (4.8). Define the following functions, for ¢ € (0, 1],

1/\
g(t) = —TMI(I[[07t},Zf),

5
R(t) :/Ot /yoo o(u)dudy.

TMI (1p,t) _ Jo Jry @(w)dudy — R(Tt)
WT(H[O’Q, 1) fol f;; gb(u)dudy R(T)

We have that

which converges to
TM[(I[[(M], t) _ g(t)
TMI(1jpy,1)  9(1)

as T — oo. Hence we have, for all ¢t > 0,

R glt)
R(T) 7 g(1)’

Thanks to Theorem A.8, there exist a constant 8 € [0, 1] (to have the concavity of g(t) if
t € (0,1]) and L a slowly varying function such that

and



Choosing 5 = 1 — a, the last relation gives (4.7). Moreover, taking s = ¢ = 1 in the

expression of TM 1 T, we have

1 ar T o 1 ar 1
— dudy = — T)=— T°L(T
Tl—aT/O /y ¢(U> uay Tl—aTR( ) Tl—CLT ( )

Taking the limit in the left hand side, we can find the expression of g, so we find that the
limit is

9(1) = K
as T'— oo. Choosing again f =1 — «, we find (4.8).
Step 3. We conclude with a sketch of proof of the limit of T'MI . First we can define

the function -
FT(y) = W{/¢wm.

1—CLT Ty

We know that .

lim 7 (y)dy = Kt°.

T—o0 0

The idea is now to use an approximation argument to move from the function g to any
non-negative measurable function h. Indeed, it is easy to show that

t

lim [ g(u)l (u)du = K3 /t g(u)u’tdu,
0

T—o0 0

(see [JR20] for the exact proof). From this, we deduce also that for any non-negative
function h defined on R, continuous on [0, 1], and supported on [0, 1] it holds

t

lim [ h(t —u)TT (u) du_Kﬁ/ u " du.

T—o00 0

Adding the factor ~, from the left hand side we can find T/\JWI(h, t), and the conclusion
follows choosing =1 — «. O]

4.4 Limit theorems for the price

In this section we come back to focus on the dynamics of the price process introduced
above, and we present a theorem that gives its macroscopic dynamics. Moreover, we
provide some numerical simulations of the processes at different time scales in Figures

B.1 and B.2.
First, we need to introduce a rescaling. Recall that

t—%+/a J(ANST —dN?T), ¢ e [0,T],

- (1 +/OOO wT(s)d5> (1 - /Ot ¢T(s)ds) :

We want to work under the following regime.

where
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Assumption 11. There exists o > 0 such that

pr(1—ap)T —— 6.
T—o00

Under this assumption, we define a rescaling of the price, choosing Py = 0 and

_ 1 1—ar [ .

Moreover, we consider the parameter o and the constant K > 0 given by theorem 4.2,

and we define .

T KT(2—a)

We can now state the main theorem which gives the macroscopic dynamics of the price.

A

Theorem 4.3. (Theorem 3.2 in [JR20]) Under Assumptions 9, 10 and 11:

1. The sequence of rescaled price processes (PT)rso converges in law for the Skorokhod
topology towards the process P defined by

L
b= (Bg(g - B%) , telo1], (4.9)

where B* and B® are two independent Brownian motions such that Bfa and B;’(b
t
are two martingales. X is an increasing process solution of

t 1 t
X“:/ Fa’Asder—/ FeAt — §)dB%,, 4.10
p= | Fss+ = | A= s)dBY, (4.10)

and X" is solution of the same equation with the index b.

2. In garticular, there exists a Brownian motion W such that the integrated variance
of P defined as
1
X = S(X“ + XY

1s solution of the stochastic rough Volterra equation:
2 [ o Y A

X:—/F“’ sds+—/Fa’ t— s)dWx.. 411

=5 [ s [ sawy (411

3. For any € > 0, the process X has Holder reqularity 1 A (2a — €), it is continuously

differentiable for o > %, and not continuously differentiable for o < %

Theorem 4.3 establishes that the process X is continuously differentiable when o > %
This process can be seen as the integrated variance of the price process, and when we
take its derivative we can describe the spot volatility of the model, that we will denote by
Y. To get the dynamics of Y, we work separately with the processes Y* and Y?, which
are the derivatives of X and X? respectively, and then we will pass to

1
Y, = 5(}/1%(1 +Y)).
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Corollary 4.4. (Corollary 3.3 in [JR20]) If o € (3,1], the process X is differentiable
almost surely and its derivative Y 1is the unique solution of the stochastic rough Volterra

equation

Y, = ﬁ (/Ot(t — gt (§ - Y) st =~ /Ot(t - s)“‘lﬁsdws) RENERLY

where W is a Brownian motion. The dynamics of the price P is given by

A 1 a
dP, = 7 (\/Yt“dBt — ,/deBf) : (4.13)

Theorem 4.3 and Corollary 4.4 completely describe the macroscopic dynamics of the
price model. From (4.9), we can see that the limit P of a Hawkes based process, built
to reproduce the instantaneous transactions in the market, is a diffusive process, and in
(4.13) we can see the dependence only on the volatility and Brownian motions. In (4.12)
we get the dynamics of the spot volatility. These two equations together form the rough
Heston model.

The classical Heston model is a stochastic volatility model in which the volatility is a
Brownian semi-martingale, and it is largely used in portfolio theory for several reasons.
Indeed, it reproduces important stylized facts of low frequency price data, it generates very
reasonable shapes and dynamics for the implied volatility surface, and there is an explicit
formula for the characteristic function of the asset log-price. Recent studies about the
smoothness of the volatility (for example [CR98]) explain that it is better to describe the
volatility with a fractional Brownian motion, leading to the introduction of the fractional
stochastic volatility models. Moreover, in [GJR18], [EEFR18], [LMPR18] the authors
show that the fractional Brownian motion has to be chosen with a Hurst exponent H
of order 0.1, to have a model that is not only consistent with the empirically observed
properties of the volatility time series but also with the shape of the volatility surface (see
Figure B.4). Therefore, the Heston model has been adapted to the new setting of rough
volatility models (see [EEGR19], [EER19]). The rough Heston model of a 1-dimensional
asset price S is defined, for t > 0, by

dS, = S;\/VidW,
V=Vt ﬁ <)\ /Ot(t ) (O(u) — Vi)du + V/Ot(t - u>a1mczBu)

where A, v,V are positive coefficients, a € (%, 1), and the correlation coefficient between
the two Brownian motions (B;):>o and (W;);>0 is p € (—1,1). The roughness of the model
is given by the kernel (¢ —u)*~! which is the same that appears in expression (3.3) for the
fractional Brownian motion. Indeed, the parameter « is related to the Hurst exponent
of a fractional Brownian motion by the relation a« = H + % In this model, the volatility
sample paths have Holder regularity H — ¢, for any € > 0.

Thanks to Theorem 4.3 and Corollary 4.4, we get that in the case o > % the dynamics

of the price P together with the volatility Y is the one of a rough Heston model. On
the other hand, if a < %, the model has a higher roughness since the model is even less
regular.
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4.5 Proof of Theorem 4.3

The proof of Theorem 4.3 is divided in several steps, we present some of the main
important aspects, whereas for some results we refer to [JR20].
First, we consider the processes

1—(1T
X;T = T,LLT Nflj:t?
1_ Tt
AT = CT‘T/ ATds,
T 0
Tu”
ZI = XTI — AT
1_aT< t t)?

for ¢t € [0,1], where X/ is the renormalized Hawkes process, Al its integrated inten-
sity, and Z! is the associated martingale. In fact, in this first part we develop general
arguments without specifying the superscripts a and b.

We want to use the results of chapter 3. Indeed, we have the same setting and
hypotheses on the sequence of Hawkes processes, the only difference is the assumption
regarding the Hawkes kernel ¢, since:

e Assumption in chapter 3: / o(s)ds = Kt~
t

t 00
e Assumption in this chapter: / / ¢(u)duds = L(t)t' .
0 Js

Hence in this case we work in a more general setting, but this does not change very much
the results. In particular, the main difference is in the proof of the following lemma, which
is the analogous result of the convergence expressed in (3.6).

Lemma 4.5. The sequence of functions p (t) = T(Z;TQTWT(TI%) converges weakly towards
for. Furthermore, f(f pT (s)ds converges uniformly towards F** = fot oA (s)ds.

Proof. We proceed in a similar way as in the analogous proof of section 3.2. First, note
that since p’ can be interpreted as a density function, we can look at its Laplace transform
p’ and find the convergence. Our goal is to prove that p’ converges to the Laplace
transform of f**. Using (3.1), we have that for z > 0

where gg denotes the Laplace transform of the function ¢. We want to find the asymptotic
expansion of this function. Define

R(t) = /Ot /soo o(u)duds,

R(t) =t *L(t)

This function is equal to
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thanks to Theorem 4.2. We can apply Theorem A.9 to get that
OO —zs a—2 1
R(z) = e **R(s)ds ~, o+ 2°7°L . ['2 - a).
0
Integrating by parts the right hand side, we find
R(z) = / T R(s)ds = / / o(u)duds
/ o(u du— — e_zs o(s)ds
= ( —6(2)).

So we find
1

22

R(z) = 551 = (=) ~asior 2721 (l) r(2-a),

z

and choosing % as argument of the functions, it implies

(126 (2)) rrom 12 (2)" 2 (2 T2 @)

Using (4.8) and the definition of slowly varying function, we finally deduce that

2 (15(3) = are-a

Coming back into the expression of p7, we get

1 A
lim % (2) = —
To00 " (2) 1+ K2 —a)ze A+ 2

choosing A = m
that, for z > 0,

PP (z) Ly (),

T—oo

. As the right hand side is the Laplace transform of f**, we conclude

Given this lemma, all the results developed in chapter 3 are still valid, under Assump-
tion 11. In particular, we can apply theorems 3.1 and 3.2 to find the dynamics of any

limit point X of the sequence (XT)rsg:

t
Xt:/ sfo")‘(t—s)ds—i-—/ oMt — s)By,ds.
0

Thanks to integration by parts, this also writes as

t
Xt:/ For(t — )ds+—/ Fo)t — s)dBx..
0

65



Furthermore, using that Z, = Bx,, we can derive the following useful equation, that we

will use later: .
1
X; = @A — g (s—i——Zs) ds.
t /0 =) 5+ o=

Notice that this will be the equation satisfied by both X¢ and X* when we will come back
to distinguish the two processes in the sequel.

At this point, we need to prove that the sequence (X7, ZT)7>o converges in law for
the Skorokhod topology, which is true if

1. (XT7 ZT)TZO is tlght,

2. all the limit points have the same law.

We need to prove only point (2), since the tightness is the same of chapter 3. Hence our
goal is to prove the uniqueness of the law of any limit point (X, 7).
An important observation is that the dynamics

X, = /Ot foMNt —s) (s + \/%Z) ds (4.14)

is equivalent to

A
DaXt + )\Xt - )\t == \/;Zt; (415)

where D? is the fractional derivative. We show how to derive this last equation in Ap-
pendix A.6, following [SKM93]. Equation (4.15) allows to say that the law of (X, Z) is
uniquely determined by the law of X, so it is sufficient to prove the uniqueness in law of
the limit points of (X7)7>o to deduce the convergence in law of (X7, Z7)psg.

We use the following lemma, that we are not going to prove (see [JR20] for details).

Lemma 4.6. Let X be a limit point of (XT)r>o and h : RT — R a continuously differ-
entiable function such that h(0) = 0. Define the following characteristic function:

v(h,t) = Elexp((ih * dX)(t))], t>0.

v(h,t) = exp < /0 t g(s)ds) ,

where g 1s the unique continuous solution of the rough Volterra Riccati equation

Then it satisfies

g =9« (2—1592 + z’h) : (4.16)

Thanks to this lemma, we focus on the characteristic functions of the limit point X
and we get that it is a functional of the unique solution of (4.16). Hence we can obtain
the uniqueness in law for the limit points of (X7)r>¢ from the uniqueness of continuous
solution of equation (4.16). This ends the proof of the convergence in law of the sequence
(XT, ZT) 150, and we will use it to get the convergence of the price process.
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Now we are ready to derive (4.9), (4.10) and (4.11). We start to use the superscripts
a and b to distinguish the processes related to buy orders and the ones for sell orders.
First, we can achieve a useful way to rewrite the price process.

Proposition 4.7. The process PT can be written as
P =" (1 +/ YT (s) ) (MgE — My, teo,1],
where M*T and Mb’T are the martingales

t t
T T b, T b, T
M = Nt - / AeTds,  MPT = NPT - / AT ds.
0 0

Proof. Starting by the definition of the process PT, we know that

Pl = /0 t <1 1 /0 N wT(s)ds> (1 — OH ¢T(s)d5) (AN&T — dNPT),

We work on the term with the two integrals, and we find

/Ot (1+/OOO¢T(3)ds> Otung(s)ds(dNS’T—dNZ’T) _
- ( /O°° w(s)ds) /Ot /ut ¢' (s — w)ds(dN;" — dN,™)
J

1+
_ <o YT aT _ b,
= (1+ i (0 (s)ds)/o /0 ¢ (s —u)(dNg dN,")ds
1+

= (14 [T wmos) [ouT T - s
0 0

Replacing this expression in PT we get

00 t
= (1 + / ¢T(s)ds> / (ANST — XL dy — dNDT 4+ \0T )
0 0

(o [ ) -

1

Finally,

_aT a i
et th= ot (v [T et o - g
[

Thanks to the definitions of the processes (X@T, Z4T) g related to (N®T)rso, and
(X1 Z8T) s related to (N®T)psg, we also have

e A )M;f M)

1 L-ar (N“T / AT d NbT+/TtAde)
= ;= g ds — Np S ds
1 — ar TﬂT Tt 0 Tt 0
1 l—ar, ar b,T
= 1—ayp TuT (2" = 27)
— 1 (ZZZ,T o Zb,T)
T (l—ar)
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Now we have that Tu” (1 —ar) — § as T — oco. Moreover, thanks to previous arguments,
we have that (Z%7)rs¢ and (Z%T)7so converge in law for the Skorokhod topology, so also
(PT) s converges in law towards a process P for the Skorokhod topology. By Theorem
3.2, there exist two independent Brownian motions B* and B® such that

a a b b
Z; = Bxga Zi = BXf
Hence the limit of PT is the process
- 1
p=—
t \/g
where X is the limit of the sequence (X*7)rsq and it solves

Xt“:/ F“(t—s)der—/ FOMNt — s)dB%,-
0

The same holds for X°. Finally, let us look at

(Bg(t“ - Bg(f)a

1
X=-

a b
S(X"+ X).

This process satisfies
X Q/tF“( s)d + /FO‘A ! —=d(B%. + B%y)-
- = ’ S = a
t (5 0 \/(_S Xg

If we define the Brownian motion
1

Wy = —
Xt \/g

(Bt)l(g + Bl))(é’)a

then we find .
2
X, = 5/ FoX(s )ds+—/ FoAt — 5)dWy,.
0

4.6 Proof of Corollary 4.4

This corollary is an application of the results of chapter 3 and a consequence of a
theorem of [EEFR18].
We start to work with X*. By Theorem 4.3, it satisfies

t 1 t
X = Fa”\sder—/ FoMNt — 8)dB%.
P | e o [ - san,

and doing integration by parts, we have seen in the previous proof that this is equal to

t
Xf:/ sfa”\(t—sds+—/ feMt s)Bads.
0

Hence, the process X* has the dynamics described in Theorem 3.2. It follows that we can
apply Theorem 3.4: if o > %, then the dynamics of the derivative Y* is

Yo = FoA(¢) \/_/f‘“ — 5)\/YedB®. (4.17)

Notice that from this equation it is clear the roughness of the process for the presence of
the kernel f**, but it is more clear once we derive the following result, taken by [EEFR18].
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Proposition 4.8. (Proposition 4.9 in [EEFRI18|) Let A\, v,0 be positive constants and
a € (%, 1), let B be a Brownian motion. The process V is solution of the following rough

SDE
Vi = 0F* (1) + L/f“ $V/VadB,

if and only if it is solution of

A ¢ a—1 . 3 i ! — 5 a—1
vt:m/()(t—s) (0 V) +p<a>/0<t )1/ VadB,.

Furthermore, both equations admit a unique strong solution.

Hence, starting by (4.17), we get

Y::ﬁ(/{)t(t— 5)* N1 - Y9 ds+—/ (t—s)*" 1\/WdBa)

(the same dynamics holds for Y, but with the index b). From this, we get also (4.12).
Finally, we can find (4.13). Starting by

.
Pt:%<B§(ta—B§(§>, teo,1],

we know that B‘}(g = 7 with [Z°, 2%, = X7, and B;’(b = Zf with [Zb,Zb]t = Xf. This
means that

t
70 79, = X° = / yeds,
0

t
(7, 2", = X! = / Ylds.
0

Hence, by Theorem A.6, we find
t
= / V Y:;ang )
0
t
2t~ [ V¥iaE!
0

. 1 “
dP, = 7 (N/YY;“dBt - MYJ’dBf) :

and finally,
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Appendix A

Complements

A.1 Technical lemma

Lemma A.1. Let h : Ry — R% be a Borel and locally bounded function and consider the
equation:

F(t) = h(t) + /Otgb(t —§)f(s)ds, ¥t > 0. (A1)

Then there exists a unique locally bounded solution fy : Ry — R? given by

fn(t) = h(t) + /Otw(t — s)h(s)ds.

Proof. First we want to prove that the candidate solution f, satisfies equation (A.1).
Notice that f; is locally bounded since ¢ € L' and h is locally bounded. Hence we can
compute:

[ ote=sisitsras = [ ot sppisyas+ [ ote—s) ([ vts - whturan ) as
= [ote sy [ [ ot —u= st hiwian
-/ ot — $)h(s)ds + / (Wl — u) — O{t — u)) h{u)du
:/Otz/;(t—u)h(u)du,

where we have used the useful relation

(¥ * @) (t) = ¥(t) — o(t).

Hence it follows that f}, satisfies equation (A.1).
For the uniqueness, if f, and g, are two functions that satisfy (A.1), define the function

w'(t) = /() —gn(®) Vie{l,....d}
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Applying Fubini theorem, we get, for all i € {1,...,d},

e8] o] t d d [ee]
/ w(t)dt < / > ¢t — syw(s)dsdt = [|¢7]| 1 / w (t)dt
0 o Jo 55 1 0
and, if w = (w!, ..., w?), this implies that

(Id - K) /Oow(t)dt <0.

Thanks to the assumption on the spectral radius of K, we get that f, = g, almost
everywhere, and so

[ ote=sars = [ ot = s)ans)as.
0 0
But both fj, and g satisfy (A.1), hence f;, = gs. O

A.2 Population interpretation of Hawkes processes

In this section we want to discuss the representation of Hawkes processes in term
of clusters, following the interpretation presented in [EER19]. Consider a d-dimensional
Hawkes process N = (N*, ..., N) with intensity given by

d
A;’:ui+/ > ¢t —s)dN], Vt>0,Vie{l,... d}, (A.2)
(0,t) j=1

which satisfies the stability assumption. We can interpret the law of this process through
a population dynamics. Consider that there exist d types of individuals and, for each
type, an individual can be a migrant or a descendant of a migrant. Starting form time
t = 0, we have the following dynamics:

1. migrants of type k € {1,...,d} arrive according to a non-homogeneous Poisson
process with rate p*;

2. each migrant of type k € {1,...,d} generates children of type j € {1,...,d} ac-
cording to a non-homogeneous Poisson process with rate ¢/*(t);

3. each child of type k € {1,...,d} generates children of type j € {1,...,d} according
to a non-homogeneous Poisson process with rate ¢/*(¢).

This population model describes exactly the same point process of (A.2), where the
process IN; counts the number of individuals of the population up to time .

We can achieve another useful formula, which explain the cluster representation of the
population. Indeed, let us call N° the non-homogeneous Poisson process with intensity p
which describes the arrivals of the migrants into the population set, and N the Hawkes
process which counts the number of descendants of the migrant ;. We call cluster the set
of the offspring of a migrant. Then, it holds

Ne=N+ > N (A.3)

1<i<NY
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where the sequence (7;);>1 are the arrival times of the migrants.

Consider now the Hawkes based model for an asset price defined in section 4.1 to
reproduce the transactions of the market counting the buy and sell orders. Then according
to the population interpretation, the parameter u describes the intensity of the exogenous
orders of the market, whereas the function ¢ is related to the endogenous orders produced
by other orders.

A.3 Tightness and convergence in law

We recall some definitions about tightness and we state some useful theorems that are
used in several proofs above.

Consider a sequence of random variables (X"),>; with values in a space E, where, for
any n > 1, X™ is defined on the space (Q", F", P™). We say that the sequence (X"),>1
converges in law to a random variable X if Law(X") — Law(X) weakly in P(F), that is

Epn[J(X")] — Ep[f(X)]
for all bounded and continuous functions f on E. At the same way, we say that the
sequence (X"),>1 is tight if the sequence of distributions (Law(X™)),>1 is tight, i.e. for
all £ > 0 there exists a compact set K in E such that P"(X" ¢ K) < e.

Consider now a sequence (X™),, of R%valued cadlag processes, where we always equip
the space of cadlag functions with the Skorokhod topology.

Definition A.1. A sequence (X"), of processes is said C-tight if it is tight and all the
limit points of the sequence { Law(X™)},, are laws of continuous processes.

Theorem A.2. (Proposition VI-3.26 in [JS03]) The sequence (X™),, is C-tight if and only
if the sequence (X™),, is tight and, for all N € N,e > 0, it holds:

lim P" (sup |IAXV] > 5) = 0.
n—oo tSN

Remark. Theorem A.2 is an important characterization that guarantees the C-tightness
of a sequence of cadlag processes proving its tightness and the fact that the amplitude of
jumps converges to zero in probability.

We suppose now to work with a sequences of locally square integrable martingales
AV

Theorem A.3. (Theorem VI-4.13 in [JS03]) Suppose that (Z" — Z')n>1 is a sequence
of locally square-integrable martingales, and denote by (X™),>1 the sequence of quadratic
variations, i.e. X" = [Z",Z"| for anyn > 1. If

1. the sequence (Z§)n>1 1 tight,
2. the sequence (X™),>1 is C-tight,

then the sequence (Z™),>1 is tight.
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We state a theorem that relates the limit of a sequence of martingales to the limit of
the sequence of their brackets. This result is a version of theorem VI-6.26 in [JS03], since
we state it looking directly at tightness of the brackets.

Theorem A.4. (Theorem VI-6.26 in [JS03]) Given a sequence of local martingales (Z™),,
with |AZ"| < k, for k >0, assume that

1. Z" —— Z* in law;

n—oo

2. for any t > 0, the sequence ([Z", Z")), is tight.

Then we have
(Z™ 2", Z"]) —— (Z°°,[Z2°, Z*°]) in law,

n—oo

(2", 72" —— [Z°°,Z°°] in law.

n—oo

We present now a theorem for the convergence in law of sequences of local martingales.

Theorem A.5. (Theorem VIII-3.11 in [JS03]) Assume that Z is a continuous Gaussian
martingale with characteristics (0,C,0), and that (Z™),>1 is a sequence of local martin-
gales with bounded jumps, i.e. |AZ"| < k, ¥Yn > 1. Then the following properties are
equivalent:

1. Z" —— Z in law,

n—oo

2. (2", 7" —— C in law,

n—o0

where [Z™, Z"] denotes the quadratic variation of Z".

We conclude this appendix reporting a theorem of representation of martingales, taken
by [RY99].

Theorem A.6. (Proposition V-3.8 in [RY99]) If M is a continuous local martingale such
that the measure d(M, M), is a.s. equivalent to the Lebesgue measure, there exist a process
fi predictable and strictly positive dt ® dP-a.s. and a Brownian motion B such that, for
all t > 0,

d{M, M), = f,dt

and .
1
M, = M, —|—/ f¢ dBs.
0

A.4 Tauberian theorem

We present some useful results concerning slowly varying functions and Tauberian
theorem, taken by [BGTS89].

Definition A.2. A measurable function L : R, — R is called slowly varying if, for all
s> 0,
L(st)
-
L(t) t—o0
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Proposition A.7. Let L be a slowly varying function and o > 0, then

t™L(t) — 0.

t—o00

Theorem A.8. Let U be a positive measurable function on RY such that for all s > 0 it
satisfies

for some function g. Then there exist a constant o € R and a slowly varying function L
such that

g(t) =t°

U(t) =t*L(t).

Theorem A.9. (Tauberian theorem) Let U be a measurable non-negative function,

c>0, and p > —1. Assume that U fo e **U(s)ds is finite for any z > 0, and
L(t)
U(t) ~ysoo CtP —————
1) ~ioe R4

for L a slowly varying function. Then

A

1
U(z) ~.or c2 P71 L (—) )

z

A.5 Mittag-LefHler functions

Definition A.3. Let o, non-negative constants. The function

ZTL
Eop(2) = Zm7 z€C,

n>0

is called Mittag-Leffler function. Moreover, if & € (0,1] and A € R*, we define the
Mittag-Leffler density function as

) = M B, o(— M), ¢ >0,

and its cumulative distribution function
Fo >\ / fa )\ t Z 0.

The Laplace transform of f** is

A

Fo _
1) A+ 2o
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A.6 Fractional integrals and derivatives
We define fractional integrals and derivatives, following [SKM93].

Definition A.4. Consider a parameter a € (0, 1) and a A-Holder function f (with A > «).
Then we define the fractional integral as

1°f(z) = 1)/;( 10 g

N r—t)l-e

and the fractional derivative as

« _ 1 d ’ f(t)
DI = e )y G

We also state two results about fractional integrals and derivatives. Let us denote by
H* the space of Holder continuous functions with exponent A > 0.

Proposition A.10. (Proposition A.1 in [JR16]) If f € H* and f(0) = 0, then for any
a <\, f admits a fractional derivative of order o and D®f € H .

Proposition A.11. (Corollary A.2 in [JR16]) Let ¢ be continuous and 1 such that
atip(x) € HA for some p > 0. Then, for any o < min(1 — p, \), D) ezists, belongs
to L" for some r > 1 and

/ ot — s)(s)ds = /t I7¢(t — s)D*Y(s)ds
0

We present now a result taken by Example 42.2 in [SKM93|, which explains how we
can derive equation (4.15). It is an application of theorem 42.1 in [SKM93], see it for
detailed arguments.

Consider the following Cauchy problem:

D%y(x) — Ay(x) = h(x) forn—1<a<n,
D Fy(2)] a0 = bi fork=1,...,n
where h is a given function, A, by are fixed.

To find the solution, following the idea developed in the proof of theorem 42.1 in
[SKMO3], we can define the following sequence recursively:

ak

Z "Tla—k+1)
Un() = 0l2) + ﬁ / (& 00 g ()t + ﬁ / - 0 h(B)dt, meN,

which can be written also as

n m+1 )\j—l ja—k

m PV x P

j=1
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for m € N. Using the result about the convergence of this sequence proved in the afore-
mentioned theorem, it is sufficient to pass to the limit as m — oo to find the solution of
the Cauchy problem. This gives

y(x) = Z bt By itar(M2®) + / (2 — w)* 'h(u) Eg oAz — u)*)du.
k=1 0
In particular, if a € (0, 1] and k£ = 1, we get
y(r) = bia® ' Ey o (M%) + / (z — u)* 'h(u) By a(Mz — u)®)du. (A.4)
0

Now we can come back in the proof of Theorem 4.3. Indeed, starting by equation
(4.14), we have

X, = /Ot feMt — s) (s - \/%Z) ds
_ /Ot(t ) B, (A — $)")A (s + \/%Z) ds,

with Xy = 0. This expression has the form of (A.4), hence we conclude that X; solves
the equation

1
DaXt + )\Xt - )\ (t + me/)

which gives (4.15).
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Appendix B

Pictures
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Figure B.1: Example of sample paths at microscopic scale of the processes U, and X;.
U, = T;t — T is the cumulated trade process, where T and T~ are counting processes
for the number of buy market orders and sell market orders respectively. X; = N;t — N,
is the price process and it is built with the processes N*, which counts the number of
upward jumps, and N~ , which counts the number of downward jumps. The simulation
is given for a model with exponential kernels and on a few minutes time interval. It is
evident the fact that the price moves on a discrete grid.

Reference: Figure 1 in [BM14].
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0 2000 4000 6000
time (s)

Figure B.2: Example of sample paths at macroscopic scale of the processes U; and X,
with the same notation of Figure B.1, but in a wider range of time. The discreteness of
the movements of the previous case is now replaced by a diffusive dynamics.

Reference: Figure 2 in [BM14].
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Figure B.3: Plot of market impact, transient market impact and permanent market impact
for a metaorder executed uniformly, with f = 1y} and a = %
Reference: Figure 1 in [JR20].

‘Jon patdw)

Figure B.4: The S&P volatility surface as of June 20, 2013.

The implied volatility of an option is the value of the volatility parameter in the Black-
Scholes formula required to match the market price of the option. The volatility surface
is the plot of the implied volatility as a function of the strike price and time to expiry.
Volatility models driven by a fractional Brownian motion with Hurst exponent H close

to zero manage to generate a volatility surface with the correct shape.
Reference: Figure 1.1 in [GJR18].
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