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Abstract

This thesis focuses on the design of steering control strategies in long combination of
heavy vehicles. In particular, we consider the problem of controlling the steering angle
of the axles of a unit called dolly, connecting a truck and a semi-trailer in a so called
“Nordic combination” that has a total length of 25 meters and a weight of about 60 tons.
The control problem can be stated as the problem of tracking a desired wheel angle with
desired performance in a given ranges of vehicle speed and road friction.

Designing a model-based control law is challenging due to the strong nonlinearities
stemming from the interaction between the road and the tire contact patch. The thesis
contribution are the designs of a (i) simple Proportional-Integral (PI) controller and (ii)
a Linear Parameter Varying (LPV) controller, based on Linear Matrix Inequalities (LMI)
techniques. Contribution (i) aims at showing the limitation of a simple linear controller,
while the objective of contribution (ii) is to propose a design framework for low level
steering control strategies operating in wide ranges of speed and road friction.
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perchè mi hai insegnato ad essere paziente e a sopportare, soprattutto quando eri piccolo.
Ora invece che sei più grande sei anche diventato un esempio da seguire per la tua tenacia
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tere che ti ammiro perchè quando ti metti in testa una cosa vai diritto per la tua strada e
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Chapter 1

Introduction

During the last millennium, the transport of people and goods became fundamental
to the human development. As a consequence, not only transportation means became
widespread, but they also significantly improved. A carriage becomes inefficient if a little
volume of material or few people are transported in a single travel. For this reason it is
important to fill up the transport vehicle at each trip, in this way it is possible to obtain
the maximum benefit from the transport. The dimension of the vehicle depends on the
type and the quantity of the transported material. In this thesis we focus our attention
on trucks. Using a double trailer truck for the transport of goods is more convenient than
using two single trailer trucks to transport the same amount of products. For this reason,
Volvo has put in place projects to develop long combination trucks.

Figure 1.1: Nordic Combination.

The Nordic Combination, shown in Figure 1.1, consists of two trailers: the first is
about 8 meters long and the second about 13 meters. The first trailer is connected to
the cab, whereas the second is hooked at the first by a mechanical link. This connection
system normally consists of four wheels, two per axis, and it is not able to steer. Starting
from this configuration, Volvo wants to realize a new type of truck that is able to steer the
Dolly’s wheels; this increases the manoeuvrability at low speed and the vehicle stability
at high speed.
To obtain this aim it is necessary to build a new connected mechanical part, called Active
Dolly, shown in Figure 1.2.
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2 CHAPTER 1. INTRODUCTION

Figure 1.2: Mechanical System: Dolly.

The purpose of this thesis is to design a low level steering control system for an Active
Dolly, that is able to control the road steering angle. Particular attention is focused on the
most important component of this machinery, the Wheel. This component introduces
strong nonlinearities, making the control design problem challenging. In the literature
different tire models can be found, some of these models are based on a Physical Model
and some others are based on a Semi-empirical Model. The model, on which this
project is based, is not so simple. This is due to the non-linearity of the equations that
describe the system and to their dependence on velocity. The aim of this work is to design
a stable controller for the nonlinear system that maintains the performance in different
conditions of velocity, from the low to the high speed.
The contributions of this thesis are:

• The design of a PI controller and the analysis of the limitations in terms of stability
and performance depending on the velocity variations;

• The design of an LPV controller by means of an LMI technique.

This thesis is structured as follows. Chapter 2 provides and explains the wheel equation.
First the control system used in this thesis will be described. Afterwards, there is an
introduction to a semi-empirical model, that describes in a mathematical form the forces
and moments acting in the system. Many and different semi-empirical models are available.
In this thesis the Pacejka Model, used by Volvo, is considered and developed. The first
controller we consider, is discussed in chapter 3. This controller is the simpler and more
widespread in the market, namely a PI Controller.

Therefore, in Chapter 4 we explain the need for a new controller, a LPV robust con-
troller. Indeed, the PI controller and the sensitivity controller are not able to correctly
control the system. The non-linearity of this analyzed system requires a LPV robust con-
trol, in order to obtain acceptable results.
Chapter 5 is devoted to the presentation of some simulations used to test the controller.
Finally, in Chapter 6 the conclusions and future work are presented.



Chapter 2

Tire Modeling

The objective of this chapter is to provide a basic understanding of the physics, under-
standing the behavior of a tire in contact with the road. The material presented in this
chapter has been distilled from [1] (chapter 1 from page 1 to 13, chapter 2, chapter 3 from
87 to 127 and chapter 4).

Figure 2.1: Tire Axis System [1]

Figure 2.1 represents the forces, moments and angles characterizing the behavior of the
wheel.
The longitudinal force Fx acts along the X-axis, together with the moment Mx, which
appears consequently to the oscillation of the tire. The angle between the X-axis and the
velocity vector V is the slip angle α.
The lateral force Fy, the speed of revolution Ω and the moment My act along the Y-axis.
Finally, along the Z-axis, the force Fz and the self aligning moment Mz are defined. In the
presence of a deflection, the angle between the Z-axis and the normal axis of the wheel is
the camber angle γ.

3



4 CHAPTER 2. TIRE MODELING

If the road surface is flat we can approximate the contact patch with a rectangle where 2a
is the length and 2b is the width. Indeed the moment Mz value increases proportionally
with the contact surface between the wheel and the road.

The purpose of this chapter is to describe the Steering Dynamics used to desing a
control system. To this purpose, it will be useful to introduce the reference system and the
input tire quantities and subsequently the most used semi-empirical model, called Pacejka
Model. This model describes in an analytical way the wheel equation functioning and it
is necessary to control the wheel system.
The Pacejka Model, shown in this thesis, is a distillate of the results contained in
Pacejka’s book [1].

2.1 Tire Steering Dynamics

The following sections will introduce and explain the input variables, the physical model
and the semi-empirical model of the tire. We need this knowledge to derive an accurate
description of the forces acting on the wheel. Preliminarly we derive the steering equation
that we will use to design the controller.
The steering angle θ satisfies the differential equation:

Iwθ̈(t) = −bθ̇(t) + M̄z(t, κ, α, µ, Fz) + Tin(t) (2.1)

where Iw is the tire inertia, b is the damping coefficient, M̄z is the disturbance and Tin(t)
is the control input and is the moment that the controller has to generate to control the
system.

2.2 Reference Frame, Basic Terminology and Notation

After introducing the steering equation, we have to define the Tire Reference System that
we use in this work. Figure 2.1 shows a reference frame, introduced with the origin in
the point of contact between the road and tire and the most relevant variables. Assuming
to be in the case of free rolling on a flat road and without an upright position (γ = 0)
and without yaw rate (ψ̇ = 0), the velocity acting in the center of the wheel along the
longitudinal direction is:

Vx = reΩ, (2.2)

where Ω is the rotating speed of the wheel and re is the effective wheel radius. In condition
of braking and driving the longitudinal slip is different from zero and the contact patch
will move with a longitudinal slip speed Vsx defined as:

Vsx = Vx − reΩ. (2.3)

The longitudinal slip or slip ratio κ is defined as the ratio between the longitudinal slip
velocity Vsx of the contact patch and the speed of the wheel center Vx:

κ = −Vsx
Vx
⇒ κ = −Vx − reΩ

Vx
. (2.4)

The sign of κ depends on the wheel state. During the tire driving the longitudinal force Fx
is positive, then κ is positive, but when braking the sign of Fx changes and consequently
even the sign of κ becomes negative. When the wheel is locked (Ω = 0), the slip ratio
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value saturates at -1.

When the tire proceed straight, there is only a longitudinal slip velocity Vsx, as shown
before. During a curve manouvre, another slip velocity appears along the lateral axis, the
lateral slip velocity −Vsy. The lateral slip or slip angle α is the arctan of the ratio between
the lateral slip velocity −Vsy and the longitudinal slip velocity Vsx:

α = arctan
(
−Vsy
Vsx

)
. (2.5)

The spin slip ϕ is obtained as the ratio of two terms: −ωz absolute speed of rotation
speed and the longitudinal velocity Vx. The expression of −ωz is derived as the difference
between the yaw rate ψ̇ and the term Ω sin γ that represents the camber reduction. In
this way, we obtain for ϕ the following expression:

ϕ = −ωz
Vx

=
(ψ̇ − Ω sin γ)

Vx
. (2.6)

If the slip angle is constant (α̇ = 0) and the road is fla, the expression of ϕ becomes:

ϕ = − 1
R

+
Ω
Vx

sin γ = − 1
R

+
1
re

sin γ, (2.7)

where re is the effective wheel radius.

2.3 Pacejka Model

In order to provide the necessary understanding of the tire forces and moments, a semi-
empirical model is presented next. This is called Pacejka Model. This model consists
of a number of shape functions, whose parameters are calculated using experimental data
and whose evolution follows the real one.

2.3.1 Shape Functions

The forces and the moments, included the self aligning moment Mz, can be defined using
a shape function with the following expression:

y(x) = D sin [C arctan {Bx− E (Bx− arctanBx)}] , (2.8)

where x is the input variable κ or α, B is the stiffness factor, C the shape coefficient, D the
peak value and E the curvature coefficient. (2.8) generates a curve that passes through the
origin, reaches a maximum and subsequently tends to an horizontal asymptote. However,
the self aligning curve does not usually pass over the origin and shows an anti-symmetric
shape respect to the origin. For this reason, we shift terms were introduced and therefore
the curve shows an offset toward the axis origin:

Y (X) = y(x) + SV

x = X + SH
(2.9)

where X is the input variable, such as tanα or κ, Y is the output variable for example
(Fx, Fy or Mz), SV is the vertical shift and SH is the horizontal shift.
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Figure 2.2: The meaning of the coefficient appearing in the Magic Formula curve. [1]

In Figure 2.2 the geometric interpretation of the coefficients in (2.8) is shown. arctan(BCD)
corresponds to the slope of the curve, while the D coefficient represents the peak of the
curve and the value of C changes the amplitude of the sine function. The E coefficient has
different properties: it modifies the curvature at the peak and defines the position of the
ascissa of the peak point. Finally, the B coefficient is used to determine the slope at the
origin and is called stiffness coefficient.
The shape coefficient C may be computed as:

C = 1±
(

1− 2
π

arcsin
ya
D

)
, (2.10)

where ya is the height of the horizontal asymptote described in Figure 2.2.
On the other hand, the value of E is given by:

E =
Bxm − tan[π/(2C)]
Bxm − arctan[Bxm]

, (2.11)

where xm is the peak point, as shown in Figure 2.2.

2.3.2 Representation of the Self Aligning Moment

The self aligning moment Mz is obtained as the sum of three terms:

Mz = −t(αt,eq)Fy +Mzr(αr,eq) + s(Fy, γ)Fx. (2.12)

The first term is the product of the side force Fy and the pneumatic trail t. The second
term represents a small residual torque Mzr, as shown in Figure 2.3. The last term takes
into account the contribute of the longitudinal force. Indeed, s(Fy, γ) is the point of
application of the force and Fx is the longitudinal force.
The side force Fy takes into account the influence of the longitudinal force and is therefore
defined in the following way:

Fy = GyκF
′
y + SV yκ, (2.13)

where Gyκ is the weight function.
The generic weight function G is introduced to reproduce the interaction effect between Fy
and κ or Fx and α and it is multiply the original pure slip function (2.8). The characteristic
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of G is similar to an hill and it reaches its maximum value in case of pure slip (either κ or
α equal to zero). The cosine version of (2.8) is used to represent the hill shaped function:

G = D cos [C arctan(Bx)] . (2.14)

The residual force exhibits the same behavior of the pneumatic trail:

Mzr(αr) = Dr [arctan(Brαr)] (2.15)

where:
αr = tanα+ SHf (2.16)

and SHf is the shift term with respect to the slip angle. We can observe that each element
in (2.12) is modelled using the Magic Formula (2.8), upon replacing the sine function
with the cosine function. In this way the peaks are shifted sideway and equation (2.15)
produces a hill-shaped curve. The residual torque has the maximum value Dr at the slip
angle when the side force becomes zero. This is shown in Figure 2.3.

Figure 2.3: The self aligning torque composed from two term. [1]

The advantage of using (2.12), instead (2.8), to obtain the aligning torque is that in this
way we can assess directly the function for the pneumatic trail needed to handle the
combined slip situation.
The longitudinal force Fx is adjusted with the weighting function Gxα: in this way also
in the longitudinal force there is the interaction with the lateral force. The αt,eq and αr,eq
terms, that appear in the equation of the pneumatic trail and the residual moment, are
the equivalent slip angles incorporating effect κ on the composite slip. StOnce we define
the value of αt as:

αt = tanα+ SHt (2.17)

we can therefore introduce the terms αt,eq and αr,eq, appearing in (2.12) and (2.15):

αt,eq =
√
α2
t +K2κ2 (2.18)

where K is used to approximate the same effect on the degree of sliding in the contact
patch. The expression of αr,eq is similar to (2.18).

(2.12) describes the self aligning moment characteristic: due to the presence of the
trigonometric function this curve has a non-linear characteristics.
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2.3.3 Detailed Analysis of Self Aligning Moment

Section 2.3.1 explains how the self aligning curve was obtained. Now we want to analyze
the main relationship between the self aligning moment and the input parameters described
at the beginning of this chapter. Based on (2.12) described in 2.3.1, the self aligning
moment can be written as a function of the following input parameters:

Mz = fz(κ, α, µ, Fz, γ, ϕ) (2.19)

where:

• κ = slip ratio;

• α = the slip angle. This depends on the steering angle δ and the vehicle states;

• µ = friction coefficient between wheel and road;

• Fz = normal force;

• γ = camber angle;

• ϕ = turn slip defined as:

ϕ = − 1
Vx

(ψ̇ + (1− εγ)Ω sin γ), (2.20)

where the ψ̇ is the yaw rate, Vx is the longitudinal velocity or forward velocity, εγ is the
camber reduction coefficient for the camber angle and Ω is the rotational velocity of the
wheel. For trucks the value of εγ is approximately equal to 1, so (2.20) reduces to:

ϕ = − ψ̇

Vx
= (for constant angle of steering) = − 1

R
(2.21)

where R is the radius of the travelled path.
It should be noticed that ϕ decreases with Vx. Hence, Mz depends on ϕ at low speed only.
In order to analyze how the three terms in the self aligning moment Mz equation (2.12)
depend on the input variables, we present again the formula:

Mz = −tFy + sFx +Mzr, (2.22)

where the −tFy term represents the lateral deformation that occurs in the wheel, sFx the
longitudinal one and the term Mzr represents the forces and moments acting on the wheel
at a low speed. The dependencies of the input parameters are:

• t = ft(κ, α, Fz, γ, ϕ) is the pneumatic trail;

• Fy = fFy(κ, α, µ, Fz, γ, ϕ) is the lateral force;

• s = fs(Fy, Fz, γ) is the moment arm;

• Fx = fFx(κ, α, µ, Fz, γ, ϕ) is the longitudinal force;

• Mzr = fMzr(κ, α, µ, Fz, γ, ϕ) is the residual torque.

In the following, we analyze every single term of the moment’s equation (2.22).
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Term: −t Fy
The term −t Fy models the moment on the tyre in a cornering manouvre.
The pneumatic trail is a shape function that decays with increasing side slip, and is
described by the following nonlinear function:

t = ft(κ, α, Fz, γ, ϕ) (2.23)

where:

• κ = slip ratio;

• α = slip angle;

• Fz = normal force on the wheel;

• γ = camber angle;

• ϕ = turn slip.

The pneumatic trail t is descripted using the shape function (2.8); the result is the follow-
ing:

t = Dtcos[Ctarctan{Btαt − Et(Btαt,eq − arctan(Btαt,eq))}] (2.24)

where:

• Dt is the peak value that depends on the variables Fz, γ and ϕ;

• Ct is a shape factor;

• Bt is the stiffness factor, depending on Fz and γ;

• Et is the curvature factor, depending on Fz and α;

• αt,eq is a combination of the slip ratio and the slip angle and is equal to
√
α2
t +K2κ2,

where K is a constant.

Figure 2.4 shows how the term t redefines the curve of the lateral force Fy as a function
of αt,eq.

Figure 2.4: Effect of the trail t
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It is interesting to observe that the value of camber angle γ is rather small in a vehicle/truck
wheel (i.e. is around 1 ÷ 4 degrees), hence in the formulas described in [1], it does not
significantly affects on the term t. For this reason, we can simplify the equation of the
trail and omit the value of the camber angle γ.
Hence equation (2.23) can be simplified as follows:

t = ft(κ, α, Fz). (2.25)

The side force, or lateral force, Fy is the force acting on the tyre vehicle cornering and
is defined in (2.13). We have only to describe the Fy term as a nonlinear function of the
following variables:

Fy = fFy(κ, α, µ, Fz, γ, ϕ) (2.26)

The lateral force Fy is described using the shape function (2.8); the result is the following:

Fy = Dy sin [Cy arctan {Byαt,eq − Ey(Byαt,eq − arctan(Byαt,eq))}] (2.27)

where:

• Dy is the peak value that depends on the variables Fz, γ and ϕ;

• Cy is a shape factor;

• By is the stiffness factor, depending on Fz and γ;

• Ey is the curvature factor, depending on Fz and α;

• αt,eq is a combination of the slip ratio and the slip angle and is equal to
√
α2
t +K2κ2,

where K is a constant.

where:

• κ = slip ratio,

• α = slip angle,

• µ = friction coefficient,

• Fz = normal force on the wheel,

• γ = camber angle,

• ϕ = turn slip.

Similar arguments hold for Fy, leading to the following simplified expression:

Fy = fFy(κ, α, µ, Fz). (2.28)

An example of a lateral force as a function of α for given κ, µ and Fz is shown in Figure
2.4. Finally, we can write the expression using the formulas (2.25) and (2.28), as follows:

−t Fy = −ft(κ, α, Fz) tFy(κ, α, µ, Fz) (2.29)
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Term: s Fx

The second term in (2.22) models the effect on the moment Mz of the braking and driving
force. This term is the product of the force arm s and the longitudinal force Fx. The force
arm is defined as the nonlinear function:

s = fs(Fy, Fz, γ) (2.30)

So the s term is a shape function depending on the camber γ, the normal force Fz and the
lateral tire deflection related to Fy, as shown in the following equation:

s = R0

{
Ks1 +Ks2

Fy
Fz

+Ks3γ

}
, (2.31)

where R0 is the wheel radius and Ks1, Ks2 and Ks3 are constant. As far as parameter t
in Section 2.3.3 is concerned, we can neglect the camber angle γ in the final formula of s,
obtaining the following expression for the force arm:

s = fs(Fy, Fz). (2.32)

The longitudinal force Fx is generated in a braking/driving condition and is expressed as:

Fx = fFx(κ, α, µ, Fz, γ, ϕ). (2.33)

The longitudinal force is expressed by the equation (2.8) as follow:

Fx = Dx sin [Cx arctan {Bxαt,eq − Ex(Bxαt,eq − arctan(Bxαt,eq))}] (2.34)

where:

• Dx is the peak value that depends on the variables Fz, γ and ϕ;

• Cx is a shape factor;

• Bx is the stiffness factor, depending on Fz and γ;

• Ex is the curvature factor, depending on Fz and α;

• αt,eq is a combination of the slip ratio and the slip angle and is equal to
√
α2
t +K2κ2,

where K is a constant.

where:

• κ = slip ratio;

• α = slip angle;

• µ = friction coefficient;

• Fz = normal force on the wheel;

• γ = camber angle;

• ϕ = turn slip.

As for the trail function t in (2.25), we can simplify the function of the longitudinal force
and write the previous equation as:

Fx = fFx(κ, α, µ, Fz). (2.35)

Finally, we can write the the second term in (2.22), by combining the formulas (2.32) and
(2.35), as follows:

s Fx = fs(Fy, Fz) fFx(κ, α, µ, Fz). (2.36)
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Term: Mzr

The residual torque Mzr models the moment acting on the tyre when the lateral and
longitudinal forces become zero. Hence the forces Fy and Fx are assumed close to zero,
as it can be seen in Figure 2.5. This term becomes particularly important in low speed
manouvres, when the velocity is very close to zero and the effect of the first two terms in
equation (2.22) is almost null.

Figure 2.5: Description of the Moment Mzr

The term Mzr is defined in section 2.3.1 in (2.15) and it depends on:

• κ =slip ratio;

• α = slip angle;

• µ = friction coefficient;

• Fz = normal force on the wheel;

• γ = camber angle;

• ϕ = turn slip.

The value of α and κ appear in the residual torque Mzr, as reported in formula (2.18);
the coefficient K is the ratio between the longitudinal and lateral slip stiffness.

αr,eq =
√
α2
r +K2κ2 (2.37)

As for the terms t and Fy in −t Fy, we can simplify this equation by neglecting the effect
of the variables γ and ϕ, following the same arguments. We then obtain the expression of
the residual torque as:

Mzr = fMzr(κ, α, µ, Fz). (2.38)

Following the aforementioned consideration, using (2.29), (2.36) and (2.38), the equa-
tion of the residual torque can be written as the equation of the self aligning moment:

Mz = −ft(κ, α, Fz) fFy(κ, α, µ, Fz) + fs(Fy, Fz) fFx(κ, α, µ, Fz) + fMzr(κ, α, µ, Fz) (2.39)

The dependence of the self aligning moment on the parameters κ, α, µ and Fz is shown
in the Appendix A.
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2.3.4 Effects of Velocity on Self Aligning Moment

In this section we analyze the effect of velocity Vx in (2.22). Indeed, equation (2.22)
depends on ϕ only at low speed. To take this into account, we have to add the turn
slip quantity ϕ into the model (2.22). In [1] the shape form ζ appears to introduce the
dependence on ϕ in every term of (2.22). Now, it is shown how this term is introduced in
each component of Mz and how it modifies the variables.
In Appendix B the complete formulas of ζ are reported.

Effect on the Mzr term

The Mzr term is the one most influenced by the ζ term. The equation of the residual
moment was rewritten in section 2.3.1 using equation (2.15):

Mzr(αr) = Dr [arctan(Brαr)] (2.40)

In every variable Dr, Cr, Br and αr there are different ζ shape functions that change their
value together with the velocity.
In the expression (2.16) of αr the coefficients ζ2, ζ3 and ζ4 change the value of this angle.

αr = tanα+ SHf

SHf = Kϕ9ζ4 +Kϕ10ζ2
(2.41)

where Kϕ9 and Kϕ10 are constant, and the terms ζ2 and ζ4 are defined as follow:

ζ2 = cos[arctan(Kϕ2ϕ)]

ζ4 = 1 + SHyϕ −
SV yγ
Kyα

(2.42)

where:

• SHyϕ is a shape factor and it depends on Fz and ϕ;

• SV yγ is a term depending on Fz, γ and ζ2;

• Kyα is a term depending on Fz and ζ3.

At zero velocity, SV yγ and Kyα are zero because there are ζ2 and ζ3 term that annul the
value. Indeed, the SHyϕ term is approximately Fz because the ζ4 term is equal to Fz if
the velocity is zero. Instead, if the velocity is different from zero we have that SV yγ and
Kyα are more or less equal and their ratio is 1. The value of ζ4 is close to zero because
the SHyϕ term is about zero.
In the Br term there is the ζ6 variable and it is introduced in the way that changes the
ampitude of the Br. The ζ6 variable changes the value of the arcotangent function and
hence the value of the cosine, so at low speed (2.40) depends only of the term Dr. The
expression of ζ6 is the following:

ζ6 = cos[arctan(Kϕϕ)] (2.43)

In the Cr term there is the ζ7 variable. This term changes the value of the cosine function
and there is similar arguments hold for Br. The expression of ζ7 is the following:

ζ7 =
2
π
arcos(

Mzϕ90

Drϕ
) (2.44)

where:
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• Mzϕ90 is a term that depends on Fz, µ and ϕ;

• Drϕ is a term that depends on Fz and ϕ.

In (2.44) if the velocity is close to zero the values of Mzϕ90 and Drϕ are equal, more or
less, to Fz and the term ζ7 is zero, because the arcocosine value is zero. Whereas if the
velocity is different from zero, the value of the Mzϕ90 term is zero and ζ7 is equal to 1
because the arcocosine value is π

2 .
At last, in the Dr term there are ζ2 and ζ8. These two terms influence the amplitude of
in (2.40), indeed at low speed Dr is equal to the product of µ and Fz, while at high speed
this term is equal to zero. The equation of ζ8 is the following:

ζ8 = 1 +DDrϕ sin(Kϕ8ϕ)
Dr = µFzζ2 + ζ8 − 1

(2.45)

where DDrϕ depends on Fz and µ. If the velocity is close to zero equation (2.45) is equal
to the product between Fz and µ. If the velocity is different from zero, (2.45) is equal to
1.
In the Figure 2.6 is shown as the velocity influences the residual moment characteristic.
The Mzr term assumes high values when the velocity is close to zero. This behavior is
due because the residual moment describes the force acting on the tire when the velocity
is close to zero. For this reason, the value of Mzr is high for low speed. Increasing the
velocity, Mzr descreases its values and becomes zero at high speed.

In conclusion, the residual moment Mzr describes the forces acting on the tire at low
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Figure 2.6: Characteristic of Mzr depending on the slip ratio on the left and depending
on the slip angle on the right.

speed. This term assumes high value at low velocity and decreases its effect when the
velocity increases.

Effect on the −tFy term

After the analysis of Mzr term in (2.22), we want to see how the velocity influences the
combined term −tFy, as shown in Figure 2.7. This term describes the forces acting on the
tire when there is a cornering manouvre.
In Figure 2.7 on the left, it is shown the comparison between the influence that the velocity
has on the −tFy term and the effect that the slip ratio κ has on the same term. When
the velocity is low the −tFy term is zero for every value of κ, instead when the velocity is
high this term has a peak close to the zero value of κ. This perfectly corrisponds to what
we expected to see. The practical meaning of the graph is the following: at low speed, the
lateral term is practically irrelevant; at high speed it becomes instead important, especially
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Figure 2.7: Characteristic of −tFy. On the left it depends on the slip ratio, on the right
depends on the slip angle.

in conditions of full adhesion, i.e. when κ is close to zero. In Figure 2.7 on the right, it
is shown how the velocity influences the −tFy term comparing this influence to that that
the slip angle α has on the same term. The behavior is equal to the one analized for
the slip ratio κ. The −tFy characteristic respects the slip angle α meaning that at low
velocity we do not have any effect of the term, increasing the velocity the effect of the
velocity appears. At high velocity the curve has, more or less, the same waveform of the
self aligning moment.
In conclusion, at low speed, the lateral term −tFy is practically irrelevant both for the slip
ratio κ and for the slip angle α. At high speed it becomes instead important, especially in
conditions of full adhesion, i.e. when κ is close to zero. Regarding the −tFy characteristic
respects the slip angle α meaning that at high velocity the curve has, more or less, the
same waveform of the self aligning moment.

Effect on the sFx term

The last term of (2.22), that we are remained to analyze how the velocity influence its
behavior, is the combined term sFx, as shown in Figure 2.8. This term represents the
forces acting on the tire when there is a braking/driving manouvre.
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Figure 2.8: Characteristic of sFx. On the left it depends on the slip ratio, on the right
depends on the slip angle.

In Figure 2.8 on the left, it is shown how the velocity influences the sFx term respect the
slip ratio κ. We note that if the velocity changes its value from low to high speed, the curve
increases its values. Instead, increasing the velocity, the adhesion term becomes higher,
especially when the longitudinal slip, κ is close to zero. In Figure 2.8 on the right, it is
shown how the velocity influences the sFx term respect the slip angle α. The characteristic
has a strange behaviour that we do not expect: the curve is zero for every value of α. This
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is strange and the only possible explanation is that in case of slip angle changing the arm
force s is zero and this causes the strange behavior.
In conclusion, the speed influences the sFx term because it assumes higher values more
as the velocity increases. In other words, the term that describes the longitudinal tire
deformation depends on the velocity.

Effect on the Mz

At the end of our analysis of the effect of the velocity on (2.22), we show in Figure 2.9, as
the characteristic of Mz changes with the velocity.
In Figure 2.9 on the left, it is shown how the self aligning moment characteristic changes
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Figure 2.9: Characteristic of Mz. On the left it depends on the slip ratio, on the right
depends on the slip angle.

with different velocities in relation with the slip ratio κ. We note that the curve is in
particular the sum of two terms: Mzr at the low speed and sFx at the high speed. Indeed,
if we observe the Figure 2.6 and 2.8 on the left, we note the following behavior. At low
speed the characteristic is very elevate and has a peak in corrispondence of the value
κ = 0, but maybe this value is too elevate. At high velocity we have that the curve
becomes equal to sFx, this is an agreement with the previous description of the term sFx
and Mzr. Instead, in the Figure 2.9 on the right, it is shown how the self aligning moment
characteristic changes with different velocity in realtion with the slip angle α. This time
the curve is the sum of the residual moment term Mzr and the term −tFy. Observing the
right Figure of 2.8 and 2.6 we note that at low speed the curve depends on the value of
Mzr and at high speed the characteristic assumes the same value as −tFy.
We understand that the decription of the self aligning moment, described in the equation
(2.39), depends on the value of the velocity.



Chapter 3

Baseline Controller

In this chapter we show the design of a baseline controller with the objective of:

1. Assessing the performance of the controller later designed in chapter 4;

2. Show the limitations of simple controller structures such as P or PI.

3.1 Problem Formulation

Consider the system:

 
 
 
 
 
 
 
 
 

C(s)  Tire Steering 
Dynamics 

!
in
(t)   !

out
(t)  T

in
(t)  + 

‐ 

e(t)  

Figure 3.1: Initial Control System.

where the Tire Steering Dynamics are described by equation (2.1), the reference input
θin(t) is the desired steering angle, the system output θout(t) is the actual steering angle,
and Tin(t) is the control input.
The objective of this chapter is to design a linear controller C(s) that makes the resulting
controled loop satisfy the following specifications:

• M = 15 % (overshoot);

• Minimize the settling time ts and the rise time tr;

• Zero steady state error at the step;

• Limit the value of the control input below 200 Nm.

Two structures, namely P and PI controllers, will be considered.

17
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3.2 Control Oriented Model

The Tire Steering Dynamic equation (2.1) is reported next:

Iwθ̈(t) = −bθ̇(t) +Mz(t, κ, α, µ, Fz) + Tin(t). (3.1)

Equation (3.1) is nonlinear due to the presence of the self aligning moment Mz. Next, we
derive a linear model of the equation (3.1) to design a controller C(s) with standard the
frequency domain techniques.
For constant κ, µ and Fz, Mz is a nonlinear function of α, as shown in Figure 3.2. Nev-
ertheless, such nonlinear characteristics can be nicely approximated by a piece-wise linear
function by partitioning the x-axis in three different regions and approximating the curve
with three different lines, one for each region as shown in Figure 3.2.
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Figure 3.2: Self Aligning Moment Piecewise Line Characteristic.

The 2nd region is the “linear” region and is characterized by a positive slope of the cor-
risponding linear approximation, while the 1st and the 3rd regions are called “saturation”
regions and have a negative slope.
The description of the approximated self aligning moment characteristic with a piece-wise
linear function is the following one:

Mz =


−CMα,1α− M̄z,1, −20◦ < α < −6◦,
CMα,2α− M̄z,2, −6◦ < α < 6◦,
−CMα,3α+ M̄z,3, 6◦ < α < 20◦,

(3.2)

where CMα,1, CMα,2 and CMα,3 are positive coefficients. The constant terms M̄z,1, M̄z,2

and M̄z,3 are determinated via numerical linearization .
As we can see from Figure 3.2, it is clear that, one fixed the values for κ, µ and Fz, both
CM,α,i and M̄z,i depend on α. Moreover, from equation (2.19) we conclude that CMα,i

and M̄z,i depend on κ, µ and Fz as well:

Mz(t, κ, α, µ, Fz) = M̄z(κ, α, µ, Fz) + CMα(α, µ, Fz)α(t). (3.3)
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The approximation (3.2) can be further manipulated to express Mz as a function of θ.
Indeed, the slip angle α(t) is a function of the steering angle θ(t) as follows

α(t) ' arctan

(
Vy + dψ̇

Vx
− θ(t)

)
, (3.4)

where Vx and Vy are the longitudinal and lateral velocities of the wheel, d is the tire dis-
tance of the steering axis from the dolly center of gravity (COG) and ψ̇ is the yaw rate,
as shown in Figure 3.3.
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Figure 3.3: Simplifield dolly model.

In case of a small slip angle (|α| ≤ 15◦), it is possible to approximate the arctan
(
Vy+dψ̇
Vx
− θ(t)

)
with the argument of the arctan. At steady state, in a pure cornering manouvre (when

the tire executes a curve manouvre at a constant velocity), the term Vy+dψ̇
Vx

is constant.
Therefore, we can approximate equation (3.4) with the sum of a “constant” term, which

depends on the value of Vy+dψ̇
Vx

, and a variable term, which depends on the variable α(t).
Following the aforementioned considerations, the equation (3.4) at steady state in case of
little slip angle α becomes:

α(t) ' −θ(t) + c(Vx, Vy, ψ̇). (3.5)

Using equation (3.5), it is possible to substitute equation (3.5) in the approximated of self
aligning moment characteristic with a piece-wise linear function (3.2) and we obtain:

Mz =


−CMα,1θ − M̄z,1 + ε1, −20◦ < θ < −6◦,
CMα,2θ − M̄z,2 + ε2, −6◦ < θ < 6◦,
−CMα,3θ + M̄z,3 + ε3, 6◦ < θ < 20◦,

(3.6)

where ε1, ε2 and ε3 are unknown disturbances. These disturbances are due to two different
types of event, that the terms CMα,i and M̄z,i, i = 1, 2, 3, of equation (3.6) do not describe,
and they are:

• Constant input signals: in particular constant disturbances as the banking (incli-
nation of the road) and the unevenness of the road. So, we insert these disturbances
in the terms εi, i = 1, 2, 3;

• Linearization of the Mz characteristic: the equation (3.5) depends on the term
Vy+dψ̇
Vx

which varies according to different condition of working. In equation (3.2) the
terms CMα,i and M̄z,i, i = 1, 2, 3, are not constant in the nonlinear characteristic of
Mz. So, we regroup these two approximations in the terms εi, i = 1, 2, 3.
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In equation (3.7), the disturbances εi, i = 1, 2, 3, can be balanced out if the system has a
particular controller configuration. Indeed, the two types of interferences assume constant
values at steady state and εi, i = 1, 2, 3, can be approximated as constant terms. So, if
the control synthesis uses a controller with a pole in the origin (i.e. integrator effect), we
can eliminate the constant disturbance.
At steady state, therefore, equation (3.3) becomes:

Mz(t, κ, α, µ, Fz) =


−CMα,1θ − M̄z,1 + ε1, −20◦ < θ < −6◦,
CMα,2θ − M̄z,2 + ε2, −6◦ < θ < 6◦,
−CMα,3θ + M̄z,3 + ε3, 6◦ < θ < 20◦,

(3.7)

Indeed, by considering εi, i = 1, 2, 3, as unknown disturbances, we can describe

1. the effect of the approximation (3.5) of α given by equation (3.5);

2. the effect of the piece-wise linear approximation of Mz;

3. additional external disturbances, e.g., road banking.

In steady state maneuvers like, e.g., driving along a curve, εi, i = 1, 2, 3 can be well
approximated by constant disturbance.
Substituting equation (3.7) into equation (3.1), we obtain the Tire Steering Dynamic
equation in the Laplace domain for the different regions:

s2IwΘ(s) = Tin(s) + M̄z,i − CMα,iΘ(s)− sbΘ(s) + εi(s) ∀ i = 1, 2, 3 (3.8)

where Θ(s) and Tin(s) are the Laplace trasfoms of θ(t) and Tin(t) respectively. It is also
possible to write equation (3.8) as follows:

Θi(s) = Pi(s)Tin(s) +D(s)(M̄z,i + εi(s)) ∀ i = 1, 2, 3 (3.9)

where the plant Pi(s) is described by the following equation:

Pi(s) =
1

s2Iw + sb+ CMα,i
∀ i = 1, 2, 3. (3.10)

3.3 System Specifications

The controller C(s) has to be designed to satisfy the specifications given in section 3.1.
For reference signals θin(t) is generated by higher level controller. The spectrum of typical
θin(t) obtained from experimental data is shown in Figure 3.4.
To limit the control input, C(s) should be designed to make the magnitude of the control
sensitivity function Sc(s), defined as:

Sc(s) =
Tin(s)
Θin(s)

=
C(s)

1 + P (s)C(s)
, (3.11)

in the frequency range [0,ωθ] show in Figure 3.4. In particular, for a given amplitude of
Θin(s) in [0,ωθ], the objective is to maintain the control sensitivity bode diagram of the
magnitude below a fixed value |Sc|dB. This means that the control input is bounded at
the value Umax for all frequencies below ωθ.
The maximum value Umax, that the actuator is able to generate, sets the specification
on the maximum value that the magnitude Bode diagram can assume previously the
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Figure 3.4: Steering spectrum.

frequency ωθ. Since the actual technical specifications of the actuator are not available,
we have assumed Umax around 200 Nm. With the formula (3.12) we can calculate the
value of |Sc|dB:

|Sc|dB = 20 logUmax = 20 log 200 ' 46 dB (3.12)

This specification allows us to limit the control input of the system. The control sensitivity
function (3.11) has to satisfy the specification |Sc|dB ≤ 46 dB previously the frequency ωθ.
Using the ωθ specification, it is possible to achieve the minimum time rise of the system.
Indeed, we can make use of the empirical relationship:

ωθ ≥
0.35
tr
→ tr =

0.35
ωθ
≥ 0.35s (3.13)

where tr is the time rise. Starting with the rise time tr, we can calculate the maximum
natural phase ωf of the system as follows:

ωf =
1.8
tr
≤ 5.14[rad/s]. (3.14)

The natural frequency ωf is a specification in the frequency domain. To design a control
system we need another specification in the frequency domain, the phase margin ϕMF .
We obtain its value using the specification on the overshoot, as follows:

ϕMF = 2 cos
[
arctan

(
− π

log(M)

)]
≥ 1.18[rad] (3.15)

Using the sensitivity function, it is possible to limit not only the control input, but also the
noise affecting in the output θout(t). Indeed, if |Sc(s)|dB is small at the high frequencies,
it is possible to achieve the reduction of the noise in the output θout(t).
In the following section the PI controller will be designed in the “linear” region and then
the values found for the PI controller will be tested in the “saturation” one; it will be
shown how the response of the wheel system changes in the different region.
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3.4 Design of a Proportional Controller in the “Linear” and
“Saturation” Region

A proportional controller allows to satisfy the specifications for the settling time, the rise
time and the overshoot, introduced in section 3.1. However, with a proportional controller,
is impossible to respect the specification about the zero steady state error. Indeed, without
the integrator effect, the constant disturbances M̄z,i and εi, i = 1, 2, 3, in (3.7) cannot be
eliminated at steady state. Using the the Final Value Theorem, we obtain the result:

e(∞) = lim
t→∞

e(t) = lim
s→0

s E(s) = lim
s→0

s

1 + Pi(s) C(s)
1
s
6= 0◦ (3.16)

i = 1, 2, 3 and where e(∞) is the value of the error when the time t tends to infinity.
This result is valid both in the “linear” and in the “saturation” region. Therefore, it is
necessary to use a PI controller to obtain zero steady state error and reduce the control
input.

3.5 Design of a PI Controller

We use a PI control to achieve zero steady state error and also the other specifications. We
design the controller in the “linear” region, plant P2(s), and after we test the controller
in the “saturation” regions, P1(s) and P3(s). To obtain the values of the coefficients KP

and KI , we have to satisfy the following specifications:

|P2(jωf )||C(jωf )| = 1
∠P2(jωf ) + ∠C(jωf ) = ϕMF − 180◦

(3.17)

where | · | and ∠· denote modulus and phase, respectively.
Using the second formula in equation (3.17), it is possible to use the following relation:

∠C(jωf ) = ϕMF − 180◦ − ∠P2(jωf ) (3.18)

Reminding that the ∠C(jωf ) is equal to arctan
(
KPωf
KI

)
− 90◦, and it is possible to obtain

the value of KI from the following equation:

KI =
KPωf

tan(ϕMF − 90◦ − ∠P2(jωf ))
(3.19)

After the value of KI is derivatives, using the first equation of (3.17), it is possible to use
the formula to derivate the KP value, as shown in the following equation.

|C(jωf )| = 1
|P2(jωf )|

(3.20)

So, using the definition of |C(jωf )| =
√
K2
P +

(
KI
ωf

)2
, it is possible to obtain the expression

of the coefficient KP :

KP =
1

|P2(jωf )|
√

1 +
(
KI
ωf

)2
(3.21)

After KP and KI have been obtained from (3.21) and (3.19), we have to adjust these
values to satisfy also the control sensitivity specification. In Figure 3.5 on the bottom, it
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Figure 3.5: The Bode diagram of the open loop system and control sensitivity function.
The top Figure is before the sensitivity analysis, down after the sensitivity analysis

is shown as, reducing the value of KP and KP , the limit input specification is satisfied.
Indeed, the blu line, that represents the trasfer function Sc(s), is lower the magnitude
46 dB previous the frequency ωθ. After the adjustment with the sensitivity function, we
obtain the following value for the Proportional and Integral coefficients:

KP = 6658.6; KI = 30.5. (3.22)

To test the PI controller, we consider the control system in Figure 3.6.
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Figure 3.6: System of Control.

We want to analyze the behavior of the system when the self aligning characteristic is in
the 2nd “linear” region. For this reason we linearized this function with a straight line
with slip angle from -6◦ to 6◦, as shown in Figure 3.2.
We suppose the value of the slip angle α remains in the region of linearity. The Mz value
is constant (condition of pure cornering) and it does not change within logitudinal accel-
erations and braking. In this condition the stiffness coefficient CMα,2 has a positive sign,
as shown in Figure 3.7. In the equation (3.8) the term Mz is dependent on the following
parameters: κ, α, µ and Fz. In the first analysis we suppose that this term is constant
at the value M̄z,2. This constant value of the self aligning moment characteristic is zero
because the slip angle α does not pass through the origin, as shown in Figure 3.8.
We also suppose that the values of µ and Fz remain constant.

Following the aforementioned considerations, we replace the terms µ and Fz in (3.8) for-
mula with constant values and, after that, we adopt the Transfer Function P2(s) in the
linear case, shown in equation (3.10).
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For the control analysis we have to draw the root locus and the open loop Bode’s diagram
of the system in Figure 3.6, for C(s) = 1, as shown in Figure 3.9.
Figure 3.9 shows the poles of the transfer function P2(s). In Figure 3.9, every pole is on
the left side of the real axis and this means that the system in the linear case is stable.
Afterward, in the wheel control system, in Figure 3.6, we insert in the controller the values
of KP and KI given in (3.22) and the equation of the “linear” plant P2(s) expressed in
the equation (3.10). In Figure 3.10, there are the root locus and Bode diagram for the
system controlled with the PI controller.
As shown in Figure 3.10 on the left, the PI controller introduces a pole in zero, that does
not modify the system stability. The Bode diagram, in Figure 3.10 on the right, changes
with the application of the PI controller. We can note that the specifications on the nat-
ural frequency and the phase margin obtain at the end of the section 3.3 are satified.
Similarly, the output satisfies the project specifications in the time domain, as we see in
the left plot of Figure 3.11.
On the right plot of Figure 3.11, the input control is shown and the value that its assume
is large also using the sensitivity analysis. Indeed, we can see that the maximum value is
around 7 · 103 Nm.
In the system with the PI controller there is not a steady state error, because the integral
term has the property of guaranteeing the tracking input.
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Figure 3.9: Zoom of the root locus diagram of the “linear” plant P2(s).
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the Bode’s diagram of the plant P2(s) with PI.
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Figure 3.11: On the left there is the output of the PI Controller, on the right there is the
input control of the PI Controller.

Therefore, the PI controller for the “linear” region satisfies every specification imposed in
section 3.3, except for the bound on the control input. Now, we test the PI controller in
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the “saturation” region in order to see if it satisfies the same specifications.

3.5.1 Analysis of a PI Controller in the “Saturation” Region

After the analysis of the system in the “linear” region, we apply the result found in the
previous section in the case of the plant falling in the 1st or 3rd “saturation” regions. For
this reason we have to analize the behavior of the system when the plant transfer function
are P1(s) or P3(s), as shown in Figure 3.12.
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Figure 3.12: The wheel system in the “saturation” region.

Figure 3.13 shows the root locus of the plant P1,3(s) in close-loop without any controller
in the “saturation” region.
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Figure 3.13: The zoom of the unstable pole in the “saturation” plant P1,3(s).

The root locus diagram, in Figure 3.13, shows the presence of an unstable pole. Indeed,
the change of sign of the stiffness term leads to a pole in the right half-plane of the complex
plane. This pole would make the system unstable, but the value of the pole is close to
zero, threfore its effect could be eliminated with a large gain.
In the wheel control system in Figure 3.6, we insert in the controller the value of KP

and KI found in (3.22) and the equation of the “saturation” plant P1(s) or P3(s) in
given equation (3.10). The root locus and Bode diagram in the saturation case with the
implementation of the PI controller are shown in Figure 3.14.
As shown in Figure 3.13, in the root locus an unstable pole appears. With a high gain
introduced by the proportional coefficient of the PI controller and the zero pole added by
the PI controller, it is possible to delete the effect of the unstable one, as shown in Figure
3.14. For this reason, and being the unstable pole closed to zero, the system becomes
stable. The output of the system and the input control are shown in Figure 3.15.
Also the plant P1,3(s) in the “saturation” region is not stable, the high gain introduced
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Figure 3.14: On the left there is the root locus of the P1,3(s) with PI. On the right the
Bode diagram of the P1,3(s) with PI.
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Figure 3.15: On the left there is the output of the PI Controller, on the right there is the
input control of the PI Controller.

by the coefficients of the PI controller eliminated the effect of the unstable pole and the
system becomes stable. The system output has a steady state error of 0◦, but the control
input remains always high as we observed in the linear case. This happens also because
the values of KP and KI are too high to delete the effect of the unstable pole. Instead,
the output characteistic in Figure 3.15 on the right is stable. At the end, the input control
value remains always high, as shown in Figure 3.15 on the right.

3.5.2 Conclusion

In section 3.5 the PI controller was proved to be able to control an ideal wheel system in
both regions. The output respects each specification imposed in section 3.3 but the control
input does not satisfy the specification. This is because the PI controller has to introduce
a high gain to eliminate the effect of the unstable pole in the “saturation” region.
In the next section we introduce in the system the actuator and we analyze its effect on
the wheel system.
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3.6 Effect of the Actuator Dynamics

Section 3.5 shows how the PI controller could be enough to control the system in both
regions but accepting unrealistic elevate control input signal, also in presence of nonlin-
earty. The elevate control input signal is due because we do not considered the actuator
dynamics in the analysis. Indeed, the actuator dynamics are able to decrease the elevate
control input.
The actuator dynamics is the most important component omitted in the previous analysis.
It is responsible to convert the control input generated by the controller and it implements
the appropriate control action, as a moment to be applied to the system. The actuator is
added after the PI control system, as shown in Figure 3.16. 
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Figure 3.16: Control System with Actuator.

The actuator reduces the control input, therefore its dependence allows permit to obtain
the desired input Tdes(t), calculated by the controller C(s), and the real input Treal(t), i.e.
the control input produced by the actuator.
The actuator is described as a low pass filter with gain 1 and frequency of 1 rad/s. The
transfer function of the actuator is therefore:

A(s) =
1

τs+ 1
(3.23)

where τ is the time constant. The actuator Bode diagram, is shown in Figure 3.17.
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Figure 3.17: Actuator Bode Diagram.

The limitations introduced by the actuator are a reduction of the phase margin, the conse-
quent reduction of the bandwidth of the close loop system and the decrease of the control
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gain. Figure 3.16, which describes the control model used, explains how the introduction
of the actuator modifies the system output. The tests in chapter 3.5 are replicated to
understand the principal causes of changes.

3.6.1 PI Control with Actuator in “Linear” Region

At the begining, we consider the “linear” region of the plant characteristic, as done in
section 3.5. It is possible to verify the effect of the actuator on the PI control system.
To implement the PI control with the actuator, we use the same values of KP and KI

used in section 3.5. In Figure 3.18, there are the root locus and Bode diagram for the
system with the actuator.
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Figure 3.18: On the left there is the root locus zoom of the PI, on the right the Bode’s
diagram of the PI with the actuator.

As shown in Figure 3.18 on the left, the actuator changes the root locus diagram, and
introduces a pole near the origin, so it affects the system stability. However, the actuator
reduces the phase margin of the system and we have to reduce the controller gain to
stabilize the system. This is not a problem for the “linear” plant, but for the “nonlinear”
one we need a high gain to delete the unstable pole effect. Also the Bode diagram, the
right plot of in Figure 3.18, changes with the application of the actuator. We can note
that the frequency is the same obtain at the end of section 3.3, but the introduction of the
actuator in the system reduces the phase margin and it makes the system more unstable.
The aforementioned consideration reflected in the test for the constant angle, as shown in
Figure 3.19.
In Figure 3.19 on the left, the introduction of the actuator in the system causes the output
not to respect every specification imposed. The actuator modifies the root locus diagram
and with an high gain, as we noticed for the PI controller in section 3.5, the system output
response deteriorates. We have to reduce the gain of the system to make the system stable
but, in this way, the system specifications are not satified. Also, the actuator has indeed
a low pass characteristic, therefore cuts the control input high frequency but at the low
frequencies the situation remains unchanged. The high frequency is important for the
system readiness at the change of reference. The input still presents high values, even
with the insert of the actuator (around 7 · 102 Nm), but losing one order of magnitude
compared with the case without the actuator.
The wheel system with the actuator does not respect any specification imposed in the
section 3.3.
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Figure 3.19: On the left there is the output of the PI Controller, on the right there is the
input control of the PI Controller.

3.6.2 PI Control with Actuator in “Saturation” Region

As in section 3.5.1, the system is analyzed in the “saturation” region, namely when the
stiffness coefficient CMα,1,3 changes its sign becoming negative and the trasfer function of
the plant becomes unstable.
The simulation with constant input is run using the same values used before for KP and
KI . In Figure 3.20, there are the root locus and Bode diagram for the system with the
actuator.
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Figure 3.20: On the left there is the root locus zoom of the plant P1,3(s) with PI with the
actuator, on the right the Bode’s diagram of the plant P1,3(s) with PI with the actuator.

As shown in Figure 3.20 on the left, the actuator changes the root locus diagram, and
introduces a pole near the origin, so it modifies the system stability and we have to reduce
the controller gain to stabilize the system. But, if we reduce the control gain, it is not
possible to stabilize the system in the “saturation” region. Indeed, it was dimostrated
in the section 3.5.1, how an high gain is necessary to stabilize the system. Also the
Bode diagram, the Figure 3.20 on the right, changes with the application of the actuator.
Indeed, there is a reduction of the phase margin in Figure 3.20 with respect to Figure
3.14. We can note that the frequency is the same calculated at the end of section 3.3, but
the introduction of the actuator in the system reduces the phase margin and it makes the
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system unstable.
By appling a constant input, it is possible to obtain the results shown in Figure 3.21.
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Figure 3.21: On the left there is the output of the PI Controller, on the right there is the
input control of the PI Controller with the actuator.

In Figure 3.21 on the left, the introduction of the actuator in the system causes the output
not to respect the specifications. The actuator modifies the root locus diagram and with
an elevate gain, as we calculate for the PI controller in section 3.5, the system deteriorates
the output behavior and becomes unstable. We have to reduce the gain of the system to
make the system stable but, in this way, we do not respect the system specifications. This
is because the actuator requires a low controller gain to respect the system specifications.
However, a low control gain means the impossibility of stabiliazing the system in the
“saturation” region because of the presence of the unstable pole.
The input takes high value with the insert of the actuator (around 104 Nm).
The wheel system with the actuator in the “saturation” region does not respect any
specification imposed in the section 3.3.

3.6.3 Conclusion

The previuos results show that when introducing the actuator in the wheel system the PI
controller is not able to follow the input with no steady state error. Indeed, the actuator
introduction in the system deteriorates the phase margin and this produces the reduction
of the gain to satisfy the specifications. In the wheel system and, in particular, when
the plant is in the “saturation” region, it is necessary to insert a high gain to satisfy the
specifications and to delete the effect of the unstable pole. The control input, in order
to respect the specifications, is too high and the actuator limits the effect of the input.
Therefore the controller we need, has to consider the minimization of the input control.

3.7 Summary of the results

In section 3.5 and 3.6 it is shown how it is necessary to build and analyze two different
controls for each test, one for the “linear” and one for the “saturation” region. Indeed,
with a unique PI controller, it is not possible to satisfy the specifications imposed at the
beginning of the chapter. Moreover, the introduction of the actuator in the system reduces
the phase margin and it is necessary to reduce the gain to respect the specifications. In
the “saturation” region, we need an elevate gain to delete the unstable pole effect, but
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this is not possible with the introduction of the actuator.
A new way of designing the controller must be found. In particular, the controller has to
satisfy these specifications:

• Minimize the settling time ts and the rise time tr;

• Make the steady state error null at the step;

• Ensure that the input control is bounded below 200 Nm;

• The controller has to stabilize the system in both regions “linear” and “saturation”.

In theory with a gain scheduling synthesis it is possible to satisfy these specifications. In
pratice the uncertainty of the model, in particular in the “saturation” region, and the
unmeasurable constant disturbance M̄z,i do not permit to respect the previous specifica-
tions. To match the specifications we will introduce the robust control synthesis with LMI
technique. The aim of the next section is to introduce the design of this type of control
that is able to satisfy the mentioned specifications.



Chapter 4

LMI and LPV Control Synthesis

In recent years it has been shown that control problems are related to optimization prob-
lems [5], [9] and [19]. Indeed, the controller parameters and the input signals can be inter-
preted as a decision variables of an optimization problem. For this reason Linear Matrix
Inequalities (LMI) first and Linear Parameter Varying (LPV) later emerged as powerful
methods to solve control problems that appear difficult to resolve with traditional control
methods. These two new control techniques not only solve a control problem, but are also
able to build a controller that guarantees robust stability despite of parameters variations.
Chapter 4 starts with the design of an LMI controller for the wheel equation. Subsequently,
a robust LPV controller is built to control the wheel system.

4.1 LMI Synthesis for the Wheel Equation

In this section we show the controller designed with LMI technique for the wheel system
(3.8). Using the theory shown in the appendix D, the controller designed with LMI
technique for the wheel equation will be obtained. The controller is described by the
following equation:

ẋc(t) = Acxc(t) +Bcy(t)
Tin(t) = Ccxc(t) +Dcy(t)

(4.1)

where y(t) is the difference between θout and θin. The equation of the system are:

ẋ(t) = Ax(t) +BTin(t) +Hw(t)
e(t) = Cx(t) +DTin(t) + Ew(t)
y(t) = Fx(t) +Gw(t)

(4.2)

where e(t) is the error, w(t) is the disturbance, Tin(t) is the control input and y(t) is the
measured output. The LMI technique consists of translating the wheel system control
problem into an optimization problem, where the control problem specifications become
the optimization problem constraints. The optimization problem is described as follows:

(Ac, Bc, Cc, Dc) = argmin(Ac,Bc,Cc,Dc) γ

γ >
‖e‖L2

‖w‖L2

(4.3)

where γ is the variable which has to be minimized, ‖ · ‖L2 is the energy of the signal

(defined for a generic signal p(t) as ‖p(t)‖L2 =
√∫∞

0 ‖p(t)‖2 dt), e is the error and w is

33
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the disturbance. If the problem has a solution, the result ensures that the energy of the
error ‖e‖L2 is at most γ times the value of the energy of the disturbance ‖w‖L2 in the
system. To design the controller with LMI techinque we have to introduce the system in
Figure 4.1.

 

 
System 

Controller 

z(t) w(t) 

T
in
(t)   y(t) 

Figure 4.1: General plant configuration for an LMI problem.

As shown in Figure 4.1, the interconnection of the LMI system (4.2) and the LMI controller
(4.1) has to be internally stable and to satisfy the desidered performance. A new state
variable ξ = [x, xc]T is introduced and the controlled system is simply described by the
equation:

ξ̇(t) = Aξ(t) + Bw(t)
z(t) = Cξ(t) +Dw(t)

with
(
A B
C D

)
=

 A+BDcF BCc H +BDcG
BcF Ac BcG

C +DDcF DCc E +DDcG

 (4.4)

By making use of Theorem 2 and of the LMI inequality expressed in (D.16), in appendix
D, the controller that stabilizes the system (4.4) can be found. It makes the H∞-norm of
the transfer matrix ‖w‖L2 → ‖e‖L2 smaller than γ if and only if there exists a matrix X
such that

X � 0 and

ATX +XA XB CT
BTX −γI DT
C D −γI

 ≺ 0 (4.5)

where the first inequality guarantees stability and the second captures performance. So,
substituting equation (4.5) in the initial problem (4.3), we obtain the optimization prob-
lem:

(Ac, Bc, Cc, Dc) = argmin(Ac,Bc,Cc,Dc) γ

X � 0 and

ATX +XA XB CT
BTX −γI DT
C D −γI

 ≺ 0.
(4.6)

By solving the optimization problem, it is possible to translate the result into a solution
for the control problem.
The controller of the system in Figure 4.1 has to satisfy the following specifications:

1. Minimize the settling time ts and the rise time tr;
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2. Zero steady state error at the step;

3. Limit the value of the control input below 200 Nm;

4. The controller has to stabilize the system in both the “linear” and the “saturation”
regions.

The specifications 1, 2 and 3 must be satisfied in both regions: “linear” and “saturation”.
Before introducing the conversion of the control specifications and the structure of the
filters W1(s) and W2(s), we need to adapt the control system provided at the beginning
of the section 3.5 to the LMI problem system, as shown in Figure 4.2.
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Figure 4.2: LMI Wheel Control System.

As deduced by Figure 4.2, the difference between the reference θout(t) and the output
θin(t), that it is the tracking error y(t), times by a filter W1(s), giving as a result the error
e1. On the other side, the sum between the control input Tin(t) and the disturbance M̄z,i

is multiplied by the filter W2(s), giving back the input control e2. For the LMI problem
the disturbance M̄z,i is not measurable.
At this point we have to convert the specifications into constrains of the optimization
problem. The second specification, zero steady state error at the step, is obtained by
imposing the structure of the controller (4.1) has a pole in the origin. The pole in the
origin has the same effect of the integrator in the PI controller. Indeed, the pole increase
the precision at steady state and the robustness at the disturbances. In particular, we
have zero steady state error at the reference signal or at constant disturbances. Therefore,
the control matrix Bc has to satisfy the following description:

Bc =



∗
...
∗
1
∗
...
∗


, (4.7)
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where * represents an irrelevant value. The other matrices Ac, Cc and Dc do not have any
particular specification to satisfy.
The third specification, moderate the control input, is obtained immediately because of
the structure of the optimization problem. Being the reference θin(t) a disturbance acting
on the wheel system and the control input Tin(t) an error of the system, minimizing γ
coincides with a limited control input Tin(t). Reducing the control input is possible by in-
troducing a low pass filter W2(s) on signal Tin(t), obtaining the error E2(s) = W2(s)Tin(s).
Scheduling the value of the filter W2(s), we change the control input value until the value
of Tin(t) satisfies the specification. In particular, increasing the W2(s) coefficients, espe-
cially the gain, we reduce the control input value. After that, using the theory shown in
the appendix D.2.3 and, in particular the equations (D.24) and (D.27), it is possible to
limit the input control of the controller.
The first specification, which imposes to minimize the settling and rise times, is conflicting
with the third specification. Indeed, these two specifications are correlated to the input
control. Instead, increasing the maximum value of the control input, it is possible to de-
crease the ts and tr values and viceversa. So, we have to increase the value of the control
input to minimize the settling and rise time, but without exceed the maximum value of the
control input (200 Nm). In this way, it is possible to satisfy both specifications: decrease
the value of the settling and rise time and limit the value of the control input below 200
Nm. To obtain this specification we have to introduce a filter W1(s) on the signal y(t), that
is the difference between θout(t) and θin(t), and we achieve the error E1(s) = W1(s)Y (s).
Scheduling the value of the filter W1(s), we change the settling and rise time values. So,
reducing the W1(s) coefficients, in particular the gain, the transitory may become slow
but we limit the oscillations and viceversa.
The fourth specification, the design of a unique controller for both the “linear” and the
“nonlinear” regions, is translated into an optimization problem introducing two different
constrains. One of these constrains represents the condition for the problem in the “lin-
ear” region and the other the constraint for the “nonlinear” one. In this way, solving
the optimization problem with these two different constrains, it is possible to obtain a
controller that respects the specifications in both regions.
To satisfy the constrains and solve the LMI problem, we have introduced two filters. These
filters have different effects on the system and allow to solve the optimization problem (4.3)
in the frequency. Indeed, the filter W1(s) is associated to the settling and rise times and
allows to modify the bandwidth of the system. The bandwidth is correlated with the rise
and settling times. Changing the bandwidth, it is possible to satisfy the third specification.
The filter output is described by the equation E1(s) = W1(s)(θout(s)− θin(s)) and allows
to increase/decrease the bandwidth of the system. Therefore, the W1(s) transfer function
has a low-pass characteristic. In this way, the constrain (4.6) assumes more importance
in presence of low frequency. The filter W1(s) represents the limitation introduced by
a sensitivity function in the system and the controller is allowed to use only a limited
bandwidth of signal.
Instead, the filter W2(s) is associated to the control input signal Tin(t). The filter output
is described by the equation E2(s) = W2(s)Tin(s) and allows to reduce the control input
Tin(t) and, also, to make the LMI problem feasible. To obtain these goals, we have to
define the W2(s) transfer function as a low-pass filter. The low-pass definition permits
to reduce the value of e2(t). Indeed, the value of e2(t) is related with the optimization
problem ‖e2‖L2 ≤ γ‖θin‖L2 and if the value of e2(t) is high, the Tin(t) value is also high
and the LMI problem becomes infeasible. Therefore, we choose a low-pass characteristic
to reduce the value of the energy e2(t) in the LMI problem. In this way, we limit the
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control input Tin(t) and the LMI problem is feasible, so we can find a solution.
After introducing the conversion of the control specifications, we introduce the equation
of the wheel system and the structure of the filters W1(s) and W2(s).
The equation of the wheel system in section 3.2 is adapted to obtain an LMI. The block
Pi(s) is the second order plant of the Tire Steering Dynamic described in equation (3.10).
The equation (3.10) is rewritten as follows:[

θ̇out(t)
θ̈out(t)

]
=

[
0 1

−CMα,i

Iw
− b
Iw

] [
θout(t)

˙θout(t)

]
+
[

0
1
Iw

] [
Tin(t)

]
y =

[
1 0

] [θout(t)
˙θout(t)

]
+
[
−1
] [
θin(t)

] i = 1, 2, 3. (4.8)

Equation (4.8) describes the Tire Steering Dynamic equation in both regions, “linear” and
“saturation”.
In the following part of the section, the descriptions of the two filters W1(s) and W2(s)
will be given, in order to show how essential they are to satisfy the specifications about
the settling and rise time and the control input, and therefore to solve the optimization
problem.
The Laplace transform of the error e1 is described by the relationship:

E1(s) = W1(s)Y (s) where W1(s) = Ksen
s+ ωb
s+ ωz

(4.9)

where the transfer function W1(s) plays the same role as the control sensitivity function
used in the section 3.5. The filter W1(s) has a low pass characteristic and cuts the frequen-
cies over the value ωb. In this way, the system is not conditioned by the high frequency
variations and this reduces the tracking errors. The frequency ωb is the desired bandwidth
of the feedback system, while ωz is chosen to make the system stable and normally sat-
isfies: 0 < ωz � ωb. The wheel system is stable if the value of ωb is chosen closed to
the steer input frequency found in the section 3.5. In this way, the system is allowed to
use every frequency of the reference, analized in Figure 3.4. The other term appearing
in the definition of W1(s) is the gain Ksen, defined as 1

S∞
, where S∞ represents the er-

ror at steady state. The S∞ value is chosen lower than 50 to attenuate the effect of the
error. The S∞ value is achieved after some test and, with this value, we obtain the gain
Ksen. Changing the S∞ value and the bandwidth of the filter (frequency ωb and ωz), it
is possible to modify the specifications about the rise and settling times. To satisfy these
specifications, the filter W1(s) has the characteristic shown in Figure 4.3.
Figure 4.3 shows that the filter W1(s) emphasizes the low frequencies with respect to the

high ones. The Laplace transform of the output variable e1 can hence be expressed as:

E1(s) = Ksen

(
s+ ωb
s+ ωz

)
Y (s)

= Ksen

(
1 +

ωb − ωz
s+ ωz

)
(Θout(s)−Θin(s))

= Ksen (Θout(s)−Θin(s) +X3(s))
where:

X3(s) =
ωb − ωz
s+ ωz

(Θout(s)−Θin(s))

(4.10)

In the solution of the equation we introduced a new state variable x3 that represents
the sensitivity filter W1(s) state. Applying the Laplace inverse transform, the equation
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Figure 4.3: Magnitude plot of W1(s).

obtained in the time domain is:

ẋ3(t) = −ωzx3(t) + (ωb − ωz)θout(t)− (ωb − ωz)θin(t)
e1(t) = Ksen(θout(t)− θin(t) + x3(t))

(4.11)

The error e2 is instead filtered by W2(s), in the following way:

E2(s) = W2(s)Tin(s) where W2(s) = Kact
s+ ωa
s+ ωi

(4.12)

where the transfer function W2(s) allows to limit the control input Tin(t) and therefore
makes the LMI problem feasible. Indeed, if the error energy ‖e2‖L2 is high, the LMI
problem becomes infeasible. The filter W2(s) has a low pass characteristic and cuts the
frequency over the desired bandwidth value ωa. This permits to attenuate the energy of the
signal e2(t) and to reduce the control input amplitude, thus guaranteeing the feasibility
of the LMI problem. In this case, the frequency ωa is chosen close to the steer input
frequency found in section 3.5. Thus, the controller uses the maximum bandwidth of the
steer input signal. On the other hand, ωi is the corner frequency and it is assumed to
be greater than ωa to obtain the low-pass characteristic. In this case ωi = 0.0001ωa. In
addition, in the W2(s) characteristic there is the gain k2 that allows to change the e2(t)
signal amplitude. After some test, the k2 value is chosen close to the value 30. In this
way, we obtain the value of Kact from the relation:

Kact =
ωi
k2ωa

Changing the k2 value and the bandwidth of the filter (frequency ωa and ωi), it is possible
to modify the specifications on the control input and on the system feasibility. To satisfy
these specifications, the filter W2(s) has the characteristic shown in Figure 4.4.
We are able to write the state equation in the Laplace domain for the output variable e2:

E2(s) = Kact

(
s+ ωa
s+ ωi

)
Tin(s)

= Kact

(
1 +

ωa − ωi
s+ ωi

)
Tin(s)

= Kact (Tin(s) +X4(s))
where:

X4(s) =
ωa − ωi
s+ ωi

Tin(s)

(4.13)
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Figure 4.4: Magnitude plot of W2(s).

In the solution of the equation we introduced a new state variable x4 that represents the
filter state. Applying the inverse Laplace transform, the equation obtained in the time
domain is:

ẋ4(t) = −ωix4(t) + (ωa − ωi)Tin(t)
e2(t) = Kact(u(t) + x4(t))

(4.14)

The last filter used in the Figure 4.2 is the WMz , is a constant gain ε and it represents
how much the disturbance is attenuated.
After the analysis of the filter, it is possible to write the equation of the wheel system in
state form. We write the system in this form because the optimization synthesis for this
type of systems is more easily implemented. The wheel system in state form is described
as follows:

ẋ(t) =


0 1 0 0

−CMα,i

Iw
− b
Iw

0 0
ωb − ωz 0 −ωz 0

0 0 0 −ωi


︸ ︷︷ ︸

A

x+


0
1
Iw
0

ωa − ωi


︸ ︷︷ ︸

B

Tin +


0 0 0
0 ε 0

ωz − ωb 0 0
0 0 0


︸ ︷︷ ︸

H

w

e =
[
Ksen 0 Ksen 0

0 0 0 Kact

]
︸ ︷︷ ︸

C

x+
[

0
Kact

]
︸ ︷︷ ︸

D

Tin +
[
−Ksen 0 0

0 0 0

]
︸ ︷︷ ︸

E

w

y =
[
1 0 0 0

]︸ ︷︷ ︸
F

x+
[
−1 0 ε

]︸ ︷︷ ︸
G

w i = 1, 2, 3.

(4.15)

where x = [θout, ˙θout, x3, x4]T and w = [θin, M̄z,i, n1]T and n1 is the additional noise acting
on the output. This noise is not measurable. As made for the PI synthesis, we fix the val-
ues of µ and Fz to a constant value. In this way, the system (4.15) allows to define the two
differents contrains for the “linear” and “nonlinear” region. Introducing the CMα,2 value
in (4.15), it is possible to build the system that describes the constrains for the “linear”
region. Using the system for the “linear” region and the controller equation (4.1), it is
possible obtain the optimization problem (4.6) for the wheel system in the “linear” region.
To obtain the optimization problem (4.6) for the wheel system in the “saturation” region,
we have to insert the value CMα,1 or CMα,3 in the system (4.15) and we use the same
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procedure shown for the “linear” region. In this way, we design two different optimization
problems, one for the “linear” region and one for the “saturation” one.
Using the Matlab function hinfsyn, it is possible to solve these two optimization problems
introduced by the equation (4.6) and by respecting the associated constrains. This Matlab
function implements the theory shown in section D.2.3. In particular, the function uses
equations (D.24) and (D.27) to obtain a solution that solves simultaneously both opti-
mization problems. The solution can be converted into a solution for the control problem
and we obtain the matrices Ac, Bc, Cc and Dc. In this way, we solve the optimization
problem (4.6) and we obtain the feedback controller designed with the LMI technique.
The controller is described by equation (4.1).
We introduce the LMI controller in the system in Figure 4.2 and the result of the LMI
synthesis is shown in Figure 4.5.
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Figure 4.5: On the left there is the step responce, on the right there is the input control
of the LMI feedback controller in “linear” region.

As shown in Figure 4.5, with a plant in the “linear” region, every specification imposed
at the beginning of the section is satisfied.
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Figure 4.6: On the left there is the step responce, on the right there is the input control
of the LMI state feedback controller in “saturation” region.

As shown in Figure 4.6, with a plant in the “saturation” region, the output employs more
time to arrive at the steady state value respect to the one in the “linear” region. In fact,
in order to reduce the control input, even the value of the controller matrix needs to be
reduced. In the plant of the “saturation” region there is an unstable pole and this pole
makes the system uncontrollable, as shown in section 3.5.1. The controller designed with



4.2. LPV SYNTHESIS FOR THE WHEEL SYSTEM 41

LMI technique controls the system output slower respect to the “linear” region, but the
system has a stable behaviour and is controllable. With respect to the PI controller anal-
ysis, these results are a considerable progress.
In conclusion, the controller designed with the LMI technique has better performances for
the wheel system than a controller designed with the PI synthesis.

4.2 LPV Synthesis for the Wheel System

In the previous section the controller designed with the LMI technique for the wheel
system was built. This controller satisfies every specifications imposed in section 4.1. This
controller does not take into account the possible variations of the CMα,i term depending
on the parameter µ and Fz. To meet also this constrain, it is necessary to introduce a
controller designed with an LPV technique.

4.2.1 Linearization the Self Aligning Moment Characteristic

Before introducing the LPV synthesis for the wheel system, we have to linearize the Tire
Steering Dynamic equation (3.9) for different values of µ and Fz. In this way, we find how
the CMα,i values change with different value of µ and Fz.
In section 3.2 the values of µ and Fz parameters were fixed to a constant values and the
first self aligning moment linearization was deduced, in Figure 3.2. In that case, the self
aligning characteristic was divided into three regions in order to describe the curve with
a piece-wise linear curve.
Now, we have to built a robust controller that changes its value with the parameter µ and
Fz. For this reason, the same division into regions is maintained but the values of µ and
Fz change respectly from 0.6 to 0.9 and from 40000 N to 80000 N. The µ value represents
the different conditions of wheel adhesion. Indeed, the friction coefficient for a weat road
is close to 0.6 and for the dry one is close to 0.9. Instead, the Fz value represents the
possible load on the wheel. Figure 4.7 shows the different waveforms of the self aligning
moment for the minimum valuee, µ = 0.6 and Fz = 40000 N, and for the maximum onee,
µ = 0.9 and Fz = 80000 N.
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Figure 4.7: The self aligning moment for different value of µ and Fz.

As shown in Figure 4.7, the self aligning characteristic has a different waveform if the
values of µ and Fz change from the minimum to the maximum value. Also the limit of the
steering angle value θ(t), on the X-axis, changes with the value of these two parameters,
indeed the maximum value of steering angle becomes 10◦, for the minimum values of
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the µ and Fz, and 20◦ for the maximum values of these parameters. At this point, it is
possible to linearize the two different waveforms. Figure 4.8 shows the linearization for
the minimum case (Figure 4.8 on the left) and the one for the maximum case (Figure
4.8 on the right). The linearization used the description of the self aligning moment with
a piece-wise linear function, shown in equation (3.7). In this case, the values of CMα,i

and M̄z,i change, not only with the steering angle θ(t), but also with the parameters µ
and Fz from a minimum to a maximum value. We can define the variations as follows:
CMα,i ∈ [CMα,i MIN ;CMα,i MAX ] and M̄z,i ∈ [M̄z,i MIN ; M̄z,i MAX ], i = 1, 2, 3.
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Figure 4.8: The self aligning moment linearization. On the left for µ = 0.6 and Fz =
40000 N, on the right for µ = 0.9 and Fz = 80000 N.

The linearization is necessary in order to know the value of the slope of the Mz curve.
This value will be then inserted into the wheel equation (3.10). In this way, we can design
a controller that changes its parameters with the value of CMα,i and that operates in every
curve region.
The self aligning moment equation (3.7) can be written as follows:

Mz(t, κ, α, µ, Fz) =


−CMα,1(µ, Fz)θ − M̄z,1(µ, Fz) + ε1, −20◦ < θ < −6◦,
CMα,2(µ, Fz)θ − M̄z,2(µ, Fz) + ε2, −6◦ < θ < 6◦,
−CMα,3(µ, Fz)θ + M̄z,3(µ, Fz) + ε3, 6◦ < θ < 20◦,

(4.16)

We have to substitute the equation (4.16) in the Tire Steering Dynamic equation (2.1).
The Tire Steering Dynamic equation in the Laplace domain for the different regions is
defined as follows:

s2IwΘ(s) = Tin(s) + M̄z,i(µ, Fz)− CMα,i(µ, Fz)Θ(s)− sbΘ(s) + εi(s) i = 1, 2, 3 (4.17)

Equation (4.17) is used to design the LPV controller.

4.2.2 LPV Problem for the Wheel Equation

The physical systems are variables, perturbed or uncertainties in the parameters at this
lead the model uncertain. Often, these uncertainties change the values of the parameters
or coefficients of the steady space model. Very small parameter variations have a great
impact on the dynamics of the system, this reason is sufficient to derive a controller
designed with LPV techniques. As shown in section 4.2.1, the self aligning moment curve
changes its waveform with the variations of the parameters µ and Fz. Considering that
the variations of µ and Fz have an influence on the CMα,i value, we can assume that the
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variation of µ and Fz is an uncertainty of our model.
The LPV design technique permits to realize a controller that adjust its parameters to the
physical system uncertainty. So, the robust stability property can be guaranteed.
Using the theory shown in the appendix E and the self aligning moment linearization
shown in the previous section, the controller designed with LPV technique for the wheel
equation will be obtained.
The controller is described by the following equations:

ẋc(t) = Ac(CMα,i)xc(t) +Bc(CMα,i)y(t)
Tin(t) = Cc(CMα,i)xc(t) +Dc(CMα,i)y(t) i = 1, 2, 3

(4.18)

where y(t) is the difference between θout and θin. The equations of the LPV system are:

ẋ(t) = A(CMα,i)x(t) +B(CMα,i)Tin(t) +H(CMα,i)w(t)
e(t) = C(CMα,i)x(t) +D(CMα,i)Tin(t) + E(CMα,i)w(t)
y(t) = F (CMα,i)x(t) +G(CMα,i)w(t) i = 1, 2, 3

(4.19)

where e(t) is the error, w(t) is the disturbance, Tin(t) is the control input and y(t) is the
measured output. The LPV technique consists of translating the wheel system control
problem into an optimization problem, where the control problem specifications become
the optimization problem constraints. The optimization problem is described as follows:

(Ac, Bc, Cc, Dc) = argmin(Ac,Bc,Cc,Dc) γ

γ >
‖e‖L2

‖w‖L2

(4.20)

where in the matrices of equation (4.20) the dependency on the CMα,i values is omitted.
γ is the variable which has to be minimized, ‖ · ‖L2 is the energy of the signal, e is the
error and w is the disturbance. The solution of the optimization problem ensures that
the energy of the error ‖e‖L2 is not greater than γ times the value of the energy of the
disturbance ‖w‖L2 in the system, if and only if the solution exists. The LPV system has
the same configuration of the LMI system shown in Figure 4.1. To satisfy the desired
performance, the interconnection of the LPV system (4.19) and the LPV controller (4.18),
in Figure 4.1, has to be internally stable. A new state variable ξ = [x, xc]T is introduced
and the controlled system is simply described by the equation:

ξ̇(t) = A(CMα,i)ξ(t) + B(CMα,i)w(t)
z(t) = C(CMα,i)ξ(t) +D(CMα,i)w(t)

with
(
A(CMα,i) B(CMα,i)
C(CMα,i) D(CMα,i)

)
=

 A+BDcF BCc H +BDcG
BcF Ac BcG

C +DDcF DCc E +DDcG

 (4.21)

where in the matrices A, B, C, D, E, F, G, H, Ac, Bc, Cc and Dc the dependency on the
CMα,i parameters is omitted.
By making use of Theorem 5 and of the LPV inequality expressed in (E.10) in appendix
E, a controller that stabilizes the system (4.21) can be found. It makes the H∞-norm of
the transfer matrix ‖w‖L2 → ‖e‖L2 smaller than γ if and only if there exist X(CMα,i)
satisfying

X � 0 and

ATX +XA XB CT
BTX −γI DT
C D −γI

 ≺ 0 (4.22)
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where in the matrices X, A, B, C and D the dependency on the CMα,i parameters is
omitted. The first inequality guarantees stability and the second captures performance.
So, by substituting equation (4.22) in the initial problem (4.20), we obtain the optimization
problem:

(Ac, Bc, Cc, Dc) = argmin(Ac,Bc,Cc,Dc) γ

X � 0 and

ATX +XA XB CT
BTX −γI DT
C D −γI

 ≺ 0
(4.23)

where in the matrices X, A, B, C and D the dependency on the CMα,i parameters is
omitted. By solving this optimization problem, it is possible to translate the result into a
solution for the control problem.
The controller of the system in Figure 4.1 has to satisfy the following specifications:

1. Minimize the settling time ts and the rise time tr;

2. Zero steady state error at the step;

3. Limit the value of the control input below 200 Nm;

4. The controller has to stabilize the system in both regions “linear” and “saturation”;

5. The control is robust to the variation of µ and Fz.

The specifications 1, 2 and 3 must be satisfied in both regions: “linear” and “saturation”.
At this point we have to convert the specifications into constrains of the optimization
problem. Considering that the first four specifications are the same of the LMI synthesis,
the way to translate these specifications into constrains is similar to the one shown in
section 4.1. Also the filters W1(s) and W2(s) are introduced to design the controller with
LPV technique and they have the same characteristics shown in section 4.1. However, we
have to define how to convert the fifth specification.
As we made for the fourth specification in section 4.1, we have to introduce different
constrains for the different values of µ and Fz to satisfy the fifth specification and guarantee
the robust stability. Indeed, in section 4.2.1 we showed that with different values of µ and
Fz it is possible to schedule several values of CMα,i. We have to introduce a polytopic
region that describes how the CMα,i values vary in the “linear” and “saturation” regions.
For each region described in Figure 4.8, the maximum and minimum value of CMα are
extracted. With these CMα values, it is possible to design a robust controller. Indeed, each
CMα values is translated into an optimization problem constrain. Solving the optimization
problem with these different constrains, it is possible to obtain a controller that respects
the robust stability property.
After having introduced the conversion of the control specifications, we need to adapt the
control system provided at the beginning of the section 3.5 to the LPV problem system,
as shown in Figure 4.9.
As it can be deduced from Figure 4.9, the difference between the reference θin(t) and the

output θout(t), that it is the tracking error y(t), times a filter W1(s), giving as a result
the error e1. On the other hand, the sum of the control input Tin(t) and the disturbance
M̄z,i times the filter W2(s), giving back the input control e2. In the control system for
the LPV synthesis in Figure 4.9 is introduced a noise in the input control. This noise is
called n2, it is not measurable and it represents the disturbance that can be present in
the disturbance input M̄z,i and then in the input control Tin(t). In the LPV synthesis the
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Figure 4.9: LPV Wheel Control System.

disturbance M̄z,i is supposed to be measurable.
The block Pi(s) is the second order model of the Tire Steering Dynamic described on the
equation (4.17). As we made for the LMI synthesis, in the LPV implementation the state
model is more appropriate. Equation (4.17) is rewritten as follows:

[
θ̇out(t)
θ̈out(t)

]
=

[
0 1

−CMα,i(µ,Fz)
Iw

− b
Iw

] [
θout(t)

˙θout(t)

]
+
[

0
1
Iw

] [
Tin(t)

]
y =

[
1 0

] [θout(t)
˙θout(t)

]
+
[
−1
] [
θin(t)

] i = 1, 2, 3. (4.24)

Equation (4.24) describes the Tire Steering Dynamic equation in both regions, “linear”
and “saturation”.
The structure of the filters W1(s) and W2(s) does not change compared to the ones intro-
duced in section 4.1. Indeed, The filters permit to reduce the steady state error and the
input control, as shown in the LMI synthesis.
The error e1 is described in equation (4.9), but the W1(s) filter characteristic changes to
permit to the optimization problem the respect of every constrains. Indeed, to achieve
robustness, in the LPV synthesis we have to insert more constrains. These constrains
are very different respect to the LMI synthesis and we have to modify the ωb, ωz and S∞
parameters in order to find a solution of the LPV synthesis that respects every constraints.
So, we increase the ωb and ωz values of the bandwidth of the feedback system with respect
to the ones used in the LMI synthesis. We also increase the gain error at steady state with
respect to the LMI synthesis, modifying the S∞ value.
The magnitude Bode plot of the filter W1(s) for the LPV synthesis is shown in Figure
4.10. Figure 4.10 shows that the filter W1(s) emphasizes the low frequencies with respect
to the high ones. Remembering the equation of the filter W1(s) (4.9), it is possible to
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Figure 4.10: LPV Controller Magnitude plot of W1(s).

write the state equation in the Laplace domain for the output variable e1:

E1(s) = Ksen

(
s+ ωb
s+ ωz

)
E(s)

= Ksen

(
1 +

ωb − ωz
s+ ωz

)
(Θout(s)−Θin(s))

= Ksen (Θout(s)−Θin(s) +X3(s))
where:

X3(s) =
ωb − ωz
s+ ωz

(Θout(s)−Θin(s))

(4.25)

In the solution of the equation we introduced a new state variable x3 that represents the
sensitivity filter W1(s) state. Applying the inverse Laplace transform, the corresponding
time domain equation is:

ẋ3(t) = −ωzx3(t) + (ωb − ωz)θout(t)− (ωb − ωz)θin(t)
e1(t) = Ksen(θout(t)− θin(t) + x3(t))

(4.26)

The error e2 is defined by equation (4.12), but the W2(s) filter characteristic changes to
permit to the optimization problem the respect of every constrains. As we made for the
filter W1(s) we have to modify the ωa, ωi and k2 parameters. So, we decrease ωa and ωi
and increase the signal amplitude k2 with respect to the ones used in the LMI synthesis.
With these modifications, we satisfy the specifications about the control input and the
system feasibility for different values of µ andFz.
The magnitude Bode plot of the filter W2(s) for the LPV synthesis is shown in Figure 4.11.
We are able to write the state equation in the Laplace domain for the output variable e2:

E2(s) = Kact

(
s+ ωa
s+ ωi

)
(Tin(s) + M̄z,i(s))

= Kact

(
1 +

ωa − ωi
s+ ωi

)
(Tin(s) + M̄z,i(s))

= Kact

(
Tin(s) + M̄z,i(s) +X4(s)

)
where:

X4(s) =
ωa − ωi
s+ ωi

(Tin(s) + M̄z,i(s))

(4.27)

In the solution of the equation we introduced a new state variable x4 that represents the
filter state. By applying the inverse Laplace transform, the equation obtained in the time
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Figure 4.11: LPV Controller Magnitude plot of W2(s).

domain is:

ẋ4(t) = −ωix4(t) + (ωa − ωi)(Tin(t) + M̄z,i(t))
z2(t) = Kact(Tin(t) + M̄z,i(t) + x4(t))

(4.28)

The last filter used in Figure 4.9 is the WMz , is a constant gain ε and it represents how
much the disturbance influences the system.
After the analysis of the filter, it is possible to write the equation of the wheel system in
the state form. In the LPV synthesis, the disturbance M̄z,i is supposed to be measurable.
So it is necessary to add another output to the variable y(t) in the control equation (4.29)
of the LMI control because the LPV controller has also to evaluate the information of
the disturbance M̄z,i that influences the input control. The wheel system in state form is
described as follows:

ẋ(t) =


0 1 0 0

−CMα(µ,Fz)
Iw

− b
Iw

0 εn2
Iw

ωb − ωz 0 −ωz 0
0 0 0 −ωi

x+


0
1
Iw
0

ωa − ωi

Tin +


0 0 0 0
0 ε

Iw
0 0

ωz − ωb 0 0 0
0 (ωa − ωi)ε 0 0

w

z =
[
Ksen 0 Ksen 0

0 0 0 Kact

]
x+

[
0

Kact

]
Tin +

[
−Ksen 0 0 0

0 Kactε 0 0

]
w

y =
[
1 0 0 0
0 0 0 0

]
x+

[
−1 0 εn1 0
0 1 0 εn2

]
w

(4.29)

where the vectors are x = [θout, ˙θout, x3, x4]T and w = [θin, M̄z,i, n1, n2]T , n1 is the addi-
tional noise in the output and n2 is the additional noise in the input. These two noises are
not measurable. System (4.29) allows to define the two different constrains to satisfy the
robust stability property. Introducing the µ and Fz values, and therefore a specific value
for CMα(µ, Fz), in (4.29), it is possible to build the system that describes a particular
condition for the values µ and Fz. Using this system and the controller equation (4.18),
it is possible obtain the optimization problem (4.23) for the wheel system. Following the
same step, it is possible to define several optimization problems that satisfy the constrains
for different values of CMα both in the “linear” and in the “saturation” regions. In this
way, finding a unique solution of these optimization problems, it is possible to guarantee
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the robust stability property.
Using the Matlab function hinfgs, it is possible to solve all these optimization problems
and respecting the associated constrains. This Matlab function implements the theory
shown in section E.1.4. In particular, the function uses equation (E.20) to obtain a solu-
tion that solves simultaneously the optimization problems. The solution can be converted
into a solution for the control problem and we obtain the matrices Ac(CMα), Bc(CMα),
Cc(CMα) and Dc(CMα). In this way, we solve the optimization problem (4.23) and we
design the feedback controller with the LPV technique. The controller is described by
equation (4.18).
We introduce the LPV controller in the system in Figure 4.9 and the result of the LPV
synthesis is shown in Figure 4.12. Figure 4.12 shows how the controller designed with
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Figure 4.12: On the left there is the step responce, on the right there is the input control
of the LPV state feedback controller.

LPV technique respects the specifications imposed at the beginning of this section. Re-
minding the Mz characteristic in Figure 4.8, the curve changes region, from the “linear”
one to the “saturation” one, for values of steering angle θ included between 5◦ and 9◦. So,
the simulation shows how the controller designed with LPV technique controls the wheel
system in both regions, “linear” and “saturation”.
The LPV controller is tested with different values of µ and Fz, to show that the robust
stability property is satisfied. The results are shown in Figure 4.13 and 4.14.
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Figure 4.13: Simulation with different value of µ.



4.2. LPV SYNTHESIS FOR THE WHEEL SYSTEM 49

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

2

4

6

8

10

12

Different=Normal=Load=F
z

Time=[s]

A
ng

le
=[°

]

F
z

==40000=N

F
z

==50000=N

F
z

==60000=N

F
z

==70000=N

F
z

==80000=N

Figure 4.14: Simulation with different value of Fz.

Figure 4.13 shows that, for different values of µ, every specification is satisfied. Indeed,
Figure 4.14 shows that the null steady state error specification is not respected for different
values of Fz. We try to satisfy the steady state error specification also for the Fz values,
but by adjusting the parameters of the filter it was not possible to find a better solution.
In conclusion, the controller designed with LPV technique guarantees the robust property
for different values of µ and Fz and controls the wheel system in both the “linear” and
the “saturation” regions.
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Chapter 5

LPV Controller Simulation

At the end of the previous chapter 4 the LPV controller for the wheel system was derived.
It is very important now to test the controller in different cases. The simulation has to
reproduce the possible real situations that the controller may face. So, at this point, some
test on the LPV controller are made to reproduce some possible real events. In particular,
the tests are divided into three parts and simulate three different conditions of the self
aligning function:

1. The self aligning function is completely known and can be linearized as shown in
section 4.2.1;

2. The self aligning characteristic is completely known and it is possible to calculate
the derivate of Mz with respect to the slip angle α;

3. Only the empirical value of the self aligning characteristic and its uncertainty is
known.

In the first two cases two different types of tests are made. The first one simulates a con-
tinuos change of steering, called run at zigzag, in a long period of 200 seconds. The second
one compares the controller in different situations of adhesion and weight, in particular
for the minimum and maximum values of friction coefficient µ and weight Fz. In this
test there is always a continuous change of steering but the length of simulation is chosen
shorter than the previous test, 60 seconds. For this controller, the test is repeated with
different values of longitudinal velocity, especially focusing the attention on the low speed
manoeuvre.
Instead, in the third case of simulations, the self aligning moment parameter is supposed
completely unknown, but we know only the shape form of the characteristic and its un-
certainty. In this case it is possible to make the test with uncertainty, the simulation has
a length of 200 seconds.
In the following test a sinusoidal input is used because this type of input is closer to the
real steering manoeuvre. Instead a step input does not represent in a good way the reality,
but is good to check the control specific in the construction phase.

5.1 Linearizzed Self Aligning Moment Function

In this section the self aligning moment characteristic and every parameter, in particular
µ and Fz, are supposed to be known. Chapter 2 explained how the self aligning moment
curve presents a nonlinear behavior and must therefore be linearized with the procedure
shown in section 4.2.1. The self aligning moment characteristic with a piece-wise linear

51
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curve is composed by three straight lines; two lines have a negative slope, i.e. lines in the
1st and 3rd region of Figure 4.8, and the third one a positive slope, and is contained in the
2nd region. With the linearization of the Mz curve it is also possible to obtain the value
of the stiffness coefficient CMα(µ, Fz). In this condition normal values for µ and Fz are
chosen and a test with a continuos change of steering is applied to the system, as shown
in Figure 5.1. As shown in Figure 5.1 on the left, the controller tracks the input without
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Figure 5.1: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller with Linearized
Self Aligning Moment Function.

delay and error in the characteristic, but in Figure 5.1 on the right the error becomes high
in some point of the simulation. This behavior is due to the discontinuity of the linearized
function, indeed the self aligning moment has a gradually change of slope from the positive
value to the negative one. Instead, the linearized function has a sudden change and this
causes a high value of the error and therefore a high value of the control input, as shown in
Figure 5.1 on the center. Without this discontinuity the controller has the same behavior
shown in the section 4.2.2.
After this first test other simulations are carried out, changing the value of the parameters
µ and Fz. In particular, we want to analyze the limit case of these two values, that is when
µ = 0.6 and Fz = 40000 N and then when µ = 0.9 and Fz = 80000 N. The results are
shown in Figure 5.2. As shown in Figure 5.2 on the left, the controller tracks the reference
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Figure 5.2: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller with Linearized
Self Aligning Moment Function.

also for different value of µ and Fz, but for the minimum parameters value there is an error
at the end of the simulation. The reason is that the minimum value of the self aligning
moment characteristic has a maximum value of slip angle of 10◦ and the simulation exceeds
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that value. For this reason there is an error corresponding to high values of slip angle. In
Figure 5.2 in the center, it is described as the control input increases when the friction
coefficient and the weight increase, but this meets our expectations because an increase in
the weight of the friction coefficient needs a higher control input in order to control the
system. As analyzed in Figure 5.1 the discontinuity of the linearization causes a peak in
the control input and in the error characteristic.
At last the linearized LPV controller has a good behavior in the reference tracking and
has also a good behavior when the self aligning parameters change.

5.2 Derivate of Self Aligning Moment

Also in this section the self aligning characteristic is supposed to be known and it is pos-
sible calculate its derivate with respect to the slip angle α. This represents the stiffness
coefficient value CMα(µ, Fz). The derivate calculations are shown in the Appendix C.
With this type of simulation it is possible to test different values of velocity. In this condi-
tion normal values for µ and Fz are chosen and a velocity of 20 m/s is fixed. The first type
of test is shown in Figure 5.3. As shown in Figure 5.3 on the left, the output has the same
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µ = 0.75 & Fz = 60000 N

Figure 5.3: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller with the Derivate
Self Aligning Moment Function.

behaviour of the reference for the entire simulation. The control input remains limited for
most of the time below the 1000 Nm, it has only a peak when the Mz characteristic slope
changes sign. The error, after an initial transient, remains limited under the value 0.1◦.
The LPV controller with the derivate self aligning function satisfies the control specifics
and generates a limited control input.
As we did before in 5.1, the value of the parameters µ and Fz are changed and some
simulations are implemented. The limit cases of these two values are chosen to perform
the tests, that is the case when the µ = 0.6 and Fz = 40000 N and the one when µ =
0.9 and Fz = 80000 N, the velocity remains at the value 20 m/s. The result is shown in
Figure 5.4. As shown in Figure 5.4 on the right the output has the same behaviour of
the reference also for different values of µ and Fz, but for the minimum parameters value
there is an error at the end of the simulation. The reasons are the same exposed in the
section 5.1. Also the comments about the control input and the error are the same of the
previous section.
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µ = 0.6 & Fz = 40000 N

µ = 0.9 & Fz = 80000 N

Figure 5.4: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller with the Derivate
Self Aligning Moment Function.

5.2.1 Velocity

We run the same tests we run before, but the value of the velocity, in this case, is differ-
ent. Indeed, the Derivative LPV controller permits to simulate different velocities. The
following tests are made assuming that the wheel is in a parking manouvre with 0.1 m/s
velocity. The results are shown in Figure 5.5. As shown in Figure 5.5 on the left, the
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Figure 5.5: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller for low velocity.

output has the same behaviour of the reference, but more importantly the control input
at low speed, shown in Figure 5.5 on the center, is lower respect to the high velocity.
This is an obvious result because if the speed is lower also the forces acting on the wheel
decrease.
We want to test the LPV controller for the low velocity and different values of µ and Fz.
The results are shown in Figure 5.6.
The behavior is the same as the one obtained for high speed, but as observed before the
control input is smaller than the one at the high velocity.

At last, the system output with the derivate self aligning moment has the same behaviour
of the reference and this behaviour is obtained also when the self aligning parameters
change. This controller can be used to simulate the wheel manouvre at low speed.
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µ = 0.6 & Fz = 40000 N

µ = 0.9 & Fz = 80000 N

Figure 5.6: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller for low velocity.

5.3 Uncertain Self Aligning Moment Function

In this section the self aligning moment characteristic is supposed not completely known
and only the waveform of the curve and its uncertainty are known. We therefore simulate
the case in which all the parameters of the system are unknown because impossible to
be measured. Some tests can be performed on the system where some parameters are
unknown. The simulations represent the continuos change of steering, shown in Figure
5.7. As shown in Figure 5.7 on the left the system output with this type of knowledge
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Figure 5.7: On the left there is the step response, in the middle there is the input control
and on the right there is the error of the LPV state feedback controller with Uncertain
Self Aligning Moment Function.

on the self aligning characteristic has the same behaviour of the reference. In Figure 5.7
on the center, the input control remains into the limit imposed and, in Figure 5.7 on the
right, the error is not elevated, aside the initial transitory.
Also the Uncertain LPV controller satisfies the imposed specifics and has a good behavior
in tracking the reference signal.
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Chapter 6

Conclusion

This thesis has addressed the problem of building a robust controller for a wheel system.
In particular it has shown how to design an LPV controller starting from a model with un-
certain parameters. The dissertation begins introducing a semi-empirical tire model, the
so-called Pacejka Model, used in order to calculate the steady-state forces and moment
characteristics in the vehicle dynamics. Based on this model, the description of the self
aligning moment has been extracted. This allowed therefore to deduce the formulation of
the wheel system. Having the self aligning characteristic a nonlinear behavior, the synthe-
sis of the controller has been more articulate, because of the difficulties of guaranteeing
the controllability of a nonlinear function.
At this point of the work, all the components needed in the description of the wheel system
were already introduced.
After having introduced the equation of the tire steering dynamics, the simplest controller
available in the market, the PI controller, was used. Even though, the PI controller ini-
tially seemed sufficient for the wheel system, once the actuator had been applied to the
wheel system, some problems emerged. Indeed, the input control values were too high
and the nonlinearity of the self aligning moment function obliged us to build different
controllers for different values of the self aligning moment itself. Also, the actuator re-
duces the system phase margin and, to stabilize the system, we have to reduce the system
gain. Reducing the gain of the system is not possible when controlling the nonlinear plant.
Indeed a high gain is necessary to delete the unstable pole effect.
It was clear at that point, that we needed a more complex controller to not only contain
the control input and the noise, but also to satisfy certain specifications. To this purpose,
controllers designed with LMI and LPV techniques were introduced to control the system.
These types of controller work by correlating the control problem with an optimal prob-
lems Therefore, after imposing the control parameters and the input that represent the
control specifications, these specifications can be interpreted as decision variables of an
optimal problem. The control specifications and limit can be converted into constraints
for the optimal problem, too. So, The controller designed with LMI technique for the
wheel system was consequently designed. However, this system did not consider the vari-
ation of the self aligning characteristic. In order to introduce even this constraint into
the controller, it was necessary to linearize the self aligning characteristic, to introduce
the LPV synthesis and finally to build the controller designed with LPV technique for the
wheel system.
As shown at the end of chapter 4, the controller designed with the LPV technique respects
the specifications and limits the control input. Although, information about the wheel, the
damping coefficient, the wheel inertia and the actuator limitation were obtained from the
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literature, we did not have the opportunity to identify the correct values of these parame-
ters and to solve the real problem concerning the wheel. However this thesis explains how
to build a controller with LPV techniques for a theoretical wheel system. Having the real
values of the parameters, it would easy to build the correct controller for the real system.
Tests in chapter 5 show how the LPV controller tracks the reference with a bounded input
control. Another advantage of this controller is the possibility of controlling the system
at different values of speeds. This is fundamental especially when analyzing the case of a
parking manoeuvre.



Appendix A

Dependence of Mz from the input
quantities

Next, we highlight the dependency of Mz on (κ, α, µ and Fz) and every self aligning terms
contain in the formula (2.39).

A.1 Self aligning Moment Mz

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the self aligning
moment. The value of α, µ and Fz remain constant, respectively 0◦, 1 and 40000 N, and
the slip ratio changes between the values -5 to 5.
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Figure A.1: Self aligning Moment with Slip Ratio

In Figure A.1, we observe that the characteristic of the self aligning moment remain
constant for high and low slip ratio value. Instead for value close from -1 to 1, the curve
changes very faster from the positive costant value to the negative one.

Slip Angle α

In this simulation we want to show as the slip angle value influences the self aligning
moment. The values of κ, µ and Fz remain constant, respectively 0, 1 and 40000 N, and
the slip angle changes between the value -20◦ to 20◦.
The result shows in Figure A.2 is the same graphic report in the section 2.3.3.
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Figure A.2: Self aligning Moment with Slip Angle

Friction Coefficient µ

We want to explain the main relationship between the self aligning moment and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
In Figure A.3 on the left, the values of α and Fz remain constant, respectively 0 and 40000
N, while the slip ratio value changes between the value -4 to 4. Indeed, in Figure A.3 on
the right, we have also the constant values for κ and Fz, while the slip angle value changes
between the value -25◦ to 25◦.
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Figure A.3: The influence of parameter µ in the self aligning moment, on the left with
different slip ratio value, on the right with different slip angle value.

We note, in Figure A.3, that if the coefficient friction value increases, the self aligning
moment characteristic increases and we conclude that the value of the self aligning moment
is realted with the coefficient friction value.

Normal Force Fz

We want to explain the main relationship between the self aligning moment and the nor-
mal force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N,
60000 N, 70000 N and 80000 N.
In Figure A.4 on the left, the values of α and µ remain constant, respectively 0 and 1,
while the slip ratio value changes between the value -10 to 10. Indeed, in Figure A.4 on
the right, we have also the constant values for κ and µ, while the slip angle value changes
between the value -25◦ to 25◦.
In Figure A.4 on the left, we observe that, not only, the peak of self aligning moment
decreases when the Fz value increases, but for high values of Fz the characteristic changes
sign and become positive.
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Figure A.4: The influence of parameter Fz in the self aligning moment, on the left with
different slip ratio value, on the right with different slip angle value.

In the other graphic of Figure A.4, we observe that if the normal force value increases, the
self aligning moment characteristic increases and we can conclude that the value of the
self aligning moment is related with the normal force.

Conclusion

Following the aforementioned consideration, we obtain that the self aligning moment Mz

depeds from the parameters κ, α, µ and Fz, as suppose in the section 2.3.3.
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A.2 Pneumatic Trail t

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the pneumatic trail
term. The values of α, µ and Fz remain constant, respectively 0◦, 1 and 40000 N, and the
slip ratio changes between the value -1 to 1.
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Figure A.5: The Pneumatic Trail with Slip Ratio

We note that the slip ratio value modifies the pneumatic trail characteristic when it is
close to the interval [-1, 1]. Around these values the graphic has a positive peak and after
these values the characteristic returns negative and it arrives at the asymptotical value.

Slip Angle α

In this simulation we want to show as the slip angle value influences the pneumatic trail
term. The values of κ, µ and Fz remain constant, respectively 0, 1 and 40000 N, and the
slip angle changes between the value -20◦ to 20◦.
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Figure A.6: The Pneumatic Trail with Slip Angle

As show in Figure A.6 the slip angle value influences the pneumatic trail characteristic,
we note that the characteristic has the same waveform show for the slip ratio, but in this
case the peak increase of the curve is more slow respect the previous case.

Friction Coefficient µ

We want to explain the main relationship between the pneumatic trail term and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
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In Figure A.7 on the left, the values of α and Fz remain constant, respectively 0 and 40000
N, while the value slip ratio changes between the value -1.5 to 1.5. Indeed, in Figure A.7
on the right, we have also the constant values for κ and Fz, while the slip angle value
changes between the value -25◦ to 25◦.
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Figure A.7: The influence of parameter µ in the pneumatic trail, on the left with different
slip ratio value, on the right with different slip angle value.

In Figure A.7, we note that the pneumatic trail value increases if the friction coefficient
value increases. This phenomenon is valid for both the slip angle that the slip value.

Normal Force Fz

We want to explain the main relationship between the pneumatic trail term and the normal
force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N, 60000
N, 70000 N and 80000 N.
In Figure A.8 on the left, the values of α and µ remain constant, respectively 0 and 1,
while the slip ratio value changes between the value -3 to 3. Indeed, in Figure A.8 on
the right, we have also the constant values for κ and µ, while the slip angle value changes
between the value -25◦ to 25◦.
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Figure A.8: The influence of parameter Fz in the pneumatic trail, on the left with different
slip ratio value, on the right with different slip angle value.

We note, in Figure A.8, that if the normal force value increases, the pneumatic trail
characteristic increases and we conclude that the value of the pneumatic trail is realted
with the normal force value.

Conclusion

Following the aforementioned consideration, we obtain that the pneumatic trail t depeds
from the parameters α and Fz, as suppose in the Section 2.3.3.
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A.3 Lateral Force Fy

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the lateral force. The
values of α, µ and Fz remain constant, respectively 0, 1 and 40000 N, and the slip ratio
changes between the value -2 to 2. The characteristic of Fy has a very high negative peak
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Figure A.9: The Lateral Force with Slip Ratio

close to the value 0, ideed there is a change of value from -100 to -2000. Before and after
the peak the curve has an asymptotic value.

Slip Angle α

In this simulation we want to show as the slip angle value influences the lateral force. The
values of κ, µ and Fz remain constant, respectively 0, 1 and 40000 N, and the slip angle
changes between the value -20◦ to 20◦.
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Figure A.10: The Lateral Force with Slip Angle

The Fy characteristic respect the slip angle α assume value elevate for elevate value of slip
angle, at ±20◦ arrives at the value of ∓30000 N. Instead, for value of slip angle close to
zero, the lateral force becomes close to zero. This behavoir is what we expected from the
laterl force. Indeed, the lateral force has the maximum value for elevate value of steering,
but it becomes irrelevant for the little value of steering, and in consequence of elevate
value of slip angle.
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Friction Coefficient µ

We want to explain the main relationship between the pneumatic trail term and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
In Figure A.11 on the left, the values of α and Fz remain constant, respectively 0 and
40000 N, while the slip ratio value changes between the value -1 to 1. Indeed, in Figure
A.11 on the right, we have also the constant value for κ and Fz, while the slip angle value
changes between the value -25◦ to 25◦.
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Figure A.11: The influence of parameter µ in the lateral force with different slip angle
value.

We note, in Figure A.11 on the right, that if the friction coefficient value increases, the
lateral force characteristic increases and we conclude that the value of the lateral force is
realted with the friction coefficient value. Instead, in Figure A.11 on the left the value of
the peak decreases when the coefficient µ increases.

Normal Force Fz

We want to explain the main relationship between the pneumatic trail term and the normal
force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N, 60000
N, 70000 N and 80000 N.
In Figure A.12 on the left, the values of α and µ remain constant, respectively 0 and 1,
while the slip ratio value changes between the value -3 to 3. Indeed, in Figure A.12 on
the right, we have also the constant values for κ and µ, while the slip angle value changes
between the value -25◦ to 25◦.
We note, in Figure A.12 on the right, that if the normal force value increases, the lateral
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Figure A.12: The influence of parameter Fz in the lateral force with different slip angle
value.

force characteristic increases. Also in Figure A.12 on the left the peak of the lateral force
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characteristic increases when the normal force increases. We conclude that the value of
the lateral force is realted with the normal force value.

Conclusion

Following the aforementioned consideration, we obtain that the lateral force Fy depeds
from the parameters κ, α, µ and Fz, as suppose in the Section 2.3.3.
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A.4 Arm Force s

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the force arm term.
The values of α, µ and Fz remain constant, respectively 0◦, 1 and 40000 N, and the slip
ratio changes between the value -5 to 5.
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Figure A.13: The Force Arm with Slip Ratio

As show in Figure A.13 the arm force characteristic has a peak in corrispondence of the
null slip ratio value and for the remaining values assume an asymptotic value.

Slip Angle α

In this simulation we want to show as the slip angle value influences the force arm term.
The values of κ, µ and Fz remain constant, respectively 0, 1 and 40000 N, and the slip
angle changes between the value -20◦ to 20◦.
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Figure A.14: The Force Arm with Slip Angle

We aspect that the arm force characteristic respects the slip angle will be symmetric and
assumes the same value, only with different sign, for positive and negative value of the
slip angle, but it is not so. This is due because the arm force definition introduce a shift
and this means that the characteristic becomes non symmetric.

Friction Coefficient µ

We want to explain the main relationship between the self aligning moment and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
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In Figure A.15 on the left, the values of α and Fz remain constant, respectively 0 and
40000 N, while the slip ratio value changes between the value -1 to 1. Indeed, in Figure
A.15 on the right, we have also the constant values for κ and Fz, while the slip angle value
changes between the value -25◦ to 25◦.
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Figure A.15: The influence of parameter µ in the force arm, on the left with different slip
ratio value, on the right with different slip angle value.

In Figure A.15 on the left we observe that the different µ values do not influence the
arm force term respect the slip ratio, instead with the slip angle modifies the arm force
characteristic. In Figure A.15 on the right we observe that the arm force value increases if
the friction coefficient increases. After the aforementioned consideration we conclude that
the arm force depends on the friction coefficient.

Normal Force Fz

We want to explain the main relationship between the self aligning moment and the normal
force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N, 60000
N, 70000 N and 80000 N.
In Figure A.16 on the left, the values of α and µ remain constant, respectively 0 and 1,
while the slip ratio value changes between the value -2 to 2. Indeed, in Figure A.16 on
the right, we have also the constant values for κ and µ, while the slip angle value changes
between the value -25◦ to 25◦.
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Figure A.16: The influence of parameter Fz in the force arm, on the left with different
slip ratio value, on the right with different slip angle value.

In Figure A.16 on the left we observe that the different µ values influence the arm force
term respect the slip ratio in a significant way. In Figure A.16 on the right we observe
that the arm force value increases if the normal force increases.
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Conclusion

Following the aforementioned consideration, we obtain that the arm force s depeds from
the parameters Fy and Fz, as suppose in the Section 2.3.3.
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A.5 Longitudinal Force Fx

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the longitudinal force.
The values of α, µ and Fz remain constant, respectively 0◦, 1 and 40000 N, and the slip
ratio changes between the value -2 to 2.
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Figure A.17: Change of the Longitudinal Force with Slip Ratio

In Figure A.17 we note as the longitudinal force characteristic changes value when the
slip ratio changes sign. It has a overshoot and then return to the asymptotic value.

Slip Angle α

The slip angle value does not influence the longitudinal force.

Friction Coefficient µ

We want to explain the main relationship between the longitudinal force and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
In the Figure A.18, the values of α and Fz remain constant, respectively 0 and 40000 N,
while the slip ratio value changes between the value -1.5 to 1.5. The slip angle does not
influence the longitudinal force. We note, in Figure A.18, that if the friction coefficient
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Figure A.18: The influence of parameter µ in the longitudinal force with different slip
ratio value.

value increases, the longitudinal force characteristic increases and we conclude that the
value of the longitudinal force is realted with the friction coefficient value.
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Normal Force Fz

We want to explain the main relationship between the self aligning moment and the normal
force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N, 60000
N, 70000 N and 80000 N.
In the Figure A.19, the values of α and µ remain constant, respectively 0 and 1, while
the slip ratio value changes between the value -10 to 10. The slip angle does not influence
the longitudinal force. We note, in Figure A.19, that if the normal force value increases,

−10 −8 −6 −4 −2 0 2 4 6 8 10
−8

−6

−4

−2

0

2

4

6

x 10
4 Fx Vs SlipX

Slip Ratio [−]

F
or

ce
 F

x [N
]

 

 

Fz = 40000 N

Fz = 50000 N

Fz = 60000 N

Fz = 70000 N

Fz = 80000 N

Figure A.19: The influence of parameter Fz in the longitudinal force with different slip
ratio value.

the saturation value and the gradient of longitudinal force characteristic increases and we
conclude that the value of the lateral force is realted with the normal force value.

Conclusion

Following the aforementioned consideration, we obtain that the longitudinal force Fx
depeds from the parameters κ, α, µ and Fz, as suppose in the Section 2.3.3.
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A.6 Residual Moment Mzr

Slip Ratio κ

In this simulation we want to show as the slip ratio value influences the residual moment.
The values of α, µ and Fz remain constant, respectively 0◦, 1 and 40000 N, and the slip
ratio changes between the value -1 to 1.
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Figure A.20: The Residual Moment with Slip Ratio

We observe that more the the slip ratio value is close to zero, more it is the influence
of the residual moment. This is what we aspect from the residual moment, it assumes
great value when the slip ratio is zero.

Slip Angle α

In this simulation we want to show as the slip angle value influences the residual moment.
The values of κ, µ and Fz remain constant, respectively 0, 1 and 40000 N, and the slip
angle changes between the value -20◦ to 20◦.
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Figure A.21: The Residual Moment with Slip Angle

We observe that more the the slip angle value decreases, more it is the influence of the
residual moment. This is what we aspect from the residual moment, it assumes great
value when the slip angle is zero.

Friction Coefficient µ

We want to explain the main relationship between the residual moment and the friction
coefficient µ, for this reason we test different values of µ, in this case 0.6, 0.7, 0.8 and 0.9.
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In Figure A.22 on the left, the values of α and Fz remain constant, respectively 0 and
40000 N, while the slip ratio value changes between the value -0.2 to 0.2. Indeed, in Figure
A.22 on the right, the values of κ and Fz remain constant, respectively 0 and 40000 N,
while the slip angle value changes between the value -25◦ to 25◦.
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Figure A.22: The influence of parameter µ in the residual moment, on the left with
different slip ratio value, on the right with different slip angle value.

We note, in Figure A.22, that if the friction coefficient value increases, the residual
moment characteristic decreases and we conclude that the value of the residual moment
is realted with the friction coefficient value.

Normal Force Fz

We want to explain the main relationship between the self aligning moment and the nor-
mal force Fz, for this reason we test different values of Fz, in this case 40000 N, 50000 N,
60000 N, 70000 N and 80000 N.
In Figure A.23 on the left, the values of α and µ remain constant, respectively 0 and 1,
while the slip ratio value changes between the value -25 to 25. Indeed, in Figure A.23 on
the right, the values of κ and µ remain constant, respectively 0 and 1, while the slip angle
value changes between the value -25◦ to 25◦.
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Figure A.23: The influence of parameter Fz in the residual moment, on the left with
different slip ratio value, on the right with different slip angle value.

In Figure A.23, we observe that the peak of residual moment increases when the normal
force Fz value increases. This behavior is what we aspect from the characteristic of the
residual moment Mzr, it assumes the maximum value in corrispondence of null value of
slip ratio but, above all, slip angle.
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Conclusion

Following the aforementioned consideration, we obtain that the residual moment Mzr

depeds from the parameters κ, α, µ and Fz, as suppose in the Section 2.3.3.



Appendix B

Formulas of Velocity

In this section is shown how the ζ coefficients are introduced in the self aligning moment
equation.

ϕ = − 1
Vx

(ψ̇ − (1− εγ)Ω sin γ) (B.1)

where:

• Vx is the longitudinal velocity;

• ψ̇ is the yaw angle;

• εγ is the reduction coefficient for γ;

• Ω is the rotation velocity of the wheel;

• γ is the camber angle.

We introduce the equations for the ζ coefficient.

ζ1 = cos[arctan(BxϕR0ϕ)] (B.2)

Bxϕ = pDxϕ1(1 + pDxϕ2dfz) cos[arctan(pDxϕ3κ)] (B.3)

where pDxϕ1, pDxϕ2 and pDxϕ3 are constant.

ζ2 = cos[arctan{Byϕ(R0|ϕ|+ pDyϕ4

√
R0|ϕ|)}] (B.4)

where Byϕ is the sharpness factor:

Byϕ = pDyϕ1(1 + pDyϕ2dfz) cos[arctan(pDyϕ3tanα)] (B.5)

The terms pDyϕ1, pDyϕ2, pDyϕ3 and pDyϕ4 are constant.

ζ3 = cos[arctan(pKyϕ1R
2
0ϕ

2)] (B.6)

where pKyϕ1 is a constant.

ζ4 = 1 + SHyϕ −
SV yγ
Kyα

(B.7)
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where:

SHyϕ = DHyϕsin[CHyϕ arctan{BHyϕR0ϕ−EHyϕ(BHyϕR0ϕ−arctan(BHyϕR0ϕ))}]sgn(Vx)
(B.8)

where:
DHyϕ = (pHyϕ2 + pHyϕ3dfz)sgn(Vx) (B.9)

CHyϕ = pHyϕ1 (> 0) (B.10)

EHyϕ = pHyϕ4 (≤ 1) (B.11)

where pHyϕ1, pHyϕ2, pHyϕ3 and pHyϕ4 are a constant.

BHyϕ =
KyRϕ0

(CHyϕDHyϕKyαo)
(B.12)

SV yγ = Fz(pV y3 + pV y4dfz)γζ2λKyγλ
′
µy (B.13)

where pV y3 and pV y4 are constant.

KyRϕ0 = Kyγ0 = Fz(pKy6 + pKy7dfz)λKyγ (B.14)

where pKy6 and pKy7 are constant.

Kyα = pKy1F
′
z0(1− pKy3|γ|)sin[pKy4 arctan{

Fz
F
′
z0

pKy2 + pKy5γ2
}] (B.15)

where pKy1, pKy2, pKy3, pKy4 and pKy5 are constant.

ζ5 = cos[arctan(qDtϕ1R0ϕ)] (B.16)

where qDtϕ1 is a constant.

ζ6 = cos[arctan(qBrϕ1R0ϕ)] (B.17)

where qBrϕ1 is a constant.

Mzϕ90 = Mzϕ∞
2
π

arctan(qCrϕ2R0|ϕ|) (B.18)

where qCrϕ2 is a constant.

ζ7 =
2
π
arc cos[Mzϕ90/|Drϕ|] (B.19)

ζ8 = 1 +Drϕ (B.20)

where:

Drϕ = DDrϕ sin[CDrϕ arctan{BDrϕR0ϕ−EDrϕ(BDrϕR0ϕ− arctan(BDrϕR0ϕ))}] (B.21)
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DDrϕ =
Mzϕ∞

sin(0.5πCDrϕ)
(B.22)

Mzϕ∞ = qCrϕ1µR0Fz

√
Fz

F
′
z0

λMϕ (B.23)

where qCrϕ1 is a constant.
CDrϕ = qDrϕ1 (B.24)

where qDrϕ1 is a constant.
EDrϕ = qDrϕ2 (B.25)

where qDrϕ2 is a constant.

BDrϕ =
Kzγr0

{CDrϕDDrϕ}
(B.26)

Kzγr0 = FzR0{qDz8 + qDz9dfz + (qDz10 + qDz11dfz)|γ|}λKzγ (B.27)

where qDz8, qDz9, qDz10 and qDz11 are constant.

Kzγ0 = Kzγr0 −Dt0Kyγ0 (B.28)

KzRϕ0 = Kzγ0 = Fz(pKy6 + pKy7dfz) (B.29)

where pKy6 and pKy7 are constant.
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Appendix C

Derive the Pacejka Formula

The procedure to derivate the self aligning moment express in equation (2.39) is intro-
duced. The formula is described as follow:

Mz(κ, α, µ, Fz) = −t(κ, α, Fz) Fy(κ, α, µ, Fz) + s(Fy, Fz) Fx(κ, α, µ, Fz) +Mzr(κ, α, µ, Fz)
(C.1)

Starting with this formula is derived the equation respect the slip angle α. It is obtained
the following result:

∂Mz(κ, α, µ, Fz)
∂α

=
∂[−t(κ, α, Fz) Fy(κ, α, µ, Fz)]

∂α
+
∂[s(Fy, Fz) Fx(κ, α, µ, Fz)]

∂α
+
∂Mzr(κ, α, µ, Fz)

∂α
(C.2)

For simplicity the derivate of each term is calculated and after the final formula will be
derived. Starting with the term −tFy.

∂[−t(κ, α, Fz) Fy(κ, α, µ, Fz)]
∂α

=
∂[−t(κ, α, Fz)]

∂α
Fy(κ, α, µ, Fz)− t

∂Fy(κ, α, µ, Fz)
∂α

(C.3)

At this point there are two different derivate in the formula (C.3), the derivation of ∂−t
∂α

is:

∂[−t(κ, α, Fz)]
∂α

=
∂

∂α
[Dt cos[Ct arctan{Btαt − Et(Btαt − arctan(Btαt))}]]

=
CtDt(Et(Bt − Bt

(Btα)2+1
)−Bt) cos(α) sin(Ctarctan(Et(Btα− arctan(Btα)−Btα)))

(Et(Btα− arctan(Btα))−Btα)2 + 1
+Dt sin(α) cos(Ct arctan(Et(Btα− arctan(Btα))−Btα))

(C.4)

Instead, the derivation of ∂Fy
∂α is

∂Fy(κ, α, Fz)
∂α

=
∂Gyκ
∂α

F
′
y +

∂F
′
y

∂α
Gyκ (C.5)

Where the ∂Gyκ
∂α is equal to zero, instead the ∂F

′
y

∂α is equal to:

∂F
′
y

∂α
=
CyDy(Ey(By − Bt

(Btα)2+1
)−By) cos(Cy arctan(Ey(Byα− arctan(Byα))−Byα))

(Ey(Byα− arctan(Byα))−Byα)2 + 1
(C.6)
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The second term of equation (C.2) has the following derivate:

∂[s(Fy, Fz) Fx(κ, α, µ, Fz)]
∂α

=
∂s(Fy, Fz)

∂α
Fx(κ, α, µ, Fz) +

∂Fx(κ, α, µ, Fz)
∂α

s(Fy, Fz) (C.7)

but the term s does not depend on α so its derivate is zero, we have only to calculate the
derivate of ∂Fx(κ,α,µ,Fz)

∂α :

∂Fx(κ, α, µ, Fz)
∂α

=
∂Gxα
∂α

F
′
x +

∂F
′
x

∂α
Gxα (C.8)

where the ∂F
′
x

∂α is equal to zero because the F
′
x does not depend on α, so the derivate of

the other term is:

∂Gxα
∂α

=
Cx(Ex(Bx − Bx

(Bxα)2+a
)−Bx) sin(Cx arctan(Ex(Bxα− arctan(Bxα))−Bxα))

Gax0((Ex(Bxα− arctan(Bxα))−Bxα)2 + 1)
(C.9)

Te last term in the equation (C.2) is the residual moment derivate that it is calculated as
follow:

∂Mzr(κ, α, µ, Fz)
∂α

=
∂

∂α
{Dr [arctan(Brαr)]}

= −BrCrDr sin(Cr arctan(Brα))
(Brα)2 + 1

(C.10)

Using the result found in the equation (C.4), (C.5), (C.6), (C.8), (C.9), and (C.10) the
derivate of the self aligning moment Mz is obtained.



Appendix D

Background and Preliminaries of
LMI Theory

D.1 Background and Preliminaries

The most important property, that the LMI problem uses, is the convexity. A normal
constrain for the LMI is in the form:

F (x) := F0 + x1F1 + · · ·+ xnFn ≺ 0 (D.1)

where F0, F1, ..., Fn are real simmetric matrix and x = [x1, · · · , xn] is a column vector
of unknown real scalar decision variables. The inequality F (x) ≺ 0 means that the deci-
sion variable must render the symmetric matrix F(x) negative definite, so the maximum
eigenvalue of F(x) should be negative. The equation (D.1) introduces two questions:

1. The LMI feasibility is guaranteed, if there are real variables x1, · · · , xn that satisfy
the equation (D.1), then the LMI is feasibility;

2. The LMI optimization problem consists of the cost minimization of the cost function
c(x) = c1x1 + · · ·+ cnxn for every x1, · · · , xn that satisfy the constraint (D.1).

This formulation is easy to find in the classical linear problem optimization, but also in
the quadratic and convex quadratic problems of optimization.
Normally, the matrix variable in the control application are used instead of the vector
variables. So, the LMI problem can be redefined in the more general form

F (X) ≺ 0 (D.2)

where X is a matrix defined in an arbitrary finite-dimension vector space χ of matrix and
F: χ→ Sm is an affine function.
The different type of constrains becomes important in the pratical studying of the special
form as in (D.1). There are different type of constrains, the first one is define the (D.1)
as a convex constrain on the decisione variable. So the solution set S = {x | F (x) ≺ 0} of
the LMI F (x) ≺ 0 is convex. In this case the convex constrain F (x) ≺ 0 on x has more
useful property than the general convex sets. The second type of constrain is define for a
finite set of LMIs

F1(x) ≺ 0, · · · , Fn(x) ≺ 0

and it is can also be represented as a single LMI F (x) ≺ 0 by setting F(x) = diag(F1(x), · · · , Fn(x)).
There are different types of constrains used to find a solution for the equation (D.1), but
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the most important constrain, is the partitioned LMI

F (x) =
[
F11(x) F12(x)
F21(x) F22(x)

]
≺ 0

where the Schur complements is used to obtain the two expresion:{
F11(x) ≺ 0
S22(x) = F22(x)− F21(x)F11(x)−1F12(x) ≺ 0

where S22(x) is the Schur complement of F11(x) and the equivalent one:{
F22(x) ≺ 0
S11(x) = F11(x)− F12(x)F22(x)−1F21(x) ≺ 0

where S11(x) is the Schur complement of F22(x). If F (x) is affine this equivalence, a
specification types of rational inequalities and quadratic can be formulated as (D.1). The
previous equation is due to a congruent transfomation of symmetric matrices that it leaves
unchanged the number of the positive and negative eigenvalues.

D.1.1 LMI Stability

At the end of the 19th century there was the beginning of study of the expansion and
contraction motion property of dynamical system around an attractor point. The pioneer
of this theory was Alksandr Mikhailovich Lyapunow and his studies become important for
the control analysis. He found a function, called Lyapunow Function, that you can used
to prove the stability equilibria of differential equations. This function used the idea that
an invariant set of a differential equation attracts all nearby solutions and if you can find
a function that is bounded and decreases along all solutions.
The differential equation, that it is supposed to be used, is:

ẋ(t) = f(x(t), t) (D.3)

where f : X × R → X and X = Rn is a finite dimensional state space. The function f
must be defined sufficiently smooth in order to guarantee the existence and uniqueness
of the solution x(x0, t) that satisfy the initial condition x(x0, t0) = x0 ∈ X, where the
relation x(0) = x0 is valid. The time invariant of the differential equation (D.3) is defined
as

x(x0, t0 + τ) = x(x0, t0)

for any τ ∈ R and t+ τ interval of existance. The equilibrium point x∗ ∈ X is defined as
follow x(x∗, t0) = x∗ and also satisfies the equation (D.3).
If the equilibrium point x∗ exists, the equation (D.1) is called exponentially stable for all
t0 ∈ R and exist a positive numbers α, β and δ exist such that

‖x0 − x∗‖ ≤ δ ⇒ ‖x(x0, t0)− x∗‖ ≤ β‖x0 − x∗‖e−α(t−t0) ∀t ≥ t0 (D.4)

If the positive numbers α, β and δ do not depend on the initial time t0, then we can say that
x∗ is uniformly exponentially stable. The equation (D.4) is called globally exponentially
stable if δ can be choose in an arbitrary way. With this definition we can say that a fixed
point is exponentially stable if every solution of the differential equation, with initial state
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nearby x∗, converge to x∗ with an exponential rate α > 0.
The following results show how the exponential stability of linear time-invariant differential
equations are related to the LMI feasibility. Let A ∈ Rn×n, the following statements are
equivalent:

1. The origin is an exponentially stable equlibrium point of ẋ = Ax;

2. All eigenvalues λ(A) belong to C := {s ∈ C | R(s) < 0};

3. The LMIs ATX +XA ≺ 0 and X ≺ 0 are feasible.

The 3rd statement means that the solution X defines a quadratic function V (x) = XTXx
that solve a Lyapunow function of the differential equation ẋ = Ax for the equilibrium
point x∗. The derivative of the quadratic function V (x) has a direction of decreasing as
follow:

d

dt
x(t)TXx(t) = ẋ(t)TXx(t) + x(t)TXẋ(t) = x(t)T [ATX +XA]x(t) (D.5)

Recalling the previously considerations and using the formula (D.4), we can choose δ
arbitrarily, β =

√
λmax(X)/λmin(X) and α > 0 has to satisfy the inequality ATX+XA+

2αX ≺ 0. This consideration is important because in many control problem the interest
is focused on the characterization of the eigenvalue location of A in a particular stability
region of C.

D.2 Introduction to LMI and Setting the LMI Controller

D.2.1 Performance Characterizations with LMI

The linear system considered in the LMI synthesis is:

ẋ = Ax+Hw, z = Cx+ Ew, x(0) = 0 (D.6)

where w is the undesired external disturbance and z is the error output. The control syn-
thesis problem can be translated in a problem of reduction of the disturbance attenuation:
the controller has the aim to decrease the disturbance w into the output error z as much
as possible in the transfer function of the system given by

T (s) = C(sI −A)−1H + E.

Using the equation (D.6), where A is Hurwitz and E = 0, and supposing that the number
of the inputs is m, so H is the colum vector (h1, · · · , hm). The energy of the output
trajectory for impusive inputs in all input components is:

m∑
ν=1

∫ ∞
0

yν(t)T yν(t) dt =
m∑
ν=1

Trace(hTν Y0hν) = Trace(HTY0H) (D.7)

where Trace denotes the sum of the diagonal elements of a matrix and Y0 is the observ-
ability Gramain, the unique solution of the Lyapunow equation:

ATY0 + Y0A+ CTC = 0 (D.8)

Using the Parseval’s theorem we can explicit the formula of the observability Gramian
(D.7) and we obtain the expression for the energy:

‖T‖2H2
=

1
2π
Trace

{∫ ∞
−∞

[C(iωI −A)−1H][C(iωI −A)−1H] dω
}
. (D.9)



84 APPENDIX D. BACKGROUND AND PRELIMINARIES OF LMI THEORY

The ‖T‖2H2
is calledH2-norm on the transfer function T(s). We derive the impulse responce

performance interpretation of the H2-norm.
The result is a stochastic interpretation of the H2-norm perform. If n is the noise with
unity covariance, the asymptotic variance od the output process of (D.6) has to satisfy
the following equation:

lim
t→∞

E[y(t)T y(t)] = Trace
(

lim
n→∞

CE[x(t)x(t)T ]CT
)

= Trace(CX0C
T ) (D.10)

where X0 is the controllability Gramian that it is obtain as the unique solution of the
equation:

AX0 +X0A
T +HHT = 0 (D.11)

The transpose of the transfer function of the system (D.6) is defined as: T T (s) = HT (sI−
AT )−1CT . This means that the asymptotic output variance is equal to ‖T T ‖H2 . This
variance is the same used in the formula (D.9) and it is a dual version for computing the
‖T‖H2 . The result found up to here are: If E = 0 and X0 and Y0 are the system’s con-
trollability and observability Gramains satisying the equations (D.8) and (D.11), then the
solution is defined as follows: ‖T‖2H2

= Trace(CX0C
T ) = Trace(HTY0H). This solution

means that the sum of the energies of the output of the system (D.6) for the impulsive in-
puts in each input channel is limitated, if the input is a white noise with unity covariance,
the solution is also equal to the asymptotic output variance of the system. Normally this
solution is called H2 Performance. It is possible to introduce the following theorem:

Theorem 1: A is Hurwitz and ‖T‖H2 < γ if and only if E = 0 and exist X = XT

and Y = Y T such that(
ATX +XA XH

HTX −γI

)
≺ 0,

(
X CT

C Y

)
� 0 and Trace(Y ) < γ. (D.12)

�

There is also another way to characterize the effect of the disturbance w on the output
error z in the system (D.6). This approach expresses the energy in terms of the so-called
energy gain and it is due by the formula:

‖T‖H∞ = sup0<‖w‖L2
<∞
‖z‖L2

‖w‖L2

(D.13)

where ‖z‖L2 and ‖w‖L2 are respectly the finite eneregy of the error z and the disturbance

d, defined as ‖x(t)‖L2 =
√∫∞

0 ‖x(t)‖2 dt. Equivalently, if Trace(Y) < γ is replaced with
Y < γ in the Theorem 1 the LMI formulation means that the system gain from finite
energy input signals to the peak value of the output signal is bounded by γ:

sup0<‖w‖L2
<∞
‖z‖L∞
‖w‖L2

< γ with ‖z‖L∞ = supt≥0‖z(t)‖ (D.14)

The equation (D.13) shows how the worst amplification of the disturbance input lim-
its the output error and this means that the upper bound of a LMI characterization is
‖T‖H∞ < γ. As the previous solution, normally we call this H∞ solution the H∞ Perfor-
mance. As shown for the H∞, there is a similar theorem for the H2 also:

Theorem 2: A is Hurwitz and ‖T‖H∞ < γ if and only if there exists X � 0 with(
I 0
A H

)T ( 0 X
X 0

)(
I 0
A H

)
+
(

0 I
C E

)T (−γ2I 0
0 I

)(
0 I
C E

)
≺ 0 (D.15)
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�

In the literature the LMI equation (D.15) is written in an equivalent and more common
representation:

(
ATX +XA+ CTC XH + CTE

HTX + ETC ETE − γ2I

)
≺ 0 or with Schur

ATX +XA XH CT

HTX −γI ET

C E −γI

 ≺ 0

(D.16)
Or equvalently using the Riccati inequalities ATX + XA + CTC + (XH + CTE)(γ2I −
ETE)−1(HTX + ETC) ≺ 0 and ETE − γ2I ≺ 0.

D.2.2 Introduction to the Optimal Synthesis

After the introduction of the principal aspect about the H2 and H∞ performance, the
LMI system is introduced in Figure D.1.

 

 
System 

Controller 

z w 

u  y 

Figure D.1: General plant configuration for an LMI problem.

The system configuation permits to set different specifications, such as stability, error
minimization and robust performance, and to find the more suitable controller to solve
the problem. The equations of the LMI system are:

ẋ = Ax+Bu+Hw

z = Cx+Du+ Ew

y = Fx+Gw

(D.17)

where z is the error, w is the disturbance, u is the control input and y is the measured
output. Instead, the controller equations in the feedback synthesis are:

ẋc = Acxc +Bcy

u = Ccxc +Dcy
(D.18)

where y is the measured output of the LMI system and u is the input controller that
controls the LMI system. As shown in Figure D.1, the interconnection of the LMI system
(D.17) and the LMI controller (D.18) has to be internally stable and to satisfy the desidered
performance. A new state system ξ = [x, xc]T is created and the controlled system is simply
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decribed by the equation:

ξ̇ = Aξ + Bw
z = Cξ +Dw

with
(
A B
C D

)
=

 A+BDcF BCc H +BDcG
BcF Ac BcG

C +DDcF DCc E +DDcG

 (D.19)

The equation (D.19) is really simple but inside this formulation is comprises many dif-
ferent specification configurations are included in this formulation and in this case it is
necessary to build a controller with the reference tracking problem. A major emphasis is
laid on shaping the sensitivity (reference to tracking error), under the constraint that the
control effort (reference to control) does not peak too much and rolls off at high frequencies
and we also guarentee the disturbance attenuation. In this section we try to build up a
controller with the H∞ performance.

D.2.3 State Feedback Synthesis

There are two different types of synthesis use to build up the controller: state feedback and
output feedback. In the wheel system only the simplest one is needed the state feedback.
In this technique of synthesis the equation of control (D.18) becomes:

ẋc = Acxc +Bcx

u = Dcx
(D.20)

where the matrix Cc is equal to zero and the output y is equal to the state (y = x) of the
LMI system (D.17). If the equation (D.20) is substituted in the LMI system (D.17) the
following equation of control is obtained:

ẋ = (A+BDc)x+Hw

z = (C +DDc)x+ Ew
(D.21)

Using the Theorem 2 and with the LMI synthesis expressed in (D.16) the controller that
stabilizes the state feedback system (D.21) can be found. It renders the H∞-norm of the
transfer matrix w → z smaller than γ if and only if there are some X with

X � 0 and

(A+BDc)TX +X(A+BDc) XH (C +DDc)T

HTX −γI ET

(C +DDc) E −γI

 ≺ 0 (D.22)

where the first inequality guarantees stability and the second captures performance. The
performance inequality is called bilinear matrix inequality problem. Normally this struc-
ture is required for some variety of design control problem, but in the LMI synthesis needs
a convex bilinear inequelity. Exist a simple remedy to commute a normal bilinear prob-
lem in a convex one. The nonconvex bilinear matrix is turned, with a simple procedure,
into a convex problem of LMI. This is realized by appling a nonlinear change of variables
(X,Dc) → (Y,M) and a congruence transformation of (D.22). The new variables are
defined:

Y := X−1 and M := DcX
−1 (D.23)



D.2. INTRODUCTION TO LMI AND SETTING THE LMI CONTROLLER 87

So, the (D.22) is trasformed with a congruence transformation respectly X−1 for the
left expression and a moltiplication for the diagonal matrix diag(X−1, I, I) for the right
expression. After this transformation the variables, defined in (D.23), are substituted in
the equation (D.22) and the following result is obtained:

Y � 0 and

(AY +BM)T + (A+BM) H (CY +DM)T

HT −γI ET

(CY +DM) E −γI

 ≺ 0 (D.24)

Obviously, the feasibility of the matrix (Y,M) has to guarantee the solution of the problem
(D.24). If exists a solution of the problem (D.24), the previous system (D.22) for (X,Dc)
can be solved inverting the equation of (D.23) where: X = Y −1 and Dc = MY −1.
This means that, if the inequalities (D.24) are feasible, a couple of matrix (X,Dc) exists,
that solves the problem. The matrix Dc stablizes the system and achieves the desired
performance specification. If the inequalities (D.24) are not feasible, there is not exist a
state feedback gain that satisfy the property.
Besides this contrains, in some control problem the control input is limited under a specific
value β, to obtain this objective we have to add also this specifies at the equation problem
(D.24). Starting for the inverse definition of Dc = MY −1 the constrain ‖Dc‖2 ≤ β2I is
imposed. This constrain is equal to DcD

T
c ≤ β2I. Now, at the last equation, the inverse

definition of Dc is substituted, and obtain:

MY −1Y −1MT ≤ β2I ⇒MY −2MT ≤ β2I (D.25)

At this point we can add and subtract the relation Mφ−2MT at the left inequality of
(D.25), where φ is a scalar. This operation does not change the inequality and the result
is M(Y −2 − φ−2I + φ−2I)MT ≤ β2I. It is possible to divide the single inequality in two
different inequelities as follow: {

Mφ−2MT ≤ β2I

M(Y −2 − φ−2)MT ≤ 0
(D.26)

where the first is obtained considered only the φ−2 in the parentesis and the second with
the remaining terms. Inverting the equation, the two constrain for the LMI problem are
obtained:

Y � φ and
(
βφ M
MT βφ

)
≺ 0 (D.27)

The constrains find in the (D.27) add to the right contrain of the equation (D.24) guarantee
the LMI solution for the bounded input.
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Appendix E

Background of Robust LPV &
Gain Scheduling Theory

E.1 Introduction to LPV and Setting the LPV Controller

In this section the principal LPV’s property will be descirbed.

E.1.1 Polytopic Uncertainties and Robustness Analysis

The steady space model is used to describe the physical systems with various variables.
Normally, the physical systems are variables, perturbed or uncertainties in the physical
parameters at this lead the model uncertain. Often, this uncertain changes the value of the
parameters or coefficients of the steady space model. The very small parameter variations
have a great impact on the dynamics of the system, this reason is sufficient to analyze the
parametric uncertainties of dynamical system. The vector δ = (δ1, · · · , δp) is defined and
expresses the uncertain quantities of dynamical system. There are at least two distinct
cases of interest:

1. Time-invariant parametric uncertainties: the vector δ is fixed but unknown element
of an uncertainty set δ ⊆ Rp;

2. Time-varying parametric uncertainties: the vector δ is an unknown time-varying
function δ : R → Rp where values δ(t) belongs to an uncertainty set δ ⊆ Rp, and
there is also the possibility that they satisfy additional constrains.

Time-Invariant Parametric Uncertainty

The uncertain time-invariant system is defined as follow

ẋ = A(δ)x (E.1)

where A(·) is a continuos function of the real-valued parameter vector δ = col(δ1, · · · , δp)
which is only known and is contained in an uncertain set δ ⊆ Rp. The robust stability
problem is made the uncertain system (E.1) exponentially stable for all δ ∈ δ around at a
equilibrium point x∗ = 0.
The quadratically stable for an uncertain system (E.1) is defined as: there exists X = XT

such that
X � 0 A(δ)TX +XA(δ) ≺ 0 ∀δ ∈ δ (E.2)

89
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The definition V (x) := xTXx is a quadratic Lyapunow function and that implies as A(δ)
is Hurtwitz ∀δ ∈ δ. Then, the equation (E.2) is quadratic stable and means that the
uncertain system is robust exponentially stable against the time-invariant uncertainties
δ ∈ δ. This property is summarized in the following theorem:

Theorem 3: If A(δ) is affine in δ and δ = co(δ1, · · · , δN ) then ẋ = A(δ)x is quadratically
stable if and only if there are some X such that

X � 0 A(δk)TX +XA(δk) ≺ 0 k = 1, · · · , N (E.3)

The theorem shows how the quadratic stability can be numerically verified testing the
feasibility in a finite number of LMI problem.

�

Time-Varying Parametric Uncertainty

Normally the robust stability for time-varying uncertainties has more requirements than
the previous one. The uncertain time-varying system is defined as follow:

ẋ(t) = A(δ(t))x(t) (E.4)

where δ is an uncertain parameter curve defined by the function δ : R → δ. Now, we
suppose that the time-invariant uncertain stability and the robust stability of the origin
are guaranteed and this implies that the A(δ) is Hurwitz ∀δ ∈ δ. In this case the uncertain
system with time-varying parametric uncertainties is exponentially stable if an X � 0
exists such that the equation(E.2) is satisfied. The parameter curves δ(·) normally are
known to be continuously differentiable and constrained

δ(t) ∈ δ δ̇(t) ∈ ρ ∀t ∈ R (E.5)

In order to test the robust stability, it is necessary to introduce the parameter-dependent
Lyapunow function. This function takes the form V (x, δ) := xTX(δ)x and requires to
search a matrix function X(δ) = X(δ)T with δ ∈ δ. Let introduce, for notational conve-
nience, the “derivative”

∂X(δ, ρ) :=
p∑

k=1

∂kX(δ)ρk (δ, ρ) ∈ δ × ρ (E.6)

where ∂kX(·) is the partial derivative of the function X(·) respect to the kth entry of δ
and ρk is the kth component of the vector ρ. As made for the time-invariant parametric
uncertainties we can summarize the previous aspect in the following theorem:

Theorem 4: Supposing that δ and ρ are compact subsets of Rp and that X(δ) = X(δ)T

is a continuously differentiable matrix function that satisfies

X(δ) � 0 ∂X(δ, ρ)A(δ)TX(δ) +X(δ)A(δ) ≺ 0 (E.7)

∀ δ ∈ δ and ∀ ρ ∈ ρ, then the equation (E.4) is exponentially stable for all time-varying
parametric uncertainties that satisfy (E.5).

�
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E.1.2 Robust Performance

Section E.1.1 analyzes as the tests on robust stability influences the parametric uncertain-
ties. The same generalization can be applied in order to obtain the conditions of robust
performance. The uncertain parameter introduces a depending system

ẋ(t) = A(δ(t))x(t) +H(δ(t))w(t)
z(t) = C(δ(t))x(t) + E(δ(t))w(t)

(E.8)

where δ(·) is a continuously differentiable rate-bounded uncertainty that satisfies (E.5).
In the H∞ performance is demostrated which was the effect of the disturbance w on the
error z in terms of the L2 gain of the system. In the equation (E.8), instead, the output
z not only depends on the input w but also on the uncertainty δ(·). We can say that the
robust L2 gain is smaller than γ if:

• for w=0 and for every parameter curves δ(·) that satisfies the (E.5), the point x∗ = 0
is an exponentially stable equilibrium of the system (E.8);

• for x(0) = 0 it holds that

supδ(·) satisfies (E.5)sup0<‖w‖L2<∞
‖z‖L2

‖w‖L2
< γ (E.9)

With the time invariant parameter uncertainties (in case of ρ = {0}) if the robust H2

gain is smaller than γ, the transfer function Tδ associated to the system (E.8) for the time
invariant parameters δ(t) = δ has to satisfy the inequality ‖Tδ‖H∞ < γ ∀ δ ∈ δ. The
following theorem is a generalization of the Theorem 2 to robust L2 gain performance.

Theorem 5: supponing the existence of a continuously differentiable matrix function
X(δ) = X(δ)T such that X(δ) � 0 and(

∂X(δ, ρ) +A(δ)TX(δ) +X(δ)A(δ) X(δ)B(δ)
B(δ)TX(δ) 0

)
+
(

0 I
C(δ) D(δ)

)T (−γ2I 0
0 I

)(
0 I

C(δ) D(δ)

)
≺ 0

(E.10)

∀ δ ∈ δ and ρ ∈ ρ, then the uncertain system (E.8) has a robust L2 gain smaller than γ.

�

The Theorem 5 has the main merit that converts the robust L2 gain performance to
an algebraic property. The condition (E.10) requires to search with a numerical method
the function matrix X(·) that needs to satisfy a partial differential LMI, as made for
Theorem 4. Finally, we have to remark that the Theorem 5 extends all performance
specifications that we have mentioned in the section D.2.1.

E.1.3 Robust State Feedback

After the previous section, where we introduced the polytopic uncertainties and the robust-
ness analysis, we have all element for introduce the Robust State Feedback. We consider
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the system (E.16) whose it is described by matrix affected from time-dependent paremetric
uncertainty δ(t) ∈ Rp.

ẋ(t) = A(δ(t))x(t) +B(δ(t))u(t) +H(δ(t))w(t)
z(t) = C(δ(t))x(t) +D(δ(t))u(t) + E(δ(t))w(t)
y(t) = F (δ(t))x(t) +G(δ(t))w(t)

(E.11)

We assume that the dependence of the system matrices is affine and bounded to the
polytope:

δ := co(δ1, · · · , δN ) ⊂ Rp (E.12)

The synthesis of the robust controller determines the feedback cotroller that guarantee
the robust stability when the output y is measured and controlled from the input control
u and it, also, guarantee the robust performance specification from the disturbance w to
the output z of the controlled system. The robust state feedback synthesis problem is a
particular case where the controller is a state feedback u = Dcx with the gain Dc and it
is suppose that we are able to measured the state (y=x). In this condition, the resulting
close loop system becomes

ẋ(t) = [A(δ(t)) +B(δ(t))Dc]x(t) +H(δ(t))w(t)
z(t) = [C(δ(t)) +D(δ(t))Dc]x(t) + E(δ(t))w(t)

(E.13)

At the equation (E.13) we apply the Theorem 5 for a parameter indipendent X(δ) = X
and, after that, we use the result of Theorem 4 for the affine parameter dependence, we
find the robust L2 gain of the controller system is smaller than γ if there exists X = XT

such that

X � 0,

[A(δk) +B(δk)Dc]TX +X[A(δk) +B(δk)Dc] XH(δk) [C(δk) +D(δk)Dc]T

H(δk)TX −γI E(δk)T

C(δk) +D(δk)Dc E(δk) −γI

 ≺ 0

(E.14)
for all k = 1, · · · , N . As made in the section D.2.3, we apply the nominal synthesis pro-
cedure with which we convert the bilinear problem in a convex one with a convexifying
transformation. With reference at the equation (D.24) we perform a congruence trans-
formation from (X,Dc)→ (Y,M) and we can say that there exists (X,Dc) satisfying the
(E.14) if and only if there exist (Y,M) that satisfying

Y � 0,

[A(δk)Y +B(δk)M ]T + [A(δk)Y +B(δk)M ] H(δk) [C(δk)Y +D(δk)M ]T

H(δk)T −γI E(δk)T

C(δk)Y +D(δk)M E(δk) −γI

 ≺ 0

(E.15)
for all k = 1, · · · , N .
We have also to solve the LMI feasibility problem in (Y,M). If the (Y,M) is a solution
of the (E.15), the state feedback gain Dc = MY −1 guaranteees the robust L2 gain that is
smaller than γ for the close loop system.

E.1.4 Gain Scheduling Synthesis

An important generalization of the robust control synthesis problem shown in the previous
section treated the depending of the controller on the parameter vector δ = col(δ1, · · · , δp).
This means that there will be an online access to the time varying parameter δ(t) through
an additional measurament by the controller. The aim of the classical gain scheduling



E.1. INTRODUCTION TO LPV AND SETTING THE LPV CONTROLLER 93

approach is this one: the controller has access in real time at the varying parameter
δ(t) to associate a specific operating condition of the plant. For each condition δ ∈ δ a
controller is designed and these are scheduled by the measurament information.
For the Linear Parameter-Varying (LPV) system

ẋ(t) = A(δ(t))x(t) +B(δ(t))u(t) +H(δ(t))w(t)
z(t) = C(δ(t))x(t) +D(δ(t))u(t) + E(δ(t))w(t)
y(t) = F (δ(t))x(t) +G(δ(t))w(t)

(E.16)

an LPV controller is defined as follow:
ẋc(t) = Ac(δ(t))xc(t) +Bc(δ(t))y(t)
u(t) = Cc(δ(t))xc(t) +Dc(δ(t))y(t)

(E.17)

where δ(t) satisfies the constrains in (E.5). We want to design a LPV controller that
make the controlled system robustly stable and establishes a desired robust performance
specification. The close loop controlled system is obtained to the equation

ξ̇(t) = A(δ(t))ξ(t) + B(δ(t))w(t)
z(t) = C(δ(t))ξ(t) +D(δ(t))w(t)

(E.18)

where the system (E.18) has the same structure of the system (D.19). The LPV controller
synthesis is closed to the one used to build up the LMI controller in section D.2.2. The
robust stability and a robust L2 gain smaller than γ for the LPV synthesis problem is
solved if we can find a controller and a smooth function X (δ) = X (δ)T such that for all
(δ, ρ) ∈ δ × ρ

X (δ) � 0,

∂X (δ, ρ) +A(δ)TX (δ) + X (δ)A(δ) X (δ)B(δ) C(δ)T
B(δ)TX (δ) −γI D(δ)T

C(δ) D(δ) −γI

 ≺ 0 (E.19)

where ∂X (δ, ρ) is defined in (E.6). Afterwards a particular scenario is considered: the
matrix B, D, F and G in the equation (E.16) become indipendent in δ. Moreover, the
time varying parameters δ(t) are supposed to assume their values in a polytope without
constraints on their rate of variation. The aim is finding a LPV controller in which the
matrix functions (E.19) are affine in δ and the result matrix X is constant. All these
assumptions imply that the close loop system becomes affine in δ. If the matrix of the
close loop is affine imply that the equation (E.19) is verify ∀ δ ∈ δ if and only if the
generators δ = δk, k = 1,· · · ,N of the set δ satisfy the (E.19). Hence, the robust L2 gain
is smaller than γ if there is X such that

X � 0,

A(δk)TX + XA(δk) XB(δk) C(δk)T
B(δ)TX −γI D(δk)T

C(δk) D(δk) −γI

 ≺ 0 and k = 1, · · · ,N (E.20)

The obtain system (E.20) is bilinear but not convex and for use the LPV synthesis we
need a convex bilinear system. So, we apply a convexifying transformation

(X , Ac(δk), Bc(δk), Cc(δk), Dc(δk))→ (X,Y,Kk, Lk,Mk, Nk) := vk

where k=1,· · · ,N. The (E.20) is transformed into(
Y I
I X

)
� 0,

A(vk, δk)T + A(vk, δk) B(vk, δk) C(vk, δk)T

B(vk, δk)T −γI D(vk, δk)T

C(vk, δk) D(vk, δk) −γI

 ≺ 0, for all k=1, · · · ,N.

(E.21)
In summary, the LPV controller design procedure consist of:
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1. Test the feasibility of the synthesis inequalities (E.21) in the variables vk = (X,Y,Kk, Lk,Mk, Nk)
for k=1,· · · ,N;

2. If the system is feasible, construct X as a standard state feedback procedure;

3. For this X , find the controller parameter
(
Ac,k Bc,k
Cc,k Dc,k

)
that satisfies the (E.20) for

each k=1,· · · ,N;

4. If δ ∈ δ is represented by δ =
∑N

k=1 αkδ
k with αk ≥ 0,

∑N
k=1 αk = 1, then we obtain

the controller matrix are equal to:(
Ac(δ) Bc(δ)
Cc(δ) Dc(δ)

)
=

N∑
k=1

αk(t)
(
Ac,k Bc,k
Cc,k Dc,k

)
with X indipendent of δ and ∂X (δ, ρ) = 0.

So, the LPV controller is obtained by taking time varying comvex combination of the N
controllers defines by the quadruples (Ac,k, Bc,k, Cc,k, Dc,k). The controller equation (E.19)
are obtained by the equation:(

Ac(δ(t)) Bc(δ(t))
Cc(δ(t)) Dc(δ(t))

)
=

N∑
k=1

αk(t)
(
Ac,k Bc,k
Cc,k Dc,k

)

where the parameter δ(t) at time t is represented as δ(t) =
∑N

k=1 αk(t)δ
k with αk(t) ≥ 0,∑N

k=1 αk(t) = 1.
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