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Abstract

Many computational engineering problems deal with the mechanical response
of a body with unfitted boundary. With the term "unfitted" we mean that its
boundary does not coincide with the underlying mesh nodes. This might hap-
pen if the body undergoes large displacements or large strain, just to make an
example. Under these circumstances accurately imposing the boundary con-
ditions can be a challenging task. This problem can be solved using methods
derived from optimization theory such as the Penalty approach and Lagrange
multipliers.

The purpose of this thesis is to revise the mathematical and numerical for-
mulations that solve the problem of nonconforming boundary conditions in
the classical Finite Element Method (FEM) and to extend these approaches
to a continuum-based particle method such as the Material Point Method
(MPM).

In fact, while the Finite Element Method is a widely accepted and well es-
tablished techniques in many engineering fields, it shows some limitations
when dealing with large strain regime. The Material Point Method, on the
contrary, is an hybrid technique which uses two discretizations and it is espe-
cially suited for this kind of problems. MPM can be seen as a special Finite
Element Method where the quadrature points are moving material points.
In this thesis we will focus in particular on appending boundary conditions by
means of the Lagrange multipliers. Then, a comparison between the Penalty
method and Lagrange multipliers in MPM is conducted. The convergence
property is studied in details and compared with other existing techniques.
For this purpose we simulate classical benchmark problems in computational
mechanics. It was observed that the Lagrange multipliers method exhibits
quadratic convergence even for coarse computational meshes. In contrast,
this is not the case for Penalty method, which shows quadratic convergence
only for fairly fine meshes.
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Chapter 1

Introduction

1.1 General Introduction

The imposition of boundary or interface conditions in engineering problems
turns out to not be an easy task. Often, the boundary of the considered body
does not coincide with the boundary of the computational mesh. In this case
we will speak of nonconforming boundary conditions. An engineering field
where this situation is frequent is for instance geotechnics. Just think about
a portion of slope that slides downstream: we will have a granular flow whose
boundary will hardly coincide with that of the computational mesh. The case
just described is therefore characterized by of extreme large deformations and
displacements. Various proposals have been made for the imposition of non-
conforming boundary conditions, many of which derive from optimization
theory.

In this thesis we will mainly discuss the method of Lagrange Multipliers,
already widely discussed in the literature with regard to its application in
the Finite Element Method but little explored in the context of Particle
methods. The latter, are to be preferred whenever the displacements and
deformations occurring in the continuum are extremely large. This is due to
the fact that the Finite Element Method reaches its limit when large strain
occur due to the large mesh distortion. Particle methods, such as the Mate-
rial Point Method (MPM) that we will discuss in this thesis, on the contrary,
are particularly appropriate because the relevant information are not stored
in the computational mesh but in the so-called material points. Therefore,
the computational mesh can be reset to its original position whenever it is
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excessively deformed. A common alternative to Lagrange Multipliers is repre-
sented by the Penalty. It is very popular and widely used in many engineering
problems due to its simplicity. This method has been used by Chandra et
al. [14] in order to append nonconforming boundary conditions within the
particles mechanics framework. Thus, the main goal of this thesis is to for-
mulate the problem of nonconforming boundary conditions treated by means
of Lagrange Multipliers applied to the Finite Element Method and, mainly,
to the Material Point Method. The Lagrange Multipliers method, applied
to impose the boundary or interface conditions within the FEM framework,
has been widely studied since the initial work by Brezzi [9] and Babuska [1].
They stated the famous and celebrated Ladyshenskaya-Brezzi-Babuska con-
dition which is needed to be satisfied in order to have a well-posed problem
as we will see in Chapter 5. Thus, this thesis wants to extend the knowl-
edge gained from the Lagrange Multipliers method in FEM to MPM and
compare the numerical results with respect other optimization method such
as the Penalty. The structure of the document is presented in the following
paragraphs. The second chapter deals with the continuum mechanics which
is the starting point for the formulation of any mechanical problem. In this
chapter we address the classical topics of mechanics such as motion, stress,
balance equations and finally constitutive relations.

In the third chapter we introduce the concept of directional derivative
and its use for linearization of the principle of virtual works. Engineering
problems are often characterized by nonlinearities. The directional derivative
provides an important tool for linearizing the governing equations. Once the
principle of virtual work has been linearized its Finite Elements discretization
can be easily obtained (both in FEM and MPM), and finally the Newton-
Raphson scheme and Newmark integration are introduced.

Chapter 4 presents the state of the art of the Material Point Method in its
explicit and implicit formulations. The differences with the Finite Element
Method are highlighted.

Chapter 5 discusses Lagrange Multipliers applied to computational me-
chanics and their use in imposing conforming and nonconforming boundary
conditions. The problems that arise from their use are then discussed. In
fact, the use of Lagrange Multipliers leads to a saddle point problem whose
solution is well-posed under certain conditions. We will talk about the fa-
mous Ladyshenskaya-Brezzi-Babuska condition mentioned before and how to
respect it in order to have a well-posed problem. Finally, we will apply the
Lagrange Multipliers both to the FEM and to the MPM and we will highlight

11
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the solving strategies used then at computational level.

Chapter 6 is dedicated to some engineering applications where the non-
conforming boundary conditions have been appended by means of Lagrange
Multiplier. In particular, we will estimate the order of convergence for can-
tilever beam under self weight and we will compare it with the one obtained
with the Penalty method. Next, we will show another example where the
clamped beam has been considered. In this case we will deal with conforming
and nonconforming boundary conditions, one for each side of the clamped
beam. Finally, we will take into account a collapsing granular column and
we will compare the results with those obtained by Bui et al. [11]. The last
chapter will summarize the main achievements of the thesis as well it will
state the future research lines on this topic.

1.2 KratosMultiphysics

The numerical applications in chapter 6 were conducted within the Kratos
Multiphysics framework. Kratos Multiphysics, or simply Kratos, is a en-
gineering simulation softwere based on Finite Element Method. It is writ-
ten mostly in C++ and Python by using an Object Oriented Programming
(OOP). In this way modularity, generality, flexibility and reusability are guar-
anteed. Furthermore, in order to allow HPC (High Performance Computing),
Kratos supports parallel computing mostly based on OpenMP directives.
Moreover, Kratos is open source under the BSD (Berkeley Softwere Distri-
bution) license. Thank to this license the existing code can be used and
distributed without any restrictions in such way that developers, researchers
and students can give their contributions. For any further information, refer

IKRATOSEN

MULTI—PHYSICS =

Figure 1.1: Kratos MultiPhysics logo.

12
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to [16], [15] and [20]. Finally, most of the applications in Kratos are prepared
to be used in GiD, a pre and post-processor. All the numerical applications
present in this thesis were conducted using GiD as pre-processor in order to
set the geometry problem and ad post-processor in such way to visualize the
results.

13



Chapter 2

Continuum Mechanics

Real world phenomena can be described with a microscopic and macroscopic
approach. The former is more appropriate if we want to study matters at the
atomic and subatomic level while the latter is suitable for studying macro-
scopic quantities. Macroscopic system can be described by means of the
continuum mechanics. Continuum mechanics is a discipline that allows us to
give a macroscopic description of the bodies. With 'macroscopic’ we mean
variables such as velocity, density, temperature, displacement, deformations
and so on. Therefore, continuum mechanics is an extremely important tool
in many engineering fields. Let us think, for example, how important is to
know the deformation value during the design phase. Examples could be:
deformation of some components during an industrial process, deformation
of a building undergoing some load, or again, the deformation of the vehicle
chassis during a crash test. It is evident that continuum mechanics play a
huge role in engineering and it is the starting point of many CAE (Computer-
Aided Engineering) simulation such as FEA (Finite Element Analysis) and
CFEFD (Computational Fluid Dynamics) and more in general of many numer-
ical simulation.

The study of continuum mechanics can be divided into four categories [23].
The first one refers to the study of the kinematics, meaning the study of the
body motion. The second category is the study of a fundamental concept
that is the stress. The third category is related to the balance principles
and the last one is inherent to constitutive law meaning the mathematical
relationships connecting stress with deformation.

14
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2.1 Kinematics

Kinematics is the study of motion and deformation of the body. Thus, in
this section we are going to state some important and basic definitions that
will turn out to be useful in order to describe mechanical phenomena.

2.1.1 Introduction

In continuum mechanics there are two main approach to describe physical
phenomena

e Eulerian or Spatial : phenomena are described maintaining the atten-
tion on spatial position of euclidean space. In this approach we observe
what happens to the various material points crossing the fixed euclidean
spatial position.

e Lagrangian or Material: phenomena are described keeping the atten-
tion on the material points belonging to the body and we track its
motion.

The next ingredient to describe the motion is a reference frame and coor-
dinates. We can have two reference frame.

The initial reference frame is used when we want to adopt a Lagrangian
description and the axes coordinates are formed from the orthonormal right-
handed vector e; with I = 1,2, 3. Thus, the position vector will be X = Xe;.

The deformed reference frame is used when we use an Eulerian approach.
The axes coordinates are formed from the orthonormal right-handed vector
basis e; with ¢ = 1,2, 3. The position vector will be x = z;e;.

These are typical notation in continuum mechanics and as we can see the
capital letters will be used for describe the body in its initial configuration
while the small letters will be used for describe the body in the current,
meaning deformed, configuration. Moreover, we indicate the body with B in
the current configuration, while we indicate the body in its initial configura-
tion with letter B.

15
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2.1.2 Motion

Let us suppose that the body undergoes to some mechanical actions and
occupies the position By. Then, due to these mechanical actions, it will
occupy a new configuration, B. The function who described the change of
position is called motion and it is defined as

@:ByxI— R (2.1)

where I C R*. Then, we can track the position of any material point. In
fact at any time, thank to the motion function we will know that the material
point X at time ¢ will occupy position z

z=pX,t)=2(X,t). (2.2)

The motion must satisfy some regularity conditions in order to be invert-
ible. In other words function ¢ has to be a bijective function. This is due
because we are modeling in without taking into account any fracture or com-
penetration. With these conditions the inverse motion will be unique and
it will allows as to know which was the initial configuration of any material
point of the body:

X =p Yz t) = X(z,1). (2.3)

The inverse motion is:

@ R x I — B,. (2.4)

Thanks to the motion function we can compute the displacement field.
This field is given by the difference between the current position and the
original one. In both description we have:

UX,t)=z(X,t) - X (2.5)

u(z,t) =z — X(x,1). (2.6)

Fig[2.1] summarizes what has been explained so far.

16
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Figure 2.1: Schematization of the motion.

Given the motion of a material point we can compute its velocity and ac-
celeration. They are defined as the first and second time derivative of the
motion respectively:

V(X,t) = % =Vip Yz, t)] = v(z,t) (2.7)
AX 1) = % — Alp~'(z,1)] = a(z, 1). (2.8)

2.1.3 Deformation Gradient

An other fundamental quantity in continuum mechanics is the deformation
gradient. It is defined as the following second order tensor:
dp(X,t) Oz

F=00 Fip=

17
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that transforms linear spatial element in linear material element:
dr = F dX. (2.10)

This tensor is a two-point tensor because it involves coordinates from two
different configuration (see index form of Equation|2.9]). It tells us how the
material point X deforms during the motion.

Its determinant is indicate with J and gives information about the volume if
the material point changes during the motion. In particular we have:

dv

(2.11)
where dv is the elemental volume in current configuration and dV in initial
configuration.

The deformation gradient is also involved in the polar decomposition the-
orem. The statement is:

3! R orthogonal and 3! U,V symmetric and positive definite such
that
F =RU
(2.12)
F=VR

The orthogonal matrix R describes the rigid deformation while U and
V' describe the effective deformation (see FIG[2.2]). The first expression
of Equation|2.12] is known as right polar decomposition while the second is
called left polar decomposition.

2.1.4 Strain Tensors

Strain tensor are a useful tool for analyzing how the material point deforms
during the motion. These tensors can be expressed in either initial (material)
or deformed (spatial) configuration. Here, we list the main ones.

Material Strain Tensors

First, we have to state the root square theorem:

18
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DT

N S

Figure 2.2: Scheme of polar decomposition for a material point.

VYU symmetric and positive definite 3!C' s.t. C = U?.

The tensor C' is known as right Cauchy-Green tensor. Using this definition
and applying the right polar decomposition we end up with:

C=F'F C;,;=FF,. (2.13)

The diagonal of C' represents the elongation or contraction of the material
point in direction of the basis of the reference system, while the extra-diagonal
therms are correlated to angular variation. The inverse of C, B = C7!, is
called Piola deformation tensor.

Another very used material tensor is the so called Green-Lagrange strain
tensor. It is define as

E-= %(0—1). (2.14)

Spatial Strain Tensors

Using again the root square theorem and the polar decomposition theo-
rem applied to the left decomposition we obtain a spatial tensor called left
Cauchy-Green tensor given by:

b:FFT b@j - i,IFI,j (215)

19
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From this tensor we can obtain the well-known Euler-Almansi strain tensor:

e— %(I—bl). (2.16)

2.1.5 Rate of deformation Tensors

Sometimes it is useful to know how tensor fields change in time. We start
by introducing the spatial and material velocity gradient. They are defined
respectively as:

ov 81)1'
F:7%(5¥> Fu=g5 (2.18)

These two tensors are connected with each other by following useful relation
F =IF.

The spatial velocity gradient | can be additively decompose as
l(z,t) =d(z,t) + w(z,t) (2.19)
where d is a symmetric tensor called rate of strain tensor and it is given by

d:%a+ﬂ) (2.20)

and w is a antisymmetric tensor called rate of rotation tensor and it is

defined as

w:%U—F) (2.21)

2.2 Stress

One of the fundamental concepts in continuum mechanics is stress. The
motion and various deformations that the continuum undergoes cause to the
material points that compose it to interact with each other. Omne of the
consequences of this interaction is the emergence of stress. Stresses have the
dimension of a force per unit area. It is therefore postulated the existence of
this stress acting on the material point. This stress acting on the material

20
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point, A, is the reaction to the tension that another material point, B, in
contact with A, exerts. We report here the main concepts and definitions
that will come in handy in the next chapters.

Figure 2.3: Stress representation in initial and deformed configuration.

Let’s suppose we have a body in which external forces act to induce
motion. Imagine to cut the body with a plane and focus the attention on
a material point. In that material point a stress will be exerted FIG[2.3].
Then, the Cauchy’s Postulate states the existence of this stress and for
every surface element ds in the current configuration we have:

df
t t) = lim — 2.22
(z,m,1) ds=30 ds (222)
where df is any elementary force acting on a portion of the body. From this
postulate we can also state the Cauchy’stress theorem (for the proof we
refer to Cardin et al. [12]):

3! o,P € R¥ s.t. t(z,n,t) =0(z,t)n or T(X,N,t) = P(X,t)N

where

21
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o is the Cauchy stress or true stress

P is called first Piola-Kirchhoff stress tensor (1PK)

n is the normal vector to the cutting plane in current configuration (see
FIG|2.3])

N is the normal vector to the cutting plane in initial configuration

t is the stress in the current configuration
e T is the stress in the initial configuration *

For the proof, please refer to [12]. The Cauchy tensor and the 1PK tensor
are connected with the following formula

P=JoFT, (2.23)
Other alternative stress tensors can be defined. for example we could have
e Kirchhoff stress tensor 7 = Jo
e second Piola-Kirchhoff stress tensor (2PK) P = F'S

The 2PK tensor is particularly useful in computational mechanics due to its
symmetry and it is used is various material formulation. In fact, the 1PK is
not symmetric and this is very inconvenient in many situations.

2.3 Balance Principles

In this section we are going to define the most important balance principles
such as the principle of conservation of mass, the principle of conservation of
linear momentum, and the principle of conservation of angular momentum.
The reader is encouraged to consult works such as [6],[12],[23] for a deeper
understanding about the topic.

"'We should specify that the vector T' and the tensor P are somewhat fictitious and
they are a mathematical artifice that often comes in handy for measuring stress. This is
because in the initial configuration there are no forces acting on the body and consequently
there is no stress inside the body.
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2.3.1 Mass Balance Principle

Under the assumptions of regular motion, the body cannot undergo fracture
phenomena and /or mass loss. Introducing the concept of mass density as the
amount of mass per unit volume i.e.

dm

‘R3x I - R t) = —

(2.24)

it follows therefore that the total mass of the body must be conserved:

/Q o) av = / oz, 1) du (2.25)

Q

or likewise

4
at Jg

where p(X) is the initial mass density. At this point we apply Reynold’s
transport theorem (see for instance [23]) and we obtain

d dp .
pr Qp(z,t) dv = /Q (E —|—pd1vv) dv =

p(z,t) dv=0. (2.26)

(2.27)
/ @—i-div( )] dv=0
o \ Ot v B

which in its Eulerian? differential form becomes

dp . dp .
ot pdive = 0 Fn + div(pv) =0 (2.28)

while in Lagrangian form is

pol(X) = plz,1) . (2:29)

For the sake of clarity of exposition we specify that v is the Eulerian velocity
defined in Equation[2.7] while dv in the volume integral measure.

2Equations|2.28] are known as Continuity Equations.

23
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2.3.2 Linear Momentum Balance Principle

Let us consider a continuum body B in the current configuration and a subset
Q) C B which is subjects to surface traction forces t : I' x I — R3 and volume
forces b : Q2 x I — R3. The force equilibrium read:

/Q oz, )bz, 1) dv + /F tzn,t) da / (@, Dalz,t) dv.  (2.30)

Q

Next, we introduce the Cauchy’s theorem and we evoke the divergence the-
orem. In this way Equation|2.30] becomes:

/ (p(z, t)b(z,t) + dive(z,t) — p(z,t)a(z,t)) dv=0 (2.31)
Q

which is known as Cauchy’s first equations of motion. These set of
equations can be written in their local spatial and material forms respectively
as

p(z, t)b(z,t) + div o(z,t) = p(z,t)a(z,t) (2.32)

and
po(X)B(X,t) + DIVP(X ,t) = po(X)A(X, t). (2.33)

These two equation are extremely important since they are basically the
starting point for any solid and fluid numerical simulation.

2.3.3 Angular Momentum Balance Principle

The angular momentum balance is obtained by vector-multiplying Equa-
tion|2.30] by an arbitrary vector r

/r X p(x,t)b(x,t) dv—i—/r xt(x,n,t) da = / rx p(z,t)a(z,t) dv. (2.34)
0 r Q

Using Equation|2.32] and introducing the third-order permutation tensor &,
we have:

/Q r x (p(@, Db(@, ) + divo(, 1) — p(z, Da(z, 1)) dv = /Q €0 dv (2.35)

and using again Equation|2.32], we get the so called Cauchy’s second equa-

tion of motion:
E:0" =0 (2.36)
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Equation|2.36] implies that the Cauchy tensor has to be symmetric o = a7
In material coordinates we have

FP=P'FT or § =5". (2.37)

2.3.4 Energy Balance

The energy balance is expressed through the first law of thermodynamics of
continuum body. First, we have to introduce some new quantities

e source of heat: r: QO x I —>Ror R:Qyx I —R
e internal energy per unit mass: e.: 2 x I —-Rore:Qyx I —- R
e heat lux: ¢: QO x I - R3orQ:Qyx I — R3

The heat flux is needed to state the Stoke’s heat flux theorem which is the
counterpart of the Cauchy’s theorem in thermodynamics:

q(z,n,t) = —q(z,t)n (2.38)

Q(X,N,t) = —Q(X,t)N. (2.39)

With all these concepts we can state the first principle of the continuum
thermodynamics which is

Pit(t) + Q(t) = E(t) (2.40)
where:
Pint(t):/a:ddv:/ P:Fdv
Q Q
E(t) = / e.(x,t) dv :/ e(X,t) dV
and

Qt) = /Fq(x,n, t) da+/ﬂr(x,t) dv =

:/Q(X,N,t) dA+/ R(X, 1) dV.
r Qo
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The first principle can be explicitly written as:

which in local form spatial and material is respectively

and

/écdv:/azd—divq+rd'u
Q Q
é.=0:d—divg+r
¢ =P:F—DIVQ + R.

2.3.5 Summary

d
pris + pdive = 0

pb+ div o = pa
E:0" =0

é.=0:d—divg+r

Eulerian

Mass Balance

Linear Momentum Balance

Angular Momentum Balance

Energy Balance

po(X) = p(z,t) J

FpP=P'F"

¢=P:F—-DIVQ +R.

Lagrangian

Mass Balance

Linear Momentum Balance

Angular Momentum Balance

Energy Balance

26
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2.4 Constitutive Laws

The constitutive laws are mathematical relationships that allow us to de-
scribe the mechanical behavior of the material based on the forces acting on
it. The mechanical state of the material points that make up the continuum
also depends on the mechanical "history". By mechanical history we mean
the deformation history of the body, i.e. all those deformations occurred
in the continuum. The first mathematical tool useful for the deformational
description of the continuum is the deformation gradient (|2.9]). However,
this does not prove to be sufficient for this purpose. What we need are the
so-called internal variables, variables that describe any dissipative phe-
nomena that are developed in the processes to which the material points of
the continuum go against (examples are damage, permanent deformation,
etc.). The internal variables generally can be considered as tensors of generic
order are functions of both the position of the material point, X, and of time
and they are indicated as

&’ (X,t) where j =1,2,3,..., M

with M is the number of dissipative phenomena acting on the body. One of
the fundamental tools for the formulation of constitutive laws is the second
principle of thermodynamics. In the context of continuum mechanics,
the second principle of thermodynamics is expressed through the Clausius-
Duhem inequality:

U(X,t)—P(X,t): F(X,t) <0, (2.44)
where VU is the Helmholtz free energy and it is defined as
U(X,t)=01(X,1) (2.45)

and [(X,t) is the work expended to deform the body while 6 is a param-
eter that can take values between zero and one, # € [0,1] . When theta
is one, § = 1, we will have that all the work spent to deform the body is
accumulated in reversible form. This is the typical behavior of elastic and
hyperelastic materials. When theta is less than one, § < 1 the material is
dissipating energy. This means that the work spent to deform the material
is dissipated both by inducing irreversible alterations on the microstructure
and by internal friction.
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This inequality tells us that the power developed by deformational forces can
at most be completely accumulated in reversible form by the material. In
other words, we can say that the energy accumulated by the material can
never be greater than the work done to deform it.

In this thesis we will focus exclusively on the case where theta equals one.
The engineering applications that will be seen will be inherent to elastic and
hyperelastic materials.

2.4.1 Hyperelastic Material

Hyperelastic materials, as well as elastic materials, are nondissipative ma-
terials. These types of materials are characterized by reversible and time-
independent deformation mechanisms. This implies that the Clausius-Duhem
inequality can be rewritten as the following equality:

ov
5 =0 (2.46)

This equality suggests that the Helmholtz free energy function depends only
on the deformational state (described for example by deformation tensor C)
and not on dissipative phenomena:

T =U(C). (2.47)

We are used to denote free energy as strain energy density denoted by
W(C), ¥ = ¥(C) = W(C). Thus, defining a constitutive law for a hypere-
lastic material means defining an expression of W that is a function solely of
the deformational state C.

In the context of hyperelastic materials, the elastic constitutive tensor is
usually defined. This tensor (in its material description) is defined using the
second Piola-Kirchhoff tensor and the right Cauchy-Green tensor:

oS 0?w 0S;; 0?W

=26 =Ycec “ =250, 8C;;0C, (2.48)

Let us now focus our attention on a particular constitutive model that will
be used in the chapter on engineering applications. The model in question is
the neo-Hookian model. This type of constitutive law characterizes hyper-
elastic, isotropic and incompressible materials. For an isotropic material the
work spent by the forces to deform the body does not depend on the direction
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of the deformation process but only on the intensity of it. Consequently, W
will depend on C' through its intensity (described by the eigenvalues, \;) that
for the spectral and square root theorem is written as

C=X\Nv,3uv, (2.49)

where v; are the eigenvectors. The eigenvalues represent the principal stretches
and the energy density is a function of them:

W(C) = W (A1, A2, A3) (2.50)
which it can be also expressed via the so called principal scalar invariants:
W(O) = W<>\17 A2, >\3) = W([l, Is, 13) (2.51)

where I} = A + X2 + A2, [, = AN202 + X202 + A2)2 and I3 = MA2)2. Thus,
one way to write the energy density for neo-Hookian material is:

W(C) =Ci(li =3) —p(J —1) (2.52)

where (' is en experimental parameter, I; is the first invariant of C', J is the
determinant of the deformation gradient® and p is the hydrostatic pressure?.
From Equation|[2.52] we can find the stress expressions. After few steps we
have:

S =201 —pJCT (2.53)

or

o=20Cb—pJ (2.54)
where b is defined by Equation|2.15].

2.4.2 FElastic Material

Linear elasticity is a special case of hyperelasticity. In the case of linear elas-
ticity (linear by geometry) the displacements and deformations are small,
i.e. we can confuse the deformed configuration with the undeformed ones
Q ~ Q. As an immediate consequence of this we have that the mechanical

3J =1 for incompressible material

4The hydrostatic pressure plays the role of a Lagrange Multiplier. This means that
if J is different from 1, it take value +o0o Physically, we can interprete this as an infinite
amount of work to change the volume of the material.
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problem can be defined on a known domain since the undeformed configura-
tion turns out to be known. Another consequence lies in the fact that real
stress, o, and nominal stress, P, coincide. Again this is due to the fact that
the infinitesimal area elements in the two configurations are the same.

The deformation measure that best fits the mechanical problem of small de-
formations is given by the engineering tensor, €, which coincides with the
symmetrical part of the displacement gradient

1
€= 5(Vu + Vaul). (2.55)

Even in the case of linear elasticity, it is possible to define a strain energy
density function that will be a function of the tensor € only. Similarly to what
we have seen for the case of hyperleasticity we define the elastic constitutive
tensor as
. oo . 62W . 8JU . 62W
T O Oede M ey Oeyden

In the context of computational mechanics, tensor notation is inconvenient
for implementation purposes. Therefore, very often the so called Voigt no-
tation is adopted. With this notation it is possible to express higher order
tensors by means of vectors or second order tensors. In the case of linear
elasticity we will have that the tensor C can be written as a matrix, D, often
called a stiffness matrix. This matrix connect the stress tensor, o, with small
strain tensor, €, via the following expression:

(2.56)

0 = De. (2.57)

The components of the D tensor are well known for an isotropic material.
See for example [4].
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Chapter 3

Linearized Updated Lagrangian
Formulation

Continuum mechanics is mostly characterized by nonlinearity due to geomet-
rical and material properties. Geometrical nonlinearity occurs when varia-
tions of displacement or strain affect the response of loads in a nonlinear
way. Then, the dependence between displacements and loads is a nonlin-
ear relation. Material nonlinearity occurs when the stress-strain relation,
meaning the constitutive law, is nonlinear. In order to develop the finite ele-
ment scheme we have to linearize the equation of virtual works that are the
weak formulation of the Cauchy equations. This is achieved by performing
a Taylor’s series expansion that will naturally lead to the Newton-Raphson
iterative process which is one of the most used tools to solve nonlinear equa-
tions. Therefore, we will introduce the concept of linearization and then the
directional derivative. In this way, we will be ready to linearize the PVW
and once done, we will discretize it with the FEM formulation. At that
point, since we will consider the dynamics equilibrium, we will have to use
some time integrators such as the Newmark time integration scheme. Fol-
lowing this procedure we will obtain a linear system whose solution will be
in terms of displacement or acceleration increment. These increments will
be used interactively to update the position and acceleration until the dy-
namical equilibrium will be satisfied. Some great references for the topic are
provided by Bonet et al. [6],[5].
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3.1 Linearization and Directional Derivative

First of all we have to introduce the linearization procedure and the di-
rectional derivative concept. Let us consider the following set of nonlinear
equations

F(z) =0, (3.1)

where F' could represent a system of both nonlinear algebraic or differ-
ential equations and x could represent scalar or vector unknown function or
simply a scalar variable. This notation is adopted in order to keep general
the discussion and then eventually it will be specified the particular quantity
involved.
Consider now an initial guess, xy, and an increment, u, in such way that
T = xy + u is close to the solution, x, of Equation[3.1]. In other words if
tends to x then Equation|3.1] is satisfied, meaning

lim F(z) = 0. (3.2)

r—x
As introduced previously we are going to use the Taylor’s series expansion to
linearize nonlinear equations. Our goal is to linearize F'(z) and this will lead
to some derivatives of F' with respect to Z. These derivatives may not be
easy to compute. An artificial scalar parameter, €, is introduced to simplify
them. In this way we could define a new function G given by

G(e) = F(z) = F(zo + eu), (3.3)

which allows us to perform the Taylor’s series expansion in a simpler way.
Therefore, if we expand Equation|3.3| around € = 0 we have what follows

qumm+£%2ﬂ %?%9

which, by making use of G definition in Equation|3.3], can be written also

. e + o(e?), (3.4)

as

dF (zy + eu)
de

1d*F (zo + eu)

5 7 e+o(e?). (3.5)

e=0

F(xy+eu) = F(zo)+ e+

e=0

At this point if we neglect the higher order terms and set ¢ = 1 Equa-
tion|3.5] gives
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dF(xo + eu)

F(xo+ eu) ~ F(x¢) + T R (3.6)
The term
W = DF(20)]u] (37)

e=0
is the directional derivative of F(Z) at xo in the direction of w. Supposing
that F(z) = 0, Equation|3.6] becomes

F(z) + DF (zo)[u] = 0. (3.8)

Now, we can start the Newton-Raphson procedure. In fact, Equation[3.8]
can be written for a generic iteration step, k, as

DF(z")[u] = —F (z®); gD — ) 4 g, (3.9)

Equations[3.9] tell us that once we solve DF(z®)u] = —F(z™) for u,
we update the solution at step (k + 1) as z**+) = 2 4 4 and we repeat it
iterativelly until convergence is achived.

We conclude this section by listing some useful properties of directional
derivatives that we will use later on (see [6]). They are:

e Lincarity F(z) = Fy(z) + Fa(x)
DF(xy)[u] = DF(xo)[u] + DF5(x)u] (3.10)
e Product Rule F(z) = F(x) - Fo(x)
DF(zy)[u] = DF(xo)[u] - Fo(x0) + F1(zo) - DF3(x0)[u] (3.11)

e Chain Rule F(z) = F(Fy(z))

DF (zo)[u] = DF,(F3(20))[DF (o) [u] (3.12)
e Time Derivative F(¢(X 1))
%F(qb(X, t)) = DF[v] (3.13)

where v is the material velocity.
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3.2 Linearized Principle of Virtual Works

In this section we are going to linearize the principle of virtual works. The
linearization of the various quantities involved can be found in Appendix
A. First of all, we recall that the Principle of Virtual Works is obtained by
multiplying Equation|2.32] by a test function dv and then integrating over
the current or initial configuration. Basically, it is the weak form of the
Cauchy’s Equations mentioned in Equation|2.32]:

W (¢, 0v) = /pa-év dv+/o :od d’u—/f-év dv—/t~§v da =0, (3.14)

a

while in material form is written as

SW (¢, 6v) = / poA - SV dV+

v (3.15)
+/S:5EdV—/F0-5VdV—/T-(SVdA:0,
\% 14 A

where dv and 6V are virtual velocities test function. We could have
also used virtual displacement. The space of test function is the space of
continuous functions vanishing on the boundary I',, where the velocities are
prescribed (see [4]):

v € [Uo]d Uy = {51),- v, € C°, Sv; =0 on Fvi} )

Alternatively, we could use a more general test space meaning the space
of function with square integrable derivatives and vanishing wherever the
velocities are prescribed (see [10]):

odv;
RS [H(ﬂd Hé = {(5% v € L2, 7ot € L? év;=0on Fw} :
aZL‘j )

More generally, the PVW is often written in the following compact way

5W(¢7 5”) = 5Wm(¢v 5”) + 5Vth (¢a 6”) - 5Wext (¢a 5”) = 07 (316)
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where 0W,,, (¢, v) is the inertial virtual work

W (@, 6v) = /pa v dv = / poa - 6v dV, (3.17)

v \%4
IWini (@, 6v) is the internal virtual work

SWine (¢, 0v) = /0 2 0d dv = / S :6E dV, (3.18)
14

(2

and 6W..(¢, dv) is the external virtual work

IWeri (@, 0v) = /f-&'v dv—l—/t-dv da = / fo-ov dV+/t0-(5v dA. (3.19)
v a 1% A

The update Lagrangian formulation (ULF) is characterized by the fact
that integrals and various quantities refer to the current configuration. In-
stead, in the total Lagrangian formulation (TLF) they refer to the initial
configuration. Since the linearization in easier to perform in the initial con-
figuration due to the fact the elementary volume dV is constant, we will
linearize Equation|3.15] first and then through push-forward operations we
will obtain the linearization of Equation|3.14]|. This is particularly useful
especially when we will linearize the internal virtual work in Equation|3.18].
Regardless which formulation we use, evoking Equation[3.8], the linearized
principle of virtual works is in the form

SW ($,6v) + DSW (¢, v)[u] = 0. (3.20)

Thanks to property [3.10] the directional derivative of the virtual works
in Equation|3.16] is

DoW (¢, 6v)[u] = DOW,, (@, dv)[u] + DOW,pi (@, 00)[u] — DIWeyi (@, 00)[u].
(3.21)
So what we are going to do next is to linearize each terms of Equa-
tion[3.21].
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3.2.1 Linearization of the Inertial virtual work

The first term we linearize is the inertial virtual works. Following the usual
definition of directional derivative given in Equation[3.7|, the directional
derivative of the inertial virtual works is computed as follows

DéW,, (4, 0v)[u /D pa - ov) [u] dv

= /pDa[u] v dv
d 0?
= /vp <% 6:Oﬁ(acﬁ—eu)) -0V dv
(3.22)
—/ 4 a—2x+ a—2u ov d
= J,"\de| _ 02" " o !
d 0?
_/U'O(de eﬁu)-&)dv
o2
mu v dv—/vpa-é'v dv
or alternatively, knowing that DF (z)[u] = u - £ we have
Jda
/pDa( ~ov dv = /pu a—xév dv. (3.23)

3.2.2 Linearization of the Internal Virtual Works

From continuum mechanics we know that S = C : E, where C is the material
elasticity tensor. Recalling Equation|3.13] and using the symmetry of S the
directional derivatives of the internal virtual works is given by the following
steps
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DéWini (@, 0v)[u] = /

\%4

D (s : 5E> fu] dV
:/DS[u];aE dV+/S:D6E[u] qv
1% 1%
r 1 T T
— / SE : C: DE|u] dV+/ S : 3 (Vodv" Vou + Vou' Vodv) dV
1% 1%

— / DE[ov] : C: DE[u] dV + / S : (Vou' Voov) dv.
% v

(3.24)
Equation[3.24] is the material or Lagrangian linearized internal virtual
works. As said before, we have to obtain the spatial or eElerian linearized
virtual works to achieve the ULF.
First of all we recall that the second Piola-Kirchhoff tensor can be seen as the
pull-back operation applied to the Kirchhoff stress tensor 7 = Jo meaning
S =¢; (1) = JF'aF~T. Secondly, we evok the property of the double dot
product i.e. A: BC = BTA : C = ACT : B and, finally, we consider the
identity V(-)F = V(-). Keeping these relations in mind the second integral
of Equation|3.24| becomes
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/ S : (Vou'Voov) dV
v

= / JF 'oF " (F'Vu'Vov F) J 'dv

v

= /Vu FF'oF 7 :Vév Fdv

(3.25)
= /O'F_T - Vu'Vév Fdv

(2

= /0 :Vu'Vév F(F")"dv

(2

= /a - Vul'Vov dv.

(2

Now, we focus on the first integral of Equation|3.24]. Using again previuos
the double dot property and recalling that DE[u] = FTe F and DE[jv] =
F76d F we obtain

/ DE[5v] : C : DEJu] dV

:/FTchF:C:FTeFJ_ldv

v

= / FT'6d F : FCFT : ¢ J 'dv (3.26)

v

:/(Sd:FF(CFTFT:E Jtdv

v

—/(5d:@:6dv

where C’ijkl = FZ‘[}FJ‘JF[{;KELC[JKLJil is the spatial elasticity tensor. Hence,
the directional derivative of the internal virtual works is
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DéWini(h, 0v)[u] = /§d C:edv+ /a : Vu' Vév dv =

(3.27)
= DWW (d, 6v)[u] + DSWIF (¢, dv)[u]

int wnt

where DOW (¢, dv)[u] and DOWI’ (P, dv)[u] are the material and geomet-

int int
rical contribution to the resulting tangent stiffness matrix.

3.3 Finite Element Discretization of the Lin-
earized Principle of Virtual Works

Once, we have linearized the PVW we are ready to perform the FEM dis-
cretization. It is convenient to discretize the PVW for each element (the
superscript (¢ refers to the finite element) and then assembly each local con-
tribution to get the global FEM formulation.

The main idea of the finite element method is to discretize a generic functional
space V' in a finite dimension space V}. This discretized space is spanned by
a finite set of functions, called basis functions, N; = N;(x), meaning

Vi, = span{Ny, No, ..., Ny }.

where N is the total number of nodes of the computational grid. Let us
consider a generic quantity u(X,t). Its finite element discretization is

up(z,t) = Z N (X s (2), (3.28)

If we apply Equation|3.28] to Equation|3.29], the local or elemental PVW
the finite element problem is:

Find uj € V}, such that

DSW (¢, dvp,)[un) = =W (@, dvy,). (3.29)

At this point we need to make the FEM discretization of Equation|3.29]
explicit, i.e., find the expression for the left and right hand terms. We will
denote hereafter by LHS the left hand side and by RHS the right hand side
term. For details see Appendix A.
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3.3.1 Finite Element Discretization of the RHS
The right hand side is given by

5W(€) (¢7 (S'Uh) =

/ pah-dvhdv+/ azédhdv—/ f-6'vhdv—/ t-(Svhda
U(e) U(e) v(e) a(5>

N J/ N
-~ -~ -~

SW ($,5v1) sW ) (,0v1) SWLE) (.605)

int

Then, in order to obtain the FEM discretization, we have to deal with these
three terms meaning the inertial, internal and external terms.
The FEM discretization inertial term 6W,, (¢, dv,) gives

S (¢, dvp) = w7 I M©g© (3.30)

where the term M Z(]e) can be expressed by using the identity matrix I as
follows

(e) _, (e
M =mI, (3.31)
and
m!? = / pN;(X)N;(X) dv. (3.32)
v(e)

If we now assembly each element contribute we obtain the discrete form
of the global inertial virtual works

SWin(@, 6vy,) = v Ma, (3.33)
5’01 mHI m12[ s mlNI aq (t)
v morl  mood - monI as(t
Wil Svn) = | . o 2:( N
(S’UN leI mNQI s mNNI O,N(t)

What we could observe is that the global mass matrix M is a symmetric and
sparse matrix. In fact the entries m,;; are different from zero only if node :
and node j are connected via a finite element.

Often matrix M is written in an alternative form M’ called lumped mass
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matriz. This matrix is a diagonal matrix and is obtained by replacing the
diagonal term with the sum of the coefficient row by row. This is called row
sum technique. In this way the mass matrix of Equation|3.34] is

miiIl 0 - 0
0 mLI --- 0
M' = 2 (3.35)
0 0 - mkyI
where
mb = my. (3.36)
j=1
The FEM discretization of the internal virtual works,
6Wz(7ft) (¢7 &Uh)? gives
SW (¢, v,) = dvT T (3.37)
where
T\ = / oVN,(X)dv or TV = [ Blo dv (3.38)
’l)<e) 1)(5)

where B is the usual shape function derivative matrix adopting to Voigt
notation. Now, if we assembly the contributes of each element we have the
global discretized internal virtual works

SWins(p, 6vp,) = 0™ T (3.39)
Finally, the FEM discretization of the external term,
6Weazt (¢7 6vh)7 giVGS
SW (g, ovy) = vT I F© (3.40)

where

F9= [ fN,(X)dv+ /

,U(e) a(

tN;(X) da. (3.41)
o)

Equation[3.40] in global form, after the usual assembling procedure, be-
comes
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Wepi (0, 6v1,) = v F (3.42)

Therefore, the right hand side of Equation|3.29] in the global form is:

SW (o, 0vy)[up) = w" (Ma+T — F) = 5v" R, (3.43)

where in literature R is called residual vector.

3.3.2 Finite Element Discretization of the LHS

At this point we have to discretize the left hand side of Equation[3.29], mean-
ing the directional derivative of the virtual works. The left hand side of
Equation[3.29] is given by the sum of the three contributions, meaning the
directional derivatives of the inertial, internal and external virtual works:

D(SW(S) (¢, (5vh)[uh] =
(3.44)
D(SW?S) (¢, 0vp) [un] + D(SVVi(et) (¢, 0vp) [un) — D5W§£3 (@, dvp) [up).

The FEM discretization of the directional derivative of the Inertial Term
DWW (¢, 6vy,)[uy] is simply given by
DSW' (@, 603 [un] = 0™ M©a®, (3.45)

or after performing the usual assembling procedure by

DWW, (¢, dvp,) [us] = v Ma. (3.46)
The FEM discretization of the directional derivative of the Internal

Term DSW.%) (¢, dvp,)[up] is made by two terms as saw in Equation|3.27].

int
The discrete and local version of that equation is

DEWL) (@, dvp)fun] = DSW) (@, dvp) [un] + DSWEL ($, 603) [us].
(3.47)

42



Nicola Comerci LULF

The material contribution is given by

DWW (¢ S ) fup] = ST Kmat©y ) (3.48)

int

while the geometric contribution is

D(SWQGO e) (¢’ 5'Uh)[Uh] — 5vT(e)K9607(€)u(5) (349)

int

where
Kfjeo’(e) = VN; -6V N;I dv or Kfjeo’(e) = BioB;I dv
V(e vl

Concerning the FEM discretization of the directional derivative of the
External Term ,DSW.)(¢,v),)[us], depending on which kind of volume

ext
and surface forces are acting on the continuum body the directional derivative

will change. As consequence also the FEM discretization will change. In
order to keep general the discussion we will call the resulting matrix from
the discretization as K*(¢). In general we will have

D(SWeact (¢ 5vh>[uh] - 5” ’ Kext,(e)u(e)‘ (350)
The FEM discretization of the left hand side of Equation|3.29] is

D5W(e) (¢, 5’Uh) [’U,h] =

(3.51)
suTo(€) . M©a©) 1 §yTi(e) . (Kmat 1 KIe© Kea:t,(e>> ul®).

int int

where K999 4 g990(€) _ et (e) .— Ktan(€) is called tangent stiffness matrix.

Finally, Equation|3.29] becomes

(@ . M©@a© 1 spT @) . gtam(@y(e) — 7). R(), (3.52)

or equivalently in the global form

v’ - Ma + " - K""u = —5v" - R. (3.53)

Before going any further, let us observe that residual R depends on u and
a while the tangent stiffness matrix K" depends only, in general, on the
displacement wu:

R = R(u,a)
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Ktan — Ktan(,u)

Given the arbitrariness of the virtual velocity dv, Equation|3.53] gives

Ma + K" (u) u = —R(u,a) (3.54)

3.4 Newton-Raphson procedure and Newmark
time integration scheme

Equation|3.54] can be interpreted as the linearization of the discretized vir-
tual works 5W(¢£:f11), dvp,) at the time step (n+1) and at the (k+1) Newton-
Raphson iteration where the Taylor’s series has been truncated at the first
order terms (same of Equation|3.9])

SW (Y bup) = sW (o), 6up) + DoW (L), 6vp) A i) = 0 (3.55)
or

R(aiﬁl),uiﬁl)) = R(agizl,uiﬂl) + MAay 1 + Km"(ug?l)AunH =0
(3.56)

where Au, 1 plays the role of the increment. At this point we can in-
troduce the Newmark time integration scheme. The general Newmark time-
stepping scheme is given by the following relationships

At?
Upt1 = Uy, + Atv, + - [(1—258)a, + 26a,41], (3.57)

Uyl = U, + At[(1 —v)a, + va,11] (3.58)

What we can observe is that for both Equations|3.57],[3.58] we need the
previous time step value. For instance Equation|3.57| needs u,. Therefore
at each time step (n + 1) an initial guess, a prediction, is made and then
corrected until the dynamics equilibrium is satisfied. This is achieved by
using the Newton-Raphson solution strategy. We start from & = 0 and we
set afﬂl = a,. In this way Equation|3.57] and Equation|3.58| becomes
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At?
w’) | = u, + Atv, + — (3.59)
v = v, + Ata,,. (3.60)

where u,,, v, and a, are the solutions of the previous time-step. For a
generic Newton-Raphson iteration we can use Equations|3.57],[3.58] in order
to obtain the following corrections

ailk:ll) = aﬁfﬁl + Aay, i1 (3.61)

w2 =w, + Ao, + A [(1 - 28)a, + 26|

=u, + Atv,, + ATtQ [(1—28)a,)] + At%afﬂl + At?*BAa,

(3.62)
=u, + Atv,, + ATtQ [(1 —208)a,) + 2&1&21} + At?BAa,
= ugi)l + Ay
RSN
— v, + At [<1 - fyagf_gl] + AtyAay., (3.63)

= v%’“) + Avyqg

where in Equations|3.62],[3.63] we used Equation|3.61]. Moreover, in
these equations we have defined the following important quatities

Aun+1 - AtQ/BAan+1 (364)

Avn+1 = At/}/AanJ’_l (365)

which are used to update the solutions.
Two ways are now available in order to solve Equation|3.56] and obtain Aw,,
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or Aa,.1. The first one consists to write Au,, 1 in terms of Aa,,,; and in this
case we will talk about Newmark acceleration-corrector method. The second
way consists to write Aa, 1 in terms of Au, 1 and we will call it Newmark
displacement-corrector method. In order to do that, in both displacement-
based and acceleration-based methods we make use of Equation[3.64]. For
instance if we use the acceleration-based method Equation[3.56] gives

M+ K, APB) Aaps = —R@ful))  (360)

while if we use the displacement-based method Equation|3.56] becomes

1
M K| Au = Rl @
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Chapter 4

Material Point Method

4.1 Introduction

The Material Point Method is a particles-based method and its origin dates
back to the Particle-In-Cell (PIC) method. The PIC method was developed
at Los Alamos National Laboratory by Herlow et al. [21] and it was used
only for fluid mechanics application. The method consists to discretized the
fluid with Lagrangian particle while the mesh is an Eulerian one meaning it
is fixed in space and it does not move with the particles. The computation
is divided into two phases, a Lagrangian phase and an Eulerian phase. In
the former the variable are advanced i.e are updated. In the latter the mesh
is mapped back to the original position. In PIC method only the material
position and mass are carried by the particles while all the fluid’s variable
are stored in the mesh. This leads to numerical diffusion and in order to
overcome this issue it has been proposed by Brackbill [7] a fully Lagrangian
particle method known as Fluid Implicit Particle (FLIP).Thanks to Suslky
[29] the method started to be used also for solid mechanics and the FLIP
method started to be called as MPM.

In the MPM method the continuum body is discretized by a finite set of
material points. This points carry the relevant quantities and are tracked
through the deformation process. The continuum body is nested in a La-
grangian mesh, the background grid, where the balance momentum equa-
tions are solved for each node. Once we solve the momentum equations the
main properties are mapped to the material point and the background grid
in reset. No permanent information are stored on the nodal grid. Then, the
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grid information are updated again by mapping the information from par-
ticles to grid nodes and the momentum equations can be solved again and
the procedure can restart. In the classical MPM we can identify three main
steps FIG[4.1]:

CONVECTIVE PHASE
INIZIALIZATION: P2G LAGRANGIAN PHASE GRID RESETTING
tH H tH H H H
LY L LI L]
@ o0
1 e )
juu) . 5 LJP . L, i . | =y . [u )
) <3
® °
£ H 1 H 3 H

Figure 4.1: MPM consists in three main steps: (1) Particle to Grid (P2G)
the information are mapped from the particles to the nodes; this is useful
to initialize the nodal values. (2) Lagrangian phase is where the balance
equations are solved and the grid is updating. (3) In Convective phase the
information are mapped back to the particles and the grid is resetted.

e Inizialization phase: The initialization phase consists to map the
information previously obtained at time step ¢t from the particles to
the nodal grid by using the basis function interpolation. This phase in
also called Particle to Grid or P2G.

e Lagrangian phase: In this phase momentum equations are solved for
each node of the background grid. If we use an Update Lagrangian
MPM, the solution procedure is exactly the same of the Update La-
grangian FEM. Then, position and velocity of the grid are update.

e Convective phase: Once position and velocity of the nodes of the
grid have been updated we have to map back these information the
the particle point. Thus, the relevant quantities such as position and
velocity are mapped back from grid nodes to the material particles
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by means of basis functions interpolation (G2P). Then, if the grid is
distorted we can reset it. The grid resetting is not mandatory. We can
also replace the distorted grid with any other suitable grid.

4.2 Weak Formulation and FEM Discretization

Let us consider the weak formulation of the linear momentum balance (Equa-
tion[2.32]), i.e. the principle of virtual works (Equation|3.14])

/pa-é'vdv+/p6:5ddv—/pf~5'vdv—/pt-é'vda:(), (4.1)

v v v a

~ o . .
where 0 = — is the specific stress.

p
In MPM the physical domain, (2, is discretized by sub-domains, €2, see

p=! = [ ]
i = my u uy u j

BACKGROUND|GRID

v

e o e /0 ® © (o o (o o ]o o (06 o (o o o o (s o
ul ul in ul I ml _“
e = =y = =) i B J

L] L ] - L] L L] L ] L] L] [ ] & L] L] L ] L ] L] L] L L] L]

®© o oo e o | o (o oo o (& o (o o] o (& o
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=l L i =
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Figure 4.2: MPM discretization for a beam. The region marked in yellow is
an example of sub-domain €2,

FIG[4.2], in such way that
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For each sub-domain is associated a material point p, where the entire mass
of the sub-domain is concentrated. In this way, from a mathematical point
of view, the mass density can be expressed in terms of the Dirac delta as
follows

o) =3 =S @ —z,) (12)

In order to be consistent with the unit measure the Dirac delta has the
dimension of the inverse of volume. Substituting Equation|4.2] into Equa-
tion|4.1], introducing in the surface integral of the external forces the thick-
ness h and using the identity

/&@w@—%mx:ﬂ%>

Equation[4.1] gives

Zmpé'v (xp)a(zy) + Zmpéd xp) Zmpdv z,)f — Zmpé'v (zp)h 't(zy) = 0.
p=1 p=1
(4.3)
At this point we can proceed with the FEM discretization of the various
quantities involved:

a(x,,t) ZNI x,)a(t (4.4)

x,) = iNI(wp)(SvI, (4.5)

1 &
dd = 3 (6v; @ VN[(z,) + VN/(z,) ® v, ) (4.6)
I=1
where I and n,, are the generic node and the number of nodes of the back-

ground grid respectively. Substituting Equations[4.4], [4.5] and [4.6] and
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evoking the symmetry of the specific Cauchy tensor we have

ZmpZNl x, 61)12]\[] x,)a,(t —i—ZmpZévl o(z,)VN[(z,)—
pr= 1 p=1

—ZmpZNI z,)0vrf — ZmpZN[ z,)0vrh't(z,) =
p=1 p=1

(4.7)

Due to the arbitrariness of the test function dw, for each grid node I =

1,2,...,n, we have that Equation|[4.7] gives

Z my Ny () Z Ny(z,)a; + Z my0 (z,) VN () =
= Z Ni(zy)f(z,) + Z Nr(z,)h lt(a’p)
p=1 p=1
that in compact form gives
mrjay = fi' + 57 I1=1,2..n, (4.9)
where my; are the components of the consistent mass matriz
mry = ZmpNI(mp)NJ(mp), (410)
p=1
fit is the internal force vector
znt Zmpa VN[ ZVBT ) (411)
and f$ is the external force vector
=Y Ni(@,)f(@,) + Y Ni(x,)h (), (4.12)
p=1 p=1

where matrix BY (z,) in three dimension is

B (e = | @), 5 ). 5 ).
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These expressions can be also written for the entire grid by assembling each
local contributes

Ma = §, (4.13)
meaning
mul  mal - g, ai(t) e+
mal el omad || e || B
mnnlI mnn2I e mnnnnI a‘nn (t) Zf + ffzmnt

Often the consistent mass matrix is turned into a lumped mass matriz as we
saw in Equation|3.35]

mfl = ijj = ZmpN](Zp) (415)
J=1 p=1

in this way the mass matrix of Equation|4.13] becomes

mhI 0 - 0
0 mhl -~ 0
M! = - (4.16)

In order to solve Equation|4.9], which is a second order differential equa-
tion in time, we can use an explicit integration scheme or an implicit integra-
tion scheme. The former scheme involves quantities referred to the previous
time step. As consequence an explicit scheme does not require to solve a
linear system. While, the latter scheme involves quantities referred to the
current time step. In general explicit scheme are conditionally stable meaning
that the time step has to be sufficiently small to give a consistent solution. On
the other hand explicit time schemes are cheaper than implicit time schemes
computationally speaking but the latter are unconditionally stable meaning
that the time step does not affect stability.

92



Nicola Comerci Material Point Method

4.3 Explicit Formulation

Explicit schemes have to be preferred when we deal with transient prob-
lems such as hypervelocity impacts or blasts and a small time step is needed
by the nature of the phenomena. Here below, we report two explicit methods.

Forward Euler. The simplest and straightforward explicit method is the
Ezxplicit or Forward Fuler. In this scheme position and velocity are updated
as follows

ot =g 4+ At (4.17)

vt = v} + At"al (4.18)

where a} = ffl and At™ = {"*! —¢". Once we computed the nodal grid
mry

velocity and position we can use them to update the particle velocity and
position. Two approaches are possible, the Particle In Cell (PIC) and the
Fluid Implicit Particle method (FLIP)

Npr
vt = N ()t (PIC) (4.19)
I=1
Npr
vt =on 4+ Ni(zp) [up ! — o] (FLIP) (4.20)
I=1

where N,r is the number of node of the element to which particle p belongs
to. If we add an artificial parameter we can take into account both methods.
Let’s call this parameter o and let it takes value 0 or 1. If @« = 1 we have
the FLIP scheme while if we set a = 0 we have the PIC method.

Np[ NpI
vt =a ol Z Ni()) o™ —vf] | + (1 —a) Z Ni(zpwi+t. (4.21)
I=1 I=1

At this point we can also update the particle p position

ot =zl Attt (4.22)
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Finally, we can update deformation gradient F', velocity gradient I, rate of
deformation gradient d and other kinematic quantities

It = vort! = % VN (z) )} (4.23)
I=1
Fitt = (I+1M A Fp (4.24)
J = detF+! (4.25)
Vit =gV ittt = pg (4.26)
d = % [+ @ (4.27)
Aep™ = At"dpt! (4.28)
ot =0l + Ao, (Aeptt) or optt = ol TN (FHY) (4.29)

Two possible choices are available when we have to updated the stress, the
Update Stress Last (USL) and Update Stress First (USF). If we follow the
above procedure it means we adopted the USL since the stress is updated at
the end.

Central Differences. The central differences method is one of the most
popular explicit scheme in computational mechanics. In this method we
assume known displacement, velocity and acceleration at time ¢ < ¢". More-
over, in this contest we denote the time increment as

AP =gty AP =t — s

1
The velocity v?+2 at time t"*2 and the acceleration a’} at time t" are given

respectively by

n+3 _ mqj}+1 B x? _ 1 n+1 n
g T = agerl (uI —'u,I), (4.30)
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1

n+% n—s;
n VU g 1 ( ntd n—%)
a’; = = v —v . 4.31
R A I (4.31)

g 1
At this point if we solve Equation (4.31) for v 1+2 and Equation (4.30) for

u}™ we obtain
n+% n*% n,n
v, > =v; *+ At"aj, (4.32)
1
it =27 4 A2 (4.33)
fn
where a} = 711 . Now, we can update particle velocity and position. For

mrr
instance, if we adopt a FLIP approach the updated particle velocity is

Npr 1 1
vyt =y 1 3 Nial) (v?+§ - v’;*i) , (4.34)
I=1

and the updated particle position is

Npr )
ot =+ A2 Z NI(ZBZ)’U?+§. (4.35)
=1

Here below we report the update of other kinematic and stress quantities

Npr )

L' =Y VN (any (4.36)
I=1
Fitt = (145 A Fy (4.37)
ntl 1 rpal ntl

4" = [l,ﬁz + (l,,*?)T} (4.38)
AETE = ApdrTE (4.39)
o, =apt(FpT) (4.40)
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4.4 Implicit Formulation

The most used implicit schemes are the Newmark methods already seen in the
previous chapter. We recall that this family of methods consist in computing
velocity and displacement at time t"*! as

At?
ut = ol + At} + - [(1—-2B)a} +2Ba]™] 0<28<1, (441)

vt =vl + AL[(1—y)a} +aft!] 0<y <1 (4.42)
Observe that if 5 = 0 we have an explicit scheme. The grid node acceleration
is obtained by solving Equation|4.41] for a}

n n n n AtQ n
ntl N it — ff + Atvl + - (1-2p) ai . (4.43)
&}

Observe that 27 depends on only quantities at the previous time step. An
implicit scheme requires also to linearized the equations of motion. By per-
forming the same linearization procedure done in the Update Lagrangian For-
mulation we end up with the acceleration-based method (see Equation|3.66])

M + K (@8,)A88| Aansy = —R(al)y, =) (4.44)

where:

e R +1= 2’21) is the residual vector given by
Ky . (k k
_R(a’7(1+)17 n+)1) Man+1 +K( ) 51421;

e M is the lumped (or consistent) mass matrix of Equation (11)

e K is the tangent matriz whose component in current configuration are

K=K/ + KI5 =

Z V, B} (z,)D(z,)B,(z,) + Z V, B} (z,)a(z,)B,(x,)]

p

56



Nicola Comerci Material Point Method

e Aa, . is the increment solution that we use to update the acceleration

(k+1) (k)

Qpy1 =8y + Ay

The updating of the various kinematic and stress quantities is the same of
the classical Update Lagrangian FEM formulation.

4.5 Comparison between MPM and FEM

One might wonder about the convenience of using MPM rather than other
computational methods such as FEM. The convenience of using one method
rather than another depends on the problem being simulated. It is well
known that for extremely large deformations the accuracy of FEM suffers
particularly because the elements can be excessively distorted. As far as
MPM is concerned, this does not occur because at each computational cycle
the calculation mesh is reset and the information is stored in the material
points. It follows that MPM is particularly efficient for large deformations.
Vice versa, the latter mentioned method shows difficulties in the area of small
deformations because of the particle numerical quadrature. In fact, in FEM,
the numerical quadrature takes place in Gauss points, which ensure an accu-
rate integration, while MPM uses the particles as integration points (particle
integration) so we lose this accuracy. We said that at each computational
cycle the computational grid is reset. It could also be replaced with another
computational mesh. This is for the usual reason that the information is not
stored in the grid. Reason for which the fractures can be simulated effec-
tively.

Although MPM is more robust than FEM when we are dealing with large
deformations, the accuracy of numerical quadrature remains higher in FEM.
In order to obtain the best of these two methods, several MPM-FEM cou-
pling algorithms have been developed. In coupled problems the body that
undergoes greater deformation is discretized with MPM while the body with
less deformation with FEM.
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FEM
e Guass Quadrature
e Small deformations ed displacements

e Information stored on computational mesh nodes

MPM
e Particles Quadrature
e Very large deformations and displacements

e No relevant information is stored on computational mesh nodes

just on particles
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Chapter 5

Lagrange Multipliers Method in
Computational Mechanics

In order to append boundary conditions (both conforming, non-conforming,
first type or second type) we can treat them as constraints and different
approaches are available from the optimization theory. For example, penalty,
Lagrange Multipliers, Augmented Lagrangian and Perturbed Lagrangian. In
this thesis we are going to speak mainly about the Lagrange Multipliers
method and which problems involves this approach. The penalty approach
is briefly introduced int he following sections.

5.1 Overview of the Penalty Method

The theory of the Penalty method provides that the constraint is imposed
by adding a quadratic term. Calling II(z) the function to constraint and
h(z) = 0 the constraint, the Penalty formulation is obtained by adding to
the potential the square of the constraint:

1
(z)"" = (x) + (z)P" = TI(z) + Eﬁh(x)Th(m) (5.1)
where [ is the so called Penalty factor. In computational mechanics, if we

want for example to use the Penalty method to append Dirichlet boundary
conditions, the quantity II(z)P*"*% can be written as:

I1(z)Pemalty — B/(u — )" (u—u) dl. (5.2)
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The idea is that if § is large enough, the minimum of II(z)™* cannot be
attained without satisfying the constraints [4].
By using the Penalty approach the linearized principle of virtual works gives:

(K'am 4 KPenalt) Ay = —(R + RPerelty) (53)

where

ernalty — ﬁ/HTH dl
T

and
Rpenalty — Ktan (’IL o ’El,)

Matrix H is the shape function matrix (see next section).

One of the main drawbacks of this method is the choice of the penalty factor.
Sometimes is not possible to tune the parameter in such way to enforce cor-
rectly the constraint without affect the conditioning of the matrix. Moreover,
due to the nature of the formulation, we are not solving the exact problem
but a modified version. For these reasons the Lagrange Multipliers approach
is preferred since we are solving exactly the problem. However, as we will
see, the Lagrange Multipliers approach enlarge the system of equation and
therefore is computationally speaking more expensive. In addition the La-
grange Multipliers method suffers some stability issue as reported in the next
section.

5.2 Introduction to Lagrange Multipliers

In this section we are going to introduce the Lagrange Multipliers theory.
The Lagrange Multipliers method is one of the main methods for constrained
optimization. The standard form for a constrained optimization problem is:

find z* € R? such that £* = argmin(Il(z)) where II(z) is subjected to
h(z) =0.

In the optimization theory the function II : R — R is called objective
function while h : R — R™ is called constraint function. Now, we intro-
duce the Lagrange Multipliers \; which are as many as the are constraints.
Following the previous formalism we can collect the Lagrange Multipliers
into a vector A € R™ and we are going to call it simply Lagrange Multiplier.
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At this point we can define a new function L : R? x R™ — R called La-
grangian function as:

Lz, \) =TI(x) + A 'h(z) = I(z) + Z Aihi(z) (5.4)

In order to find the value of £ minimizing II(z) subjected to h(z), we
have to derive Equation[5.4] with respect to & (also called primal variable)
and A and set the result equal to zero. Basically, we have to compute the
gradient of the Lagrangian function:

OL OL\"

Particularly interesting from the point of view of applications is the case
of quadratic objective function and linear constraints. In that case we have:

(z) = 2" Az + bz + ¢

(5.5)
h(z) =Bz —d
and consequently the Lagrangian function is
1
L(z,\) = §$TA.’E +b"z + ¢+ A (Bz —d). (5.6)

Computing the first derivatives with respect to £ and A we obtain

OL _ pe v b+ B"A=0
ox
oL

which give the following linear system:

A BT T —b
I e
As we will see in section 3 some problems arise from the previous linear
system.
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5.3 Lagrange Multipliers Method in Computa-
tional Mechanics

In computational mechanics we can use the Lagrange Multipliers method in
order to constrain the system. What we are interested in is to use the La-
grange Multipliers to append boundary conditions. The following discussion
is going to be general and it holds both for FEM, MPM and other numerical
methods. First of all we need to define the objective and constraint function
in order to obtain the Lagrangian and compute its gradient. Our objective
function will be the Potential Energy II(u) while the constraint function is:

C(u) =0in Q or on T. (5.8)

In order to constraint the system we introduce another potential, IT¥Y (u, X),
defined as

M (u, X)) = / MC(u) d (5.9)
Q
TEM (3, \) = / NC(u) dT. (5.10)

In our case, since we want to append boundary conditions, the constraint
function is

Cu)=u—u=0 (5.11)

where u is the prescribed displacement. Consequently, the Constraint poten-
tial becomes

M (w, ) = /,\T(u — ) dI’ (5.12)

where X plays the role of the Lagrange Multipliers'. We can now define
the Lagrangian function by summing the potential energy and the Constraint
potential and we obtain

'From a physical point of view A has the dimension of a force. This is due to the fact
the potential is expressed in terms of energy and since inside the integrand there are also
displacements, so a length, A has to be a force. [E]=[F|[L].
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I (w, A) = TI(w) + IT5M (u, X). (5.13)

Since our goal is to solve numerically the Cauchy Equations|2.32] we have
to compute the first variation of IT**(u, ) in direction du and dX. Hence,
we are going to obtain its weak formulation meaning the Principle of Virtual
Works. If we do so for the potential energy I1(u) we end up with the classical
virtual works term, dW (u, du), while if we compute the first variations for
the Constraints potential IT¥M (u, ) we obtain the virtual works associated
to:

DIT*M (w, M) [6u] = WM (u, X, 6u), (5.14)

DHLM(u,/\)[(S)\] = 5WLM(U, A, 0N, (5.15)
where
d

DIT*M (u, ) [6A] = =

:/5,\T(u—u) dr,
I

- ( /F O+ eoN) (u — 1) dF) _ -

d
LM _
DI (u, ) [0u] = 7

_ (/F’\(“+65“—ﬂ) dF) = /F)\Téu dr. (5.17)

The modified principle of virtual works, which is the first variation
of the Lagrangian function in Equation|[5.13], can be written as

SW (u, X, du, 0A) = SW (u, ou) + SWEM (u, X, su) + 0WEM (u, X, 6X). (5.18)

Since we want to keep the discussion as general as possible we are going to
consider the nonlinear case and next, as specific case, the linear static case.
Therefore, the principle of virtual work 6W (u, ou) is given by:

SW (u, 6u) = SW¥™ (u, du) + SW™ (u, du) — SW (u, du).

In the contest of Newton-Raphson procedure if we want to obtain a linear
model of the previous equations we have to linearized them. In order to do
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that we have to compute the directional derivative in directions Au and AA.
Let us focus our attention on Constraint terms, meaning

DIT*™ (w, X)[0u] and DI (4, X)[6A]. Under the hypothesis of linear con-
straints?, the directional derivatives (that are the second directional deriva-
tive of the Constraint potential) are:

DM (u, M) [6X, AX] = 0,

DAIEM (4, A)[6X, Au] — / a7 L
r de

(u+eAu—u)dl' = /5ATAu dr,
e=0 r
DM (w, X) [du, AN] = / di

r ae€

(A4 eAN)" du dT" = / AN 6u dr,

e=0 T

D?TTEM (w, X) [6u, Au)] = 0.
The last equation, D?TTXY (u, \)[éu, Aul, is zero because the constraints
are supposed to be linear in u.
At this point we can proceed with the FEM discretization of the first and

second directional derivatives of the Constraint potential. Let’s indicate with
H the shape function matrix

H =[N, N,,..,Ny|
where in the three dimensional case
N,
0
0

~

0 0
0 N
then, the discretized quantities are in the form v, = H,v. Following this
notation we have

Linear constraints means that the function C(u) = 0 is linear with respect to the
displacement u
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DHLM(Uh,Ah)[(S/\h] = 5AT/H§HU dl’ (U — ﬂ) s
r

DHLM(Uh, )\h)[éuh] = 5’U,T / HZH)\ dI’ A,
r
D2HLM(Uh, }\h)[d)\ha A/\h] = O,

DPTM (g, Ay [0M, Aty] = X / HTH, dT Au,

T

DI (g, ) [0y, ANy = 0u” / HTH, dr A),

r

DQHLM (’U,h, Ah)[éuh, A’U,h] = 0.

Concerning the standard discretized virtual works dW (uy,, duy) we have
already seen in Equation|3.67] that

W (up, dup,) = Su”R
DW (uy, dup,)[Auy) = dou’ K" Au

DéW(uh, 5uh)[A/\h] =0

where matrix K" includes also matrix M. At this point if we define
A= / HH, dr
r

we end up with the following Saddle-point problem:

SIS A ] e

In the linear static case we don’t have to linearize 6W*™" but we just need
to discretize it. If we proceed with the classical FEM discretization we obtain
the following linear block system:

I 62
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In both the linear and the nonlinear case we have obtained a saddle point
problem. It means that when the primal variable is minimum the Lagrange
Multiplier is maximum. From a mathematical point of view the solution of
this problem exists under certain conditions that have to be satisfied in order
to have a well-posed problem.

5.4 Saddle Point Problem

In this section we are going to analyze the saddle point problem from a math-
ematical point of view, which issues arise from it and the functional spaces
involved.

Let us consider two general Hilbert spaces X and M and let us denote their
dual® spaces with X’ and M’. The general saddle-point problem or con-
strained problem is:

Find (u,n) € X x M such that:

a(u,v) +b(v,n) =<liv> YoeX, leX
(5.21)
blu, p) =< o, u > Vue M, ce M’

where
a(,): X x X >R

and
b(,)): X x M =R

are two bilinear forms, while,
I(): X =X

and
o(-): M — M

3Given an Hilbert space V the dual space V' is the space of linear and bounded func-
tional Fon V: V' ={F :V — R s.t. F is linear and bounded}
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are two functional and < -,- > denotes the duality between X and X’ or
M and M’. Here, the duality has been indicated with the so called crochet
notation, for instance < [,v >= [(v).

It is possible to associate to the bilinear forms a(-,-) and b(, -) two operators
A: X — X"and B : X — M’ such that:

< Aw,v >= a(w,v) Yw,v € X
< Bu,u>=blv,n) YveX,pueM

Now, we can define the adjoint operator of B, BT : M — X' in such way
that
< BYp,v >=< B,y >=blv,p) Yo € X, € M.

Then, Problem[5.21] becomes:

Find (u,n) € X x M such that

Au+BTn=1 in X'
(5.22)
Bu=o¢ in M" .

Let us now define the following space
X ={ve Xst blou)=<o,u> Vue M}

meaning the space of v function belonging to X and satisfying the condition
b(v, ) =< o, u >. In particular, we define the space X as

X'={ve X st bv,u)=0Yu € M} = ker(B)

which is exactly the kernel * of the operator B. With these definitions we
can rewrite Problem[5.22] as:

4The definition of kernel of an operator is

ker(B) ={v € X s.t. < Bv,u>=b(v,u)=Bv=0Vue M}.
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Find v € X°? such that

a(u,v) =<l,v> Vv € ker(B). (5.23)

Let us observe that the space X is the direct sum with X° and its or-
thogonal (X9)1 i.e.
X =X"q (X"

This will be useful later. Finally, we introduce another space

X0 w=1ge X' st. <g,v>=0Vve X},

polar

The structure of these spaces is schematized in Fig[5.1]. The blue lines indi-
cate the isomorphic operators.

X X0=ker(B) A X

— (X 0) 0 i Xopolar [
A
B B BT BT
Y
— B | o/
M’ M

Figure 5.1: The picture shows the spaces X and M, their dual spaces X’ and M’
and the operators. The blue lines indicate the isomorphism.

From Fig[5.1] we can deduce what follows:
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e B : X — M is not in an isomorphism since it in not injective i.e.

ker(B) # {0}.

e B" : M — X’ in not an isomorphism since it is not surjective i.e.

Im(BT) £ X".
e B: (X%t — M'is an isomorphism.

T . 0 . . .
o B': M — X, 1s an isomorphism.

We recall that an isomorphism is any linear application which is bijective
and therefore invertible. The invertibility of B is very important. In fact,
from Equation[5.22], solving the first equation by u and the second by 1 we
obtain the following formal result

uw=A"1 (l — BTn)
(5.24)
n=(BA'BT) (BA™ - o)

If we call R the operator BA™!BT we will have that
R'=(BA™'B")" =B TAB™!

and therefore the solution 7 will exists if R is invertible, meaning if BT and
B are invertible. But B~7 and B are invertible if they are bijective i.e. if
they are isomorphism. A linear application is bijective if it is both surjective
and injective and this last property is achieved if and only if ker(-) = 0.
Therefore, we have to introduce an equivalent way to state that B and BT
are isomorphisms:
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Lemma. The following properties are equivalent:
e There exists a constant $ > 0 such that

Vue M Fv e X with v # 0 such that b(u, pu) > Bl|v||x||pll
(5.25)

e The operator B” is an isomorphism between M and X7, . and
the following property holds

< BTu,v >
1B il = sup St

> Bllull VueM  (5.26)
vevago [I0llx

e The operator B is an isomorphism between (X°)* and M’ and
the following property holds

< Bv,pu >
|Bv|[ar = sup B2 S Blpllx Yoe (XO):  (5.27)

peMypo  ||vl|ar

Equation[5.25] is the celebrated Brezzi-Babuska condition or inf-sup
condition and it can be rewritten as

. b(v, 1)
mr sup w—w—— 7 =
neM yex |l x|lpllm

(5.28)

Therefore, Problem[5.21] is well-posed if:
e The bilinear forms a(-,-) and b(-,-) are continuous i.e. there exist two
constant ¢; and ¢ greater than zero such that:
|a(w, )| < erlfwl]x||v]|x

[b(w, )] < caf [wl|x |l |ar

e There exist a constant ¢y greater than zero such that the bilinear form
a(+,-) is elliptic on the kernel of B:

a(v,v) > co||v||5% Vv € X°
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e There exists a positive constant, § > 0, such that the BB-condition

holds: b
it sup )
peM yex ||vl] x|l a

(5.29)

Before proceeding any further, let us state an important theorem regarding
the functional spaces to be used within the framework of boundary condi-
tions.

Trace Theorem:
Let us consider an open bounded set Q C R with a sufficiently regular
boundary (e.g. Lipschitzian), I'.  Thus, there exists a unique linear
application, 7,

Y : H*(Q) — L*(T)

such that, given a function v € H*(Q), with k¥ > 1, yo(v) coincides
with function v restricted on T i.e. yo(v) = v|r.

J

This result gives sense to Dirichlet boundary condition if we interpret the
boundary values as trace. Moreover, the space H}(€2) can be interpreted as
the kernel of the trace operator, meaning:

Hy(Q) = ker(y) = {v e H'(Q) s.t. yv = 0}. (5.30)

Further investigations (see [10]) show that taking the trace of all functions
belonging to H'(€2) does not yield the space L*(T):

Yo(H' () € LA(T).

In other words, the trace operator, as defined above, is not surjective. In

order to make the trace operator surjective, we must restrict the codomain
1 .

to a specific set denoted as Hz(I"). In this case, we will have

H'2(T) = ~o(H' ().
Thus, the surjective trace operator will be defined as

Yo : H'(Q) = Hz(I). (5.31)
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Usually the dual of Hz(T') is denoted by H~2(T'). Then, the trace theorem
allows us to define the functional spaces involved in the Lagrange Multiplier
problem.
Once these spaces have been defined, the mechanical problem can be
stated as:

Find (u,\) € H'(Q2) x H~Y/?(T") such that

a(u,v) + b(v,\) =< f,v > Yo € H'(Q)
(5.32)
b(u,q) =< g.q > Vg € H-/2(T)

. J

Let us now denoting by h, the length of the sides of the finite element
along the boundary, I', with which we discretize the primal variable and
hy the length of the linear elements for the Lagrange Multipliers. It can be
shown (see for instance [3], [17]) that the BB-condition demands two different
meshes respectively for the primal variable and the Lagrange Multipliers in
order to be satisfied. In formula:

@ > Cq (5.33)
hu
where Cq depends on the domain in some complicate way and it has to be
greater than zero Cq > 1. Moreover, condition in Equation[5.33] is telling us
that the degrees of freedom of the Lagrange Multipliers variables have to be
smaller than the degrees of freedom of the primal variable along the boundary
where we want to impose boundary conditions. In general, called N the total
degrees of freedom of the primal variable and M those of the Lagrange Mul-
tiplier one, the condition in Equation|5.28] is satisfied (see Quarteroni[28])
if:
N > M. (5.34)

For example, we could use constant shape function P, for the Lagrange
Multipliers and linear shape function for the primal variable P;. However,
we should stress that the Py — P; choice does not satisfied the BB-condition
in general but only if the Lagrange Multipliers degrees of freedom are defined
along the boundary (or interface) or just in few nodes. In order to understand
better, let us consider FIG[5.2]. The figure shows two different cases where
the BB condition is or is not satisfied. On the left we can see that the
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Figure 5.2: The figure shows the degrees of freedom of the primal and La-
grange Multipliers variables. (a): The BB-condition is not satisfied; the La-
grange Multipliers are defined in the entire domain. (b): the BB-condition is
satisfied and the Lagrange Multipliers are defined just along the boundary.

Lagrange Multipliers degrees of freedom are defined among the entire domain.
If we count them we will realize that N = 48 DoF while M = 60 DoF .
Thus, condition [5.34] is not satisfied. Nevertheless, if we look at the figure
on the right we have N = 48 DoF and M = 32 DoF . Thus, the condition
N > M is satisfied. For other similar examples, the reader is encouraged to
consult [28].

This simple example shows how we must take special care in choosing the
basic functions.

5.5 MPM Lagrange Multipliers Implementation

In many engineering applications, bodies and their material boundaries face
large displacements and deformations. As a consequence, if we use some
particles methods such as the MPM, we have to deal very often with non-
conforming boundary conditions meaning that the material boundaries do
not coincide with the background mesh (FIG[5.3]).

In this section we are going to analyze the implementation of the Lagrange
Multipliers by using boundary particles. Boundary particles are mass-less
particles used to track the deformation of the material boundaries FIG[5.4].
These particles can be fixed or can move independently from the motion.
For each background element containing at least one boundary particles we
are going to define on it one Lagrange Multiplier degree of freedom. Since
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Figure 5.3: The figure shows how the boundary where we want to impose,
for instance, the Dirichlet conditions (purple line) does not coincide with the
boundary of the background mesh.

we want to use constant basis functions, it does not matter where we define
this degree of freedom, for instance, we could define it in the center of the
element.

As pointed out in the previous section, we have to satisfy the BB-condition.
This condition is satisfied if the degrees of freedom of the Lagrange Multipli-
ers, M, are sufficiently smaller than the primal variable ones, N. However, it
is not always easy to evaluate a priori which is the ideal number of Lagrange
Multipliers degrees of freedom (or number of boundary particles). Neverthe-
less, if we adopt Py — P1 (FIG|5.6]) basis functions we should not worry as
just few Lagrange Multipliers degree of freedom are defined. In the present
work we set an arbitrary number of boundary particles and for each element
containing at least one of these mass-less particles, we define a Lagrange
Multiplier degree of freedom is defined. This procedure is schematized in
FIG[5.5].

Once, we perform the Py — P, discretization we obtain Equation[5.19].
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Figure 5.4: The figure shows some boundary particles.

5.6 Roller Boundary Conditions

When we deal with roller boundary with an arbitrary inclination, we have
to introduce an appropriate rotation matrix Q that we use to rotate the
involved degrees of freedom such as displacement and Lagrange Multiplier.
Once we rotate the system accordingly to the roller inclination we can solve
the rotated linear system, indicated with K%u’ = f?. The quantities (#)°
represent the their own description in the axis-aligned configuration. Once
we solve the rotated linear system we have to rotate back the solution to the
original configuration. This is achieved via the inverse of the rotation matrix
5. For instance, the displacement in its original configuration is u = QTu’.
As the usual boundary conditions also the roller boundary can be conforming
or nonconforming.

5.6.1 Roller Boundary Condition for FEM

We start the discussion about roller boundaries within the Finite Element
framework since it is easier than Material Point Method. Let us consider the
case of Roller Boundary Conditions with an arbitrary inclinations. In order

°The rotation matrix is usually orthogonal so the inverse matrix coincides with the
transposed.
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Figure 5.5: Lagrange Multiplier DoF definition sequence. (a) material do-
main where we want to impose nonconforming boundary conditions (b)
boundary particles (in orange) defined along the boundary (c) Lagrange Mul-
tiplier DoF (green triangle).

to impose these boundary conditions let us consider an orthogonal rotation
matrix @ defined in three-d as follows

fa fy
Q = Aw tAy gz (535)
Gz Gy G-

where n is the normal unit vector perpendicular to the inclined surface and
t.g are the unit vector parallel to the surface. Each constrained degrees of
freedom has its own normal and parallel unit vectors since the inclination can
change. For instance, in FIG[5.7|, node 1 has different normal and parallel
unit vectors than node 2.

By using matrix @ we are able to obtain the prescribed axis-aligned dis-
placement, meaning

u’ = Qu. (5.36)

We have to proceed in this way for every constrained degrees of freedom.
Moreover, we should also apply the rotation matrix to those entries in the
tangential stiffness matrix corresponding to the constrained degrees of free-
dom. Let us consider again FIG[5.7]. The stiffness matrix inherent to the
triangular element will be a 6 by 6 matrix. In particular we have

K, K, K3
K = K2’1 KQ’Q K273 (537)
Ks;, Kss K3
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Po

Displacement basis functions Lagrange Multiplier basis function

Figure 5.6: Example of basis functions for a quadrilateral background mesh.
It has been used P; for primal variables and P, for LM variables.

where each K ; is a 2 by 2 matrix. The local linear system associate to this
element is Ku = f. Let us focus the attention in vector u whose components
are: u = [ug, us, U3]T. The constrained nodes are node 1 and node 2, therefore
we should apply the rotation matrix to these two nodes. That means:

’U,e = |: Ql’ll,h QQ’U,Q, Uus j| . (538)

This is equivalent to define a new matrix @ and multiply the linear system
by this matrix. In this specific case Q is

@ 0 0
Q=0 @ 0 |. (5.39)
0 0 I

The linear system Ku = f is transformed into a new system K%’ = f?
by means of matrix @ through the transformation QKQ"Qu = Qf. In
particular we have:

Q1 0 O K1,1 K1,2 K1,3 QlT 0 0
K=]10 Q 0 Ky, Ky Ky 0 QT 0| = (540
0 0 I Ks, Kiy; K 0 0 I
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Y A

>z

Figure 5.7: Constrained triangular element. The element has been con-
strained in node 1 and 2 by a roller condition. These two nodes have different
normal and parallel unit vectors.
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QlKl,lQ{ QlKl,QQg QlKl,S
= QQKZ,IQT Q2K2,2Q2T Q2K2,3

K&lQ{ KS,?Q% K3,3

Q1 0 0 U, Qlul
’U,e = 0 Q2 0 U2 = Q2u2 (541)
0 0 I Ug U3

and

Q@ 0 0] [ f Q1f1
=10 @ 0| fs|=]Qf]. (5.42)

0 0 I f3 Uus

We should observe that the terms inherent to the unconstrained node, node
3, have no been affected by the rotation matrix. This is correct since no
constraint is acting on node 3.

Imagine now to have a grid with an arbitrary number of elements and con-
straints. We should performing what has been done so far for each node
and then assembly the elemental contributions in order to get the global
stiffness matrix. At this point we can adopt different numbering strategies.
For example, as commonly done in FEM, the constrained degrees of freedom
are ordered such that they are last. In this way the local stiffness matrix is
structured as follows

K'u,u wur
K- [ P } (5.43)
and matrix Q is
I 0
0= { 0 Q ] (5.44)

where @ is a block diagonal matrix whose entries are matrices similar to
Equation|5.35]. Therefore, the structure of matrix @ depends on the num-
bering of the mesh.
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We now discuss the imposition of roller conditions in the context of Lagrange
multipliers. The system to be solved is a block system. As seen above, the
result matrix consists of the tangent stiffness matrix, K and the shape func-
tions matrix integrated on the boundary, A. The system resulting is shown

below
ENE)(5] e

where for the sake of shortness we have indicate R+ATA = Fand A (u — u) =
G. We will refer to this block linear system in the following compact way:

KAU =F.

In Lagrange multiplier framework we have to define two total rotation ma-
trices, one for the displacement and the other for the Lagrange Multiplier
degrees of freedom. In fact, as written above, the solution vector is given by

AU = (Au, AN)".

Taking as studying case the element in FIG[5.7] we will have six degrees of
freedom for displacement ad four for the Lagrange Multipliers meaning

AU10><1 = (Auﬁxla A)\4x1)T-

Therefore, in order to rotate vector AU we have to select two different ro-
tation matrices. The rotation matrix for the displacement is exactly equal
to Equation[5.39] while the rotation matrix for the Lagrange Multipliers is
similar to the rotation matrix for the displacement but without the identity
term. In formula:

0 0 I]., 2 daxa
The total rotation matrix is made by these two contributes
o, 0
0= [ u ] (5.47)
0 ipx0
Thus, the rotated block linear system is:
QKQ" QAU = QF = K°AU’ = F* (5.48)
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where the rotated matrix &C? is

Qu,6>< 6K6 X GQZ,G x6 QU,G X 6Ag;>< 4 Q§,4><4

QA,4><4A4><GQF576><6 04><4
K’ Qu76X6Agx4Q£,4x4
Q)\,4><4A4><6Q576><6 04><4

while vectors AU? and F? are straightforward.

5.6.2 Roller Boundary Condition for MPM

When we deal with MPM things are usually more complicated due to the
mapping phases. For the purpose of the explanation we will consider the
roller constraints only acting in the normal direction. Different strategies are
possible to employ Lagrange Multipliers in the Material Point Method. The
one we will describe below is the one implemented in the KratosMultiphysics
framework.

For each element containing boundary particles we define a Lagrange Mul-
tiplier degree of freedom so that every element with boundary particles will
have a degree of freedom associated with Lagrange multipliers. We observe
that, using constant basis functions for Lagrange multipliers, it is indifferent
where we define this degree of freedom. This degree of freedom will have
a normal given by the average of the normals of all the boundary particles.
Next, we have to map the normal vector to the background node by means
of basis functions. In this way we obtain a resulting normal vector defined
on each background node. The resulting vector will be used to rotate the
degrees of freedom belonging to those elements which contain at least one
boundary particle. Their neighbour elements with no boundary particles will
have degrees of freedom which are only partially rotated. All the other nodes
will be not rotated at all.

Now, we analyze how the roller boundaries act on the local contribution
of an element who contains the boundary particles FIG[5.9]. First of all, we
need to map the normal vector of each boundary particles to the background
node. Once we do that, we obtain the resulting normal vector that we can
use to rotate the various degrees of freedom. In this element we are going
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Figure 5.8: MPM constrained body example. The roller constraints are only
acting in the normal direction. In orange we find the boundary particles
while in brown the material points. It has been highlight the element totally
rotated and one partially rotated.
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to define the Lagrange Multiplier degrees of freedom whose normal vector is
given by: R R R

. ng+np+nc

ny=—_—.

3

This mean normal vector is used to create the Lagrange Multipliers rotation
matrix, Q)\ = Q)\<’fl)\)
Taking as example FIG[5.9], the rotation matrix acting on the local tangent
stiffness matrix is

Q, 0 0 0
0o @ o o
o-| o %o % (5.50)
0 0 0 Q,
r 'y . R | 0]

i /gﬁ/ 1 [ =

\ _ L)
T .,,EJB r —> /

L AL 4 | L ol

Figure 5.9: The figure shows on left the mapping phase of the normal vectors
(blue) and at the center the resulting normal vectors (green) and on the
right the Lagrange Multiplier degrees of freedom and its normal, ny. The
numbering of the node has to be consider as local.

Therefore, we have that the rotated local linear system, without consid-
ering the Lagrange Multiplier degree of freedom, is

QKQ" QAu = Of
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where
Q:1K11Q7 Q1K 12Q7 Q1K13Q7 Q1K14Q]
, . Q2K21Q7 Q2K2-QF Q2K>3Q% Q2K».Qf
K" =QKQ" =
Q3K31Q7 Q3K32Q7 QsK33Q5 Q3K34Q7
QiK11Q7 QuKi2QF QuKi3Q7 QuK,.Qf
(5.51)
1Ay,
Q- Au,
Au’ = QAu = (5.52)
QsAu;
Q:Auy
and
Qi f1
Q2f2
ff=09f = . (5.53)
Qsfs
Qif4

In Lagrange Multipliers framework we have to define two rotation ma-
trices as we saw earlier in FEM. The rotation matrix for the Lagrange Mul-
tipliers is @, while the rotation matrix for the displacement is the same of
Equation[5.50]. Thus, proceeding as done in Equation|5.49] we obtain:

Q.KQ, Q,A7Q]

K’ = : (5.54)
Q,AQ] 0
Q, 0 Au
AU = : (5.55)
0 9, AN
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and

Q, 0 F
Fi = ) o o (5.56)
A

Let us consider now the case where the element does not contain any
boundary particle, but the one next to it does FIG[5.10]. In this scenario we
will have that the degrees of freedom are partially rotated. This is due to
the fact that only the background nodes shared with the element containing
a boundary particle will contribute to the rotation. In this case the rotation
matrix is

10 0 0
01 0 0

=100 0, o (5.57)
00 0 Q.

and the rotated local tangent stiffness matrix will have some entries which
are not rotated:

K, K, K1,3Q§ K1,4Q4T

K2,1 K2,2 K2,3Q3T K2,4QZ
K% = : (5.58)
Q3K3,1 Q3K3,2 Q3K3,3Q3T Q3K3,4QZ

QiK.1 QuKiy QuK,3Q5 QuK,.Q7

Regarding the rotation of the degrees of freedom of the Lagrange Multipliers,
no rotation needs to be done since there are none within the element.
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Figure 5.10: The upper element does not contain any boundary particle but
the below does. Even in this case the numbering is local.



Chapter 6

Numerical Applications

In this chapter we are going to show some classical benchmark tests where
we will impose nonconforming boundary conditions. Specifically, we will
consider hyperelastic cantilever beam and we are going to compare the verti-
cal displacement obtained by means of Lagrange Multipliers and Penalty
approach. We expect that the Lagrange Multiplier approach leads to a
smaller absolute error since we are appending exactly the boundary con-
ditions. Then, we will consider also a clamped beam only by using the
Lagrange Multipliers and we will check the quadratic convergence by com-
puting the relative and absolute errors.

Next, we are going to simulate a granular flow obtained from a collapsing
soil column. In such example FEM is not adequate due to the extreme large
displacements involved. MPM is a good alternative to simulate this kind of
problems. The resulting deformed configuration is compared with that one
obtained by Bui et al. [11].

6.1 Hyperelastic Cantilever Beam

Let us consider hyperelastic neo-Hookian beam with square cross-section
having as initial parameters: density p = 1000 kg/m?, Young’s modulus
E =90 M Pa and Poisson’s ration v = 0. The beam has a length, L = 8 m
and the sectional area is A = 1x1 m?. In order to consider the most general
case the background grid had been rotated (6 = 36°) to simulate the roller
boundary condition.

The convergence study was carried out considering as a reference value for
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the vertical displacement the one indicated by Timoshenko’s theory:

gres — _ (P9hL)L®  pgL?
A 8EI 2G A,

(6.1)

where g is the gravity acceleration g = 9.81m/s?; I is the inertia of the beam
3

section, [ = 7 A, is the reduced cross section and G is the shear modulus
E

equal to G = m The reference value is computed at point A (see
v
FIG|6.1]).
GANTILEVER BEAM
| I | 5

Figure 6.1: The figure shows the computation domain and the body, meaning
the cantilever beam, with the geometrical information.

The absolute error has been calculated according to the following formula:
eq = |04 — 07| (6.2)

where d,4 is the vertical displacement of point A (see FIG[6.1]).

FIG|6.2] shows that the error we obtain with the Lagrange Multipliers
method is smaller than the one obtained with the Penalty method. This is
due to the fact that the Lagrange Multiplier method is exact while Penalty
is conditioned by the penalty factor which is added to the potential (see
Equation[5.1]) in order to append the boundary conditions. The numerical
solution obtained with Penalty, is therefore, conditioned by the factor, .
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ABSOLUTE ERROR COMPARISON
(16 material points per element)

o)
W
o
V
1,00E-01 O v
V
o
1,00E-02 ~= .
— O
1,00€-03 4
.,....
1,00E-04
< ABSOLUTE ERROR LM v ABSOLUTE ERROR PENALTY
= LINEAR CONVERGENCE =« QUADRATIC CONVERGENCE 10
1,00E-05
1,00E+00 1,00E+01 1,00E+02
log(1/h)

Figure 6.2: Absolute error obtained by means of Lagrange Multipliers (in
blue) and Penalty methods (in orange).
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For the Lagrange multipliers method this does not happen because the addi-
tional degrees of freedom are used to make explicit the boundary conditions
and the constraints.

Regarding the convergence, we can observe that the Lagrange Multipliers ap-
proach reaches a quadratic convergence even for coarse computational meshes
while the Penalty method only reaches the quadratic convergence for fine
mesh size (see Chandra et al. [14]).

One of the main disadvantages of the Lagrange Multipliers method is the
computational cost. Since we have added the degrees of freedom of the mul-
tipliers, the computational cost for the resolution of the linear system is
greater than the computational cost of the Penalty method. This can be
appreciated looking at the system of Equation|5.19].

6.2 Clamped Beam

In this section we are going to analyze a clamped beam in two different cases
according to different boundary conditions. In both cases the right side of
the beam is treated as non-conforming (see FIG[6.3|) and on this side we are
going to use the Lagrange Multiplier to enforce the boundary conditions. We
first consider a double-clamped beam (CASE 1) as shown in FIG[6.4].

R

conforming side nonconforming side

™\

—— BACKGROUND MESH

—— CLAMPED BEAM

Figure 6.3: The figure schematizes the conforming and non-conforming sides.

and as a second case (CASE 2), we release the vertical displacements on
the right edge as show in FIG[6.5].
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/\ {\ NON-CONFORMING SIDE
CONFORMING

[\ section A: |1x1m?

N

SIDE

NN

L=8m

Figure 6.4: Schematic representation of the double-clamped beam (CASE 1).

/\ NON-CONFORMING SIDE
CONFORMING /‘

@ section A: [1x1m?

SIDE

ALY

Figure 6.5: Schematic representation of a clamped beam whose vertical right-
side displacement is allowed (CASE 2).
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We proceed by comparing the numerical solutions obtained with the Ma-
terial Point Method employing Lagrange Multipliers with the FEM one ob-
tained with a mesh size h = 0.005m. The geometrical and constitutive prop-
erties are the same we use for the previous cantilever beam and 16 material
points per element have been used.

CASE I
In this case the numerical solution has been evaluated at the middle point of
the beam. The absolute and relative error are plotted in FIG[6.6].

Lagrange Multiplier Convergence Analysis - Case |
{with respect FEM solution)

LOG(E)
1.00E+00

1.00E-01 @

1.00E-02

=]

f@— Absolute Error

#y— Relative Error [l
1.00E-03 -
~
==: Linear Convergence .
~
=]
~
== = = Quadratic Convergence LOG(1/H)
1.00E-04
1.00E+00 1.00E+01 1.00E+02

Figure 6.6: Relative and Absolute errors obtained for CASE 1 using Lagrange
Multipliers to impose the right side boundary condition.

Similarly to what we saw before, the convergence is quadratic starting
from coarse mesh size.
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CASE 2:

In this case the right side is constrained is such way that only the vertical
displacement are allowed. The numerical solution has been evaluated pre-
cisely at the right-end of the beam. Even in this case we observed a quadratic
convergence. The absolute and relative error are plotted in FIG[6.7].

Lagrange Multiplier Convergence Analysis - Case |l

(with respect FEM solution)
LOG(E)
1.00E+00

£— Absolute Error &— Relative Error ~ ======= Linear Convergence — - Quadratic Convergence

1.00E01

1.00E-02

1.00E-03 o : ~

1.00E-04

a LOG{1/H)
1.00E-05
1.ODE+00 1.ODE+01 1.00E+02

Figure 6.7: Relative and Absolute errors obtained for CASE 2 using Lagrange
Multipliers to impose the right side boundary condition.

The order of convergence achieved is clearly similar to the previous ex-
ample. In FIG|6.8] we report the deformed configuration of CASE 1 beam.

93



Nicola Comerci Numerical Applications

] 1 Y-MP DISPLACEMENT
b e = -12142e-6
= I -0.0013855

-0.0027698
-0.0041541
-0.0055384
- -0.0069227

=

- -0.008307
- -0.0096912

0011076
0.01246
Contour Fill of MP DISPLACEMENT, Y-MP DISPLACEMENT. -0.013044

-0.015228

Figure 6.8: CASE 1. Deformation of the double-clamped beam under self-
weight obtained by using a mesh size equal to A = 0.125 and with 16 material
points per element.

6.3 Granular Column

The Material Point Method is particular efficient under very large displace-
ment and deformation regime. In this example we are going to consider a
situation where a portion of granular material is maintained still by three
wall but one of them is removable (see FIG[6.9]). The left and the bottom

/\; N REMOVABLE WALL pi= 2650 kg/m3
Nonconforming Boundafy / E — 840 kPa
/E v=20.3
7 ¢ =19.8°
/]  GRANULAR MATERIAL 100 mm ¢ =0.0 kPa
/] ¥ =0.0°

7\

Nonconforming Boundary

Figure 6.9: Geometry of the granular material domain, nonconforming
boundaries and material parameters

walls are treated as nonconforming walls and therefore we are going to use
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FAILURE REGION

Y-MP DISPLAGEMENT
-5.2224e-7

-0.0081373
-0.016274

» -0.024411

-0.032548
- -0.040685

UNDEFORMED REGION 0048821

Yy -0.056958

B -0.065095
» step 2 -0.073232
-0.081369
Contour Fill of MP DISPLACEMENT, Y-MP DISPLACEMENT. 0.080508
Deformation {x0): MP DISPLACEMENT of Kratos, step 2

Figure 6.10: Failure region and undeformed region.

the Lagrange Multipliers in order to append the homogeneous boundary con-
ditions.

Let us suppose that at time {5 = 0 s we suddenly remove the wall: what we
obtain will be a granular flow on the right side and the material will show a
failure zone since a portion of granular material is collapsed under its weight
due to the absence of the removable wall. Thus, in this situation, we are
going to face large deformation and MPM could be a better suited choice
than FEM.

The numerical simulation was carried out consistently to the experiments
conducted, first by Bui et al. [11], and then by Chandra et al. [14]. In par-
ticular, the numerical experiments presented is this thesis is compared to the
results obtained by [11] with the SPH (Smoothed Particle Hydrodynamics)
method.

The granular material is modeled as a non-associated elastoplastic model,
assuming Mohr-Coulomb yield criterion. The elastic material parameter and
the plastic variables are summarized in FIG[6.9].

Once we remove the wall, the granular column will collapse under its own
weight and what we expect is a failure region. The simulation, reported in
FIG[6.10] and FIG[6.11], shows that on the right side the granular material
landscapes while on the left side it remains undeformed.

Finally, we show in FIG[6.12| the results comparison between the de-
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Y-MP DISPLACEMENT
5222407
-0.0081373
0.016274
0024411
0032548

- 0040685
B oo4s821
0056958

¥
0.085095

- P -0.073232

Contour Fill of MP DISPLAGEMENT, Y-MP DISPLAGEMENT o.0g1309;

0089508
Deformation (x1): MP DISPLACEMENT of Kratos, step 2

Figure 6.11: Deformed configuration after collapsing.

formed configuration obtained with Lagrange Multiplier, the deformed con-
figuration obtained by Bui et al. [11] by using SPH and the deformed config-
uration obtained by means of conforming boundary conditions. The results
are in accordance with the case with conforming boundaries and reproduce
correctly the experimental setting.
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(a)

(b)

(c)

(d)

Figure 6.12: Comparison between the experimental data (a), the deformed
configuration obtained by Bui et al. [11] by using SPH (b), the deformed
configuration obtained with Lagrange Multipliers (c¢) and deformed configu-
ration obtained by means of conforming boundary conditions (d).
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Chapter 7

Conclusions

In this thesis we examined the use of Lagrange Multipliers in computational
mechanics. The main goal of this thesis was to formulate the problem of non-
conforming boundary conditions treated by means of Lagrange Multipliers
applied to the Finite Element Method and Material Point Method. Chapters
2,3 and 4 served as a physical-mathematical introduction to the definition of
the mechanical problem and then, in chapter 5, we addressed the problem of
Lagrange Multipliers in detail. We analyzed how the constrained mechanical
problem turns out to be a saddle point problem (see Equation[5.19]). This
problem is well-posed if the Ladyshenskaya-Brezzi-Babuska condition is sat-
isfied. For engineering applications involving boundary or interface condition
problems, the LBB-condition is satisfied simply by considering linear basis
functions for the primary variable and constant basis functions for the degrees
of freedom of the Multipliers. This choice of basis functions was implemented
within the Kratos Multiphysics framework with which the numerical appli-
cations of chapter 6 were performed. The following box describes the main
steps treated in the chapters mentioned before.
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Nonconforming Boundary Condition
Y
Lagrange Multipliers Method
Y
Ladyshenskaya-Brezzi-Babuska Condition
4
P, — Py Basis Functions

In chapter 6 we first compared the method of Lagrange Multipliers with
Penalty. What comes out, as we expected, is that the latter approach is
less accurate than the first one. In fact the convergence obtained with the
Multipliers is quadratic even for coarse mesh while this does not happen in
Penalty where the convergence is only linear. This suggests that, although
MPM is not as accurate as FEM in the context of small deformations (where
by small we mean not necessarily infinitesimal) and quadratic convergence is
obtained even for coarse meshes using Lagrange Multipliers, in the context
of large deformations and displacements (where MPM is a winner over FEM)
the convergence that will be obtained will be more than quadratic. The can-
tilever beam example shows exactly what just described. It follows then that
the Lagrange Multipliers method shows faster convergence and smaller error
than the Penalty method. The main disadvantage is in the computational
cost: the Lagrange Multipliers method adds extra degrees of freedom that
increase the size of the linear system to solve.

Thus, the numerical experiments allowed us to compare numerically the
Penalty method and the Lagrange Multipliers method. The following boxes
show the main differences between these two methods.

99



Nicola Comerci Conclusions

LAGRANGE MULTIPLIER

e Advantages: It solves with high accuracy the mechanical con-
strained problem — higher convergence rate than Penalty.

e Disadvantages:

1. It is expensive from a computational point of view.

2. We need to satisfy the BB-condition meaning we cannot
choose arbitrary basis functions.

PENALTY
e Advantages

1. We are free to choose arbitrary basis function.

2. It is cheaper from a computational point of view.
¢ Disadvantages:

1. We are not solving the exact mechanical problem due to
the penalty factor — lower convergence rate than Lagrange
Multipliers.

2. Sometimes it is not possible to tune the parameter in such
way to enforce correctly the constraint.

J

In chapter 5 we saw the physical meaning of the Lagrange Multipliers.
From a dimensional analysis turned out that the Multipliers can be meant
as forces. This is very useful in coupled problem. In these kinds of problems
two or more bodies interact through their boundaries. Then, the boundary
conditions of one of these bodies will be the resulting force (or resulting stress)
that the others act on it. Therefore, thanks to the Lagrange Multipliers it
is straightforward to obtain this force. Future researches should focus to
formulate a mathematical and numerical model implementing the Lagrange
Multipliers in coupled problems within the particles methods framework.
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Appendix A

Appendix

A.1 Linearized Kinematic

Directional derivatives arise from the linearization of virtual works. These
directional derivatives involves quantities such as the deformation gradient
F, the Green-Lagrange tensor E, the Cauchy-Green tensor C' and so on. In
this section we are going to compute the directional derivatives of the main
quantities involved.

A.1.1 Directional derivative of the Deformation Gradi-
ent

We recall that the deformation gradient F', already stated in Equation|2.9],
is a two-point tensor defined as

_ 09(X, 1) _ 09,
F(X7t) - aX 9 FCLA— aXA

In order to linearize the deformation gradient, let us consider an increment
u of the motion ¢(X,t). The directional derivative is

(A.1)
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DFOCOX] = 2| FoX.0)+ e

_d] 09X, 1)+ eu)

 de —0 0X

d 06(X,t)  Ou

B a e=0 ( 0X " 68_X>

_ 4] o¢X.t) d ou (A.2)
de|_, 0X  de|_, 0X

) ou _ou
de|_,"0X ~ 0X

_ Ou(z) Ouldx ,

=0X T eax - Vu F (spatial)

 ou(X) ouwoX .
X = 8_Xﬁ = V(]'U/ (materlal)

A.1.2 Directional Derivative of Green-Lagrange tensor
The Green-Lagrange tensor is a material strain tensor defined as:

. 1
E=_(F'F~I);  FEap=;(FarFun —0ap) (A.3)

Considering properties [3.10],[3.11] and making use of the directional deriva-
tive of the deformation gradient in Equation|A.2], the directional derivative
of the Green-Lagrange strain tensor is

DE[u]=1D (F'F —1I)[u] = 1D (F'F) [u]

1
2
= 1 (DFT[u|F + FT"DF[u])
=1 (F"VU'F + FTVu F)

2

= 1FT (Vu+ Vu') F = FTeF
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where € is the small strain tensor.

A.1.3 Directional derivative of left and right Cauchy-
Green tensors

The right Cauchy-Green tensor C' is a material strain tensor defined as
C=F"F, Cup = FoaFy5 (A.5)
and its directional derivative is
DClu] = D (F'F) [u] =
= DFT[u)F + FT DF[u]
(A.6)
=F'Vu'F + F'Vu F

=F7 (Vu+ VuT) F = 2F"¢F.

The left Cauchy-Green tensor b is a spatial strain tensor defined as

b=FF7T; bay = FunFya (A7)
and its directional derivative is
Dblu] = D (FFT) [u] =
= DFu]FT + FDF™[u]
(A.8)
=Vu FFT + FFT'Vu

= Vu b+ bVu’

A.1.4 Directional derivative of the time rate GL Tensor

The time rate of the Green-Lagrange tensor is defined as
. 1 . T T4
E:§(F F+F F> (A.9)
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As we will see, the principle of virtual works involves the virtual time rate of
the Green-Lagrange tensor that by analogy is defined as

5B = % (68" F + FT5F), (A.10)

where 0F = V. It is worth observing that, since the virtual velocity v is
not a function of the body configuration, the directional derivative of Vyov
is zero. Then, we can write

DoEu] = 1D (5FTF + FT6F> fu]

=1 (D (Voo™ F) u] + D (FTVbv) [u]) A11)
(Voov" DFu] + DF" [u]Vov)

1
2

= % (Vo(S’UTVoU + V()UTVO(S’U) .

A.2 FEM Discretization

Here, we are going to write the FEM discretization of the relevant quantities
present in the weak formulation and in its linearization.

A.2.1 FEM Discretization of the relevant kinematic quan-
tities.

e Material position

X =) NX)X;, (A.12)
i=1
e Spatial position
i=1
e Displacement
u=> Ni(X)u, (A.14)
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e Material Velocity

v(X) =Y Ni(X)vi(t), (A.15)
i=1
e Material Acceleration
a(X)= iNi(X)ai(t), (A.16)
i=1
e Virtual velocity
w(X) = Zn: N;(X)ov;, (A.17)
i=1
e Deformation gradient
F = Xn:xl ® VoN;(X), (A.18)

i=1
e Right Cauchy-Green tensor
C=F"F=) Y (zi-z;) VoNi(X) ® VoN;(X), (A.19)
i=1 j=1
e Left Cauchy-Green tensor
b=FF" =" "(VoNi(X)-VoN;(X))z; @ z;, (A.20)
i=1 j=1

e Small strain tensor

¢ — %Z(ui®VNi(X)+VNZ-(X)®ui), (A.21)

i=1

n

e Rate of deformation tensor

d— % S (08 VN(X) + VN(X) @ 0,), (A.22)

=1

n

e Rate of virtual deformation tensor

5d — % S (60: © VN,(X) + TNA(X) © 60, ) (A.23)

i=1

n
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A.2.2 FEM Discretization of the Inertial, Internal and
External Virtual Works

e Inertial Term

SWi (@, bvy,) = / pay, - vy, dv

U(e)

. . (A.24)
=> o Ni(X)p>  Nj(X)a; du

i=1 v(©) j=1
=3 o, N{(X)N;(X)dv ) a

S 3 ( [ N ) o

110



Nicola Comerci Appendix

e Internal Term

SW) (p, vy, = / o 1 8dy, dv
U(e)

n

1
:/ o= (00 ® VNi(X) + VN(X) @ 6v; ) dv
o 2

i=1

n

_ / o (00, © VN(X)) do (A.25)

=1

e External Term

SWNp, svp) = [ f- vy, dv+ / t - ovy, da

,U(e) a(e)

[ SN, d +/ £S5 Ni(X)ov, d
/v<e> f Zzl (X) v " Zzl (X) a
(A.26)

=1

fNi(X) dv —I—/

a(e>

tN;(X) da)

1}(3)

=, F = 5 FO
=1
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A.2.3 FEM discretization of the Linearized Virtual Works

e Material Term

DSW ) (b, 6wy ] =

wnt
n

1 — .1
:/()52(5U1®VNZ+VNZ®(5’UZ> :C: §Z<UJ®VNJ+VN] ®’U,]) dv
v =1 =
== 5dTD6 dv = (S’Ui . (/ BTDB dv) u; = 5/UT=(6) . Kmat,(e)u(e)
/v(ﬁ) ; ; (©) ! J J
(A.27)
o Geometric Term
DSWED (. s [y = / o : (Vu,Vovy,) dv
,U(e)
- / oY ) [(0v;-u) VN; ® VN)] dv
v(® i=1 j=1
:ZZ<5sz])/ VNlO'VN] dv
i=1 j=1 v(©)
= 25%‘ : [Z (/ VN, -oVN;I dv) uj] = suT(@) . f9e(€)y ()
X X v(e)
=1 7j=1
(A.28)
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