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Chapter 1

Introduction

Cosmology is now a precision science. In the last decade satellites and telescopes
collected a huge amount of data. The experiments that are now under develop-
ment will provide us with even more precious information. In the next few years
the analysis of all those information will greatly improve our understanding of the
Universe history. The parts we can hope will be clarified the most are those that
are now the most obscure: the furthest moments in the past, and the nearest to
us. The Hot Big Bang model works really fine, but what was before — inflation
– and what is at the end of it — structures growth and accelerated expansion —
still puzzles the scientific community.

If we look at the Universe on scales big enough it surely appears homogeneous
and isotropic. It is really straightforward to describe the evolution of a universe
with those characteristics. Cosmologists found out that a homogeneous universe
filled with roughly one third of cold dark matter and two third of some kind of
energy with negative pressure, plus smaller quantities of baryons and radiation,
fits experimental data astonishingly well.

But such a description surely misses the main point. The Universe does not
stop to homogeneity. Just by looking at the sky one can see that it is full of
structure, but the same applies to scales that cannot be seen by bare eyes as well.
To give a description somewhat satisfying it is necessary to add perturbations.
Luckily enough those are so small, that most of the time working at linear order
is more than acceptable. Although small, perturbations are the important piece
of the puzzle.

Inflation has been firstly introduced to solve the three main problems of the
Hot Big Bang model, the flatness, the horizon, and the monopole problems, but
people started being interested in it because it predicts the first density pertur-
bations in the primordial Universe. In chapter 2 we will review the inflation
dynamics and explain how quantum fluctuations of the field driving inflation,
the inflaton, could have been stretched to cosmological scales. Those fluctua-
tions were the seeds for the Cosmic Microwave Background (CMB) temperature
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Figure 1.1: The Planck 2015 temperature power spectrum. The best fit base ΛCDM
theoretical spectrum fitted to the Planck TT + lowP likelihood is plotted in the upper
panel. Residuals with respect to this model are shown in the lower panel. The error bars
show ±1σ uncertainties. Figure from [1].

anisotropies and for structure growth, that eventually produced the Large–Scale
Structure (LSS) in the distribution of galaxies and the underlying dark matter
that we observe today.

The basic model that incorporates all those features is the ΛCDM model,
i.e. a Universe filled (mainly) with cosmological constant and cold dark matter.
It relies on surprisingly few free parameters, just six, but predicts large scale
behaviours of our Universe to a very high degree of accuracy. How to parametrize
the six degrees of freedom is somewhat arbitrary. A convenient choice is to use the
Hubble parameter evaluated today H0, the optical depth to reionization τ , the
baryon density today Ωb, the cold dark matter density today Ωcdm, the amplitude
of the primordial curvature perturbations at a pivot scale k0 = 0.02 Mpc−1 As,
and finally the power law index of the perturbations spectrum ns. We will talk
in more detail of the cosmological parameters, and how they are measured in
section 5.2.1.

The most precise checks of the ΛCDMmodel come from measurements of CMB
temperature (in figure 1.1) and polarization (in figure 1.2) anisotropies made by
the Planck satellite [1].

The best fit values of the ΛCDM model are shown in table 1.1.
In the past a general lack of data promoted the birth of plenty of different

models, all in perfect agreement with the few available observations. Current day
experiments (such as WMAP [2], SDSS [3], and many others), led by Planck, are
excluding almost all of them. Only small deviations from the ΛCDM model are
allowed, but still there are multiple models with those characteristics. The aim
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Figure 1.2: Frequency-averaged TE (left) and EE (right) spectra. The theoretical TE
and EE spectra plotted in the upper panel of each plot are computed from the best fit
model of fig. 1.2. Residuals with respect to this theoretical model are shown in the lower
panel in each plot. The error bars show ±1σ uncertainties. Figure from [1].

Parameter Definition Planck TT,TE,EE + Low P

Ωbh
2 Baryon density today 0.02225±0.00016

Ωcdmh
2 Cold dark matter density today 0.1198±0.0015

τ Optical depth due to reionization 0.079±0.017
ln(1010As) Log power of the primordial curvature perturbations 3.094±0.034

ns Scalar spectrum power-law index (k0 = 0.05Mpc−1) 0.9645±0.0049
H0 Current Hubble parameter in km s−1Mpc−1 67.27±0.66
Table 1.1: Parameters of the base ΛCDM cosmology computed from the 2015 baseline
Planck likelihoods. Table from [1].

of the present work is to reconstruct the shape of the primordial power spectrum
(we will define it precisely in chapter 2, it describes primordial density fluctua-
tions), and its deviations from the power-law assumed in the ΛCDM model. Since
different inflation models, discussed in chapter 3, predict different power spectra,
a constraint on the shape could exclude some of them.

In chapter 4 we describe the methodology of our reconstruction. As it is a
minimally parametric reconstruction it has the advantages of being model inde-
pendent. It does not require an input such as a reference shape with parameters to
fit, that could easily be wrong. This allows to give more freedom to data: we can
check what model data support and not only if a specific model is supported by
data. A parametric analysis in fact would need to be repeated for every possible
theoretically justified shape, to determine which one is the most likely. On the
other hand, minimally parametric analysis means that we will get a definite shape
with which we can easily distinguish competing classes of models. Moreover, the
reconstructed shape could even be of a kind not considered by any model. That
would be a signal of new physics that would require fresh ideas and new theories
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that can support it. Of course there are downsides in this method, the main of
which is that errors are likely to be greater than in a parametric reconstruction.

In chapter 5 we explain how the methods introduced in the previous chapter
are implemented in our case. Moreover we investigate the implication of our work
on a very discussed topic: cosmological evidence of neutrino masses. Since many
studies, combining different datasets reach opposite conclusions on the basis of
what signal they focus on, we hope that our analysis, being minimally parametric
could help solve the question. Furthermore we point out that a reconstruction
of the primordial power spectrum that performs a joint analysis of both Planck
CMB power spectrum and matter power spectrum is still missing in the literature.
Our work fills this lacuna.

In chapter 6 we present the results of our analysis and finally in chapter 7 we
draw our conclusions.



Chapter 2

Inflation and primordial power
spectrum

Inflation is the most widely accepted scenario that solves the main problems of
the Hot Big Bang model (HBB) [4]. Those are the flatness problem, the horizon
problem and the unwanted relics problem. All of them can be solved to some
degree by an early phase of accelerated expansion of the Universe. Inflation is
exactly this: an epoch of accelerated expansion that is thought to have occurred
before the times described by the HBB. In this chapter we do not present exhaus-
tively the inflation (see [4] for a didactic introduction or [5] for a more advanced
review). Instead we tried to follow the straightest path that leads from inflation
to the main topic of this thesis, the primordial power spectrum.

The fundamental equations we will need are the Einstein equations. They
link the metric, through the Riemann tensor, to the Universe energy-momentum
tensor Tµν

Rµν −
1

2
Rgµν = 8πGTµν , (2.1)

where Rµν and R are respectively the Ricci tensor and scalar andG is the universal
gravitational constant.

For an homogeneous and isotropic universe the metric is the Robertson-Walker
(RW) [4]. If we choose the signature (−,+,+,+) it is

ds2 = −dt2 + a(t)2

[
dr2

1− kr2
+ r2(sin2 θdφ2 + dθ2)

]
. (2.2)

The curvature is controlled by k. For k = 0 we have a flat universe, for k = +1
a close universe and for k = −1 an hyperbolic universe. The parameter a(t) is
known as the scale factor, and it parametrizes the expansion of the Universe. It
is normalized so that today its value is 1.

The set of equations that describe the evolution of such a universe are the

9
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Friedmann equations. Choosing the energy-momentum tensor of a perfect fluid

Tµν = (ρ+ p)uµuν + pgµν (2.3)

in the Einstein equations we obtain the three Friedmann equations, two of which
are independent:

H2 ≡ ȧ2

a2
=

8πG

3
ρ− k

a2
, (2.4)

ä = −4πG

3
a (ρ+ 3p), (2.5)

ρ̇ = −3H(ρ+ p). (2.6)

Notice that we have defined also the Hubble parameter H.
By definition inflation is a period of accelerated expansion, so we should im-

pose that the LHS of Eq. (2.5) is greater than zero

0 < ä = −4πG

3
a (ρ+ 3p) ⇒ p < −1

3
ρ, (2.7)

where we used the fact that the scale factor can not be negative. ρ can be
interpreted as an energy density, so the most logical thing is to assume that it is
a positive quantity. Thus p, which is a pressure field, must be negative during
inflation. To be precise it has to be less than -1/3ρ to let expansion accelerate.
Inflation has to be generated by something with an energy-momentum tensor
fulfilling this requirement.

A possible candidate is a cosmological constant, an additional term on the
RHS of Einstein equation such as −Λgµν . If the energy density in the Einstein
equations is dominated by a cosmological constant then we obtain

pΛ = −ρΛ = − Λ

8πG
, (2.8)

H2 =
Λ

3
, (2.9)

which has solution
a(t) = aie

Λ
3

(t−ti). (2.10)

This type of expansion, with a scale factor that grows exponentially, is called de
Sitter phase.

The modern interpretation, which has roots in particle physics, is that Λ is
linked to quantum fluctuations of the vacuum. If we require that the energy
momentum tensor vacuum expectation value is Lorentz invariant, due to general
covariance we have

〈Tµν〉 = −〈ρ〉 gµν . (2.11)

So the vacuum expectation value of the stress energy tensor works exactly like a
cosmological constant.
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This is a hint that, as we already anticipated, the dynamic of a suitable field
may drive the inflation. Since observationally we know our Universe is isotropic,
trying to use a scalar field to generate the inflation would be a good guess. We
will now study the dynamics of a scalar field in FRW, showing that it has the
right properties to be the inflaton.

The Lagrangian of the scalar field ϕ is

L(ϕ, g) = −1

2
DµϕD

µϕ− V (ϕ), (2.12)

where g ≡ − det[gµν ], and V (Φ) is the potential of the scalar field. We point out
that we are working in an effective field theory framework, so we will never worry
about renormalizability.

The Klein-Gordon equation in FRW is

�g ϕ = +
∂V

∂ϕ
, (2.13)

or explicitly

ϕ̈+ 3Hϕ̇− ∇
2ϕ

a2
= −∂V

∂ϕ
. (2.14)

We note the presence of the friction term 3Hϕ̇ due to the Universe expansion.
In general relativity the energy-momentum tensor is defined as

Tµν =
−2
√
g

δS

δgµν
. (2.15)

So if we consider a minimal coupling with the metric as in [5], and the fact that
covariant derivative and derivative coincide for scalars, the energy-momentum
tensor of ϕ is

Tµν = ∂µϕ ∂νϕ+ Lϕgµν . (2.16)

It is convenient to split the scalar field in two contributions: the classical
background and the quantum fluctuations

ϕ(x, t) = ϕ0(t) + δϕ(x, t). (2.17)

The classical background is the v.e.v. of the field

ϕ0(t) ≡ 〈ϕ(x, t)〉 . (2.18)

Now we will analyse first the evolution of the homogeneous background and then
the evolution of the fluctuations. For this homogeneous field the Klein-Gordon
equation (2.14) reduces to

ϕ̈0 + 3Hϕ̇0 = −V ′(ϕ0). (2.19)
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It is easy to evaluate the background energy-momentum tensor. Plugging the
FRW metric in Eq. (2.16), we obtain for the temporal-temporal and the spatial-
spatial entries of the tensor

− ρϕ0 = T 0
0 = −

(
1

2
ϕ̇0

2 + V (ϕ0)

)
, (2.20)

pϕ0δ
i
j = T ij =

(
1

2
ϕ̇0

2 − V (ϕ0)

)
δij . (2.21)

A homogeneous scalar field works as a relativistic perfect fluid [5]. But the main
feature that we are interested in is the fact that the potential has opposite signs
in the RHSs of Eq. (2.21) and Eq. (2.20). So if

V (ϕ0) > ϕ̇0
2, (2.22)

the condition in Eq. (2.7) is satisfied and inflation starts.
One might question how likely is that a generic scalar field respect the last

condition. If its potential has a plateau big enough, Eq. (2.22) is actually an
attractive solution. In fact if the field is on the plateau it means that the scalar
energy density due to the potential is approximately constant as the Universe
expands. On the other hand using 2.6 on the scalar field kinetic energy alone,
i.e. by neglecting the potential in Eq. (2.21) and Eq. (2.20), we could see that
the kinetic term is washed away really fast as the Universe expand [5]. The same
thing applies to the densities of other matter and gauge fields. So if we require
that the potential in flat enough, the expansion guarantees that eventually the
inflaton can reach the condition

V (ϕ0)� 1

2
ϕ̇0

2. (2.23)

This is called slow roll condition. In this case we obtain ρϕ0 ≈ V (ϕ0) and pϕ0 ≈
−V (ϕ0), i.e. a de Sitter inflation.

During slow roll, we can plug the expressions of the scalar field energy density
(Eq. (2.20)) in the first Friedmann equation (2.4)

H2 ≈ 8πG

3
V (ϕ0). (2.24)

Again during slow roll, in the Klein-Gordon equation (2.19) the friction term
suppresses ϕ̈0

ϕ̈0 � 3Hϕ̇0, (2.25)

3Hϕ̇0 ≈ −V ′(ϕ0). (2.26)

To characterize the slow roll conditions Eq. (2.23) and (2.25), one can intro-
duce the so called slow-roll parameters

ε ≡ 1

16πG

(
V ′

V

)2

≈ Ḣ

H2
, (2.27)
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η ≡ 1

8πG

(
V ′′

V

)
=

1

3

V ′′

H2
, (2.28)

which give information on the shape of the inflaton potential and are useful to
study the inflaton dynamics. Equations 2.23 and 2.25 are equivalent to require
ε, |η| � 1.

Now we investigate the quantum fluctuations of the inflaton field. As we will
see those fluctuations are important because they can explain the presence and
the properties of the primordial density fluctuations. We can see them as the
seeds of cosmic structure growth.

We can use Eq. (2.17) in the Klein-Gordon equation, and Taylor-expand the
inflaton potential

ϕ̈0 + δ̈ϕ+ 3Hϕ̇0 + 3H ˙δϕ− ∇
2δϕ

a2
= −V ′(ϕ0)− V ′′(ϕ0)δϕ+ . . . . (2.29)

Using the Klein-Gordon for the background we get the equation of motion for the
fluctuations at first order

δ̈ϕ+ 3H ˙δϕ− ∇
2δϕ

a2
= −V ′′(ϕ0)δϕ. (2.30)

We can solve it using a fixed time 3D Fourier transform in a flat space.

δϕ(x, t) =

∫
d3k

(2π)3
δϕk(t)eix·k. (2.31)

The different modes decouple and the equation becomes

¨δϕk + 3H ˙δϕk +
k2δϕ

a2
δϕk = 0, (2.32)

where we also used the slow roll condition V ′′ � H2 to suppress the RHS.
Now that we have written in Fourier space the equation of motion we want

to solve, we can apply second quantization. It is convenient to use the conformal
time defined by

dτ ≡ dt

a(t)
, (2.33)

and in the following we will mark derivative with respect to the conformal time
with a prime ’. We also renormalise the fluctuation field as

δ̂ϕ = aδϕ. (2.34)

Then

δ̂ϕ(x, τ) =

∫
d3k

(2π)3

[
uk(τ)ake

ix·k + u∗k(τ)a†ke
−ix·k

]
, (2.35)
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with the commutation relations

[ak, ak′ ] = 0,
[
ak, a

†
k′

]
= ~ δ(3)(k− k′), (2.36)

and the normalization condition

u∗ku
′
k − uk(u∗k)′ = −i. (2.37)

We use the Bunch-Davies vacuum choice, i.e. the quantum fluctuations must
reduce to quantum field theory in flat space-time on very small physical scales

uk(τ) −−−−→
k�aH

eiτk√
2ωk

. (2.38)

From Eq. (2.32) we get

u′′k(τ) +

(
k2 − a′′

a
+ V ′′a2

)
uk(τ) = 0. (2.39)

Using the two slow roll parameters defined in Eq. (2.27) and (2.28) we can rewrite
this last equation in the form of a Bessel equation. In fact we can write two
expressions

a′′

a
=

2

η
(1 +

3

2
ε+O(ε2, η2)), (2.40)

V ′′a2 = 3a2H2η (2.41)

that plugged into Eq. (2.39) give

u′′k(τ) +

(
k2 − ν2 − 1/4

τ2

)
uk(τ) = 0, (2.42)

with
ν =

3

2
+ ε− η. (2.43)

This is the expression of the Bessel equation up to first order in ε and η, as it
requires ν to be a constant and it could be shown that ε̇/(Hε) = O(ε2) [5].

When talking about the evolution of the classical background field we said
that we could safely use the background FRW metric. At first order in the slow-
roll parameters it is not true any more as the perturbations of the metric lead to
first order corrections. Taking them into account as in [5] we would end up with
a different dependence on the slow-roll parameters

ν =
3

2
+ 3ε− η. (2.44)

However the solution of the Bessel equation is known to be

uk(τ) =
√
τ
[
c1(k) H(1)

ν (−kτ) + c2(k) H(2)
ν (−kτ)

]
, (2.45)
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where H(1,2)
ν are the Henkel functions of the first and second kind. Their asymp-

totic expansions are

H(1)
ν (X � 1) ≈

(
H(2)
ν

)∗
(X � 1) ≈

√
2

πX
exp

[
i
(
X − νπ

2
− π

4

)]
. (2.46)

Notice that in the limit kτ � 1 we are considering small scales, so by comparing
with the Bunch-Davies Eq. (2.38) we obtain

uk(τ) =
π

2
ei(

νπ
2
−π

4 )√−τH(1)
ν (−kτ). (2.47)

On small scales quantum fluctuations of the inflaton are approximated by the
usual flat space-time quantum field theory. Now we describe the dynamics on
bigger scales.

When we firstly introduced inflation we said it is a phase of accelerated expan-
sion of the Universe, ä > 0. The acceleration implies a decrement of the comoving
Hubble horizon (aH)−1, which is the scale beyond which causal processes cannot
operate. During inflation the expansion stretches the wavelength of quantum fluc-
tuations whilst the Hubble radius shrink, so eventually fluctuations could cross
the horizon. The amplitude of the fluctuations on super-horizon scales then re-
mains almost unchanged for a very long time, as we will further discuss, whereas
their wavelengths still grow exponentially. A given scale that exited the Hubble
horizon during inflation could eventually re-enter after the end of the inflation,
when horizon start to expand (see figure 2.1).

To study large scales we can take the Henkel function expansion in the small
argument limit

H(1)
ν (X � 1) ≈

√
2

π
e
−iπ

2 2ν−
3
2

Γ(ν)

Γ(3/2)
X−ν , (2.48)

and rescaling to the δϕk field, we obtain

|δϕk| = 2ν−
3
2

Γ(ν)

Γ(3/2)

H√
2k3

(
k

aH

) 3
2
−ν
. (2.49)

Non zero slow-roll parameters, i.e. a non completely flat inflaton potential, make
fluctuations scale dependent.

To study fluctuations it is useful to introduce the power spectrum P (k). For
a generic field δ(x, t) this is defined as

〈δk(t)δk′(t)〉 ≡ (2π)3P (k, t)δ(3)(k− k′). (2.50)

Related to it we can define a dimensionless power spectrum

P(k) ≡ 1

2π2
k3P (k). (2.51)
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Figure 2.1: Two views of the size of a comoving region within the observable Universe,
relative to the Hubble length (horizon scale). The comoving Hubble horizon is decreasing
during inflation and increases afterwards. The upper panel shows the physical size of the
region, the lower panel its comoving size. The vertical axis covers many powers of 10 in
scale. The region starts well inside the horizon, then crosses outside some time before
the end of inflation, re-entering long after inflation is over. Figure from [4]
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Finally we define the (scalar) spectral index

n− 1 ≡ d lnP(k)

d ln k
. (2.52)

We can easily evaluate the power spectrum for the inflaton field fluctuations
at lowest order in slow-roll parameters. By definition

〈δϕk(t)δϕk′(t)〉 ≡ (2π)3Pδϕ(k)δ(3)(k− k′). (2.53)

By explicit calculation

〈δϕk(t)δϕk′(t)〉 ∝ |δϕk|2δ(3)(k− k′) (2.54)

so
Pδϕ(k) = |δϕk|2 (2.55)

and, by Eq. (2.49) we obtain

Pδϕ =

(
H

2π

)2( k

aH

)3−2ν

. (2.56)

By now everything is pretty much clear. What we miss is a link between
quantum perturbations that have occurred during inflation and primordial density
perturbations that were the seeds of all the cosmic structure we see today.

The easiest way to approach the problem is to introduce the curvature per-
turbation on uniform density hypersurfaces (see [6] or the more recent [7])

ζ ≡ −ψ − Hδρ

ρ̇
(2.57)

where ψ is the scalar perturbation of the diagonal spatial component of the metric.
In this discussion we choose the uniform curvature gauge, in which ψ = 0. ζ is a
gauge invariant quantity [7], and has the fundamental property of being constant
on super horizon scales in the case of interest [5].

So for each k, we can evaluate the quantum density fluctuation at the horizon
crossing, i.e. k ≈ aH. From that we can calculate ζ, and since the latter is
constant super horizon we know its amplitude even when the chosen k re-enters
the horizon during radiation or matter domination. In this way we can easily
compute the energy density perturbation after inflation at a given scale. Using
Eq. (2.6) and (2.26) in Eq. (2.57) we get

ζ = −Hδϕ
ϕ̇

. (2.58)

To fix ideas we can consider a mode that re-enters the horizon during radiation
domination. Then

ζ =
δρrad

4ρrad
. (2.59)
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The two last equations can be equated if evaluated upon exiting and re-entering
the horizon, say at times t(k)ex and t(k)en respectively.

Now we can finally define the primordial power spectrum (PPS) as the power
spectrum of the density perturbations

Pζ =

(
H2

2πϕ̇

)2
∣∣∣∣∣
t(k)ex

. (2.60)

To know its dependence on the inflaton potential shape, we can check its spectral
index. Using the relation d ln k ≈ Hdt it results that

ns − 1 =
d lnPζ
d ln k

= −2
ϕ̈

Hϕ̇
+ 4

Ḣ

H2
= 2η − 6ε. (2.61)

Usually the PPS is shown writing explicitly its dependence on k. Since at first
order the slow roll parameters are constant the PPS is a power law

P(k) = As

(
k

k0

)ns−1

(2.62)

where As and ns are two constants and k0 is a pivot scale, usually set at k0 =
0.02h/Mpc. This simple model fits data to a very high accuracy [1]. For the
best fit value of the parameters we refer to table 1.1. As experimental evidence
support ns = 0.9645±0.00490, the PPS is said to have a red tilt, as it cuts power
at higher momenta.

We got our prediction on the power law shape of the PPS from the assumption
that the slow roll parameters were little and for this reason almost constant.
Experiments like WMAP and Planck checked for the presence of deviations. The
first considered is a running of ns, d lnns/d ln k. Other relevant deviations could
be features, more or less localized around some peculiar k, in the PPS. For example
they could be oscillations or bumps superimposed to the known power law. Planck
had not found evidence of the running or of any feature [8]. With our work we
hope to give a second point of view on this topic, adding to the analysis LSS
surveys data.



Chapter 3

Theoretical Models

In the previous section we described how a smooth inflaton potential, for which
the slow roll parameters are almost constant, generates a power law power spec-
trum. That picture is strongly supported by the results of the Planck satellite
observations [8]. However a lot of other inflationary models fit the same set of
data, usually at the price of introducing more free parameters. Although those
models are generally disfavoured by Bayesian evidence [8], it is still important to
explore all the possible signatures of inflation. Moreover a joint analysis of Planck
and LSS surveys has never been used to reconstruct the PPS and this is the main
goal of this thesis. If in Planck data there is no strong hint of the presence of fea-
tures, adding other datasets could turn the tables, as more sophisticated models
could improve the fit results. Most theoretical inflationary models albeit based
on very different underlying physics, generate features that could be grouped in 3
main classes [8]. In the subsequent sections we briefly review how different shapes
of the inflaton potential reflects on different modulation of the PPS. Should our
reconstruction show a deviation from the power law in 2.62, knowing the zool-
ogy of inflationary models will be useful to eventually find a primordial origin of
the deviation. The typical shape of the PPS generated by each class of model is
presented in figure 3.1.

3.1 Step features

If the inflaton potential is not completely smooth, but instead has a localized
step-like feature, when the inflaton crosses it the slow roll parameters suddenly
increase. If the step is not to big or sharp inflation do not end – i.e. if the
condition Eq. (2.7) is still satisfied – but the power spectrum is affected indeed.
In Ref. [9] it is given a description of both a step in the sound speed and in the
potential of the inflaton field is given.

This analysis covers models based on a Dirac-Born-Infeld Lagrangian of the
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Figure 3.1: Best fit power spectra for the power-law (black curve), step (green), loga-
rithmic oscillation (blue), linear oscillation (orange), cut-off (red) and a step in both the
warp and the potential (brown). The last two models are not reviewed here. The figure
is taken from ref. [8].

type

L =

(
1−

√
1 + (∂µφ∂µφ)/T (φ)

)
T (φ)− V (φ), (3.1)

where

T (φ) =
φ4

λB
(1 + bTF (φ)), (3.2)

and
V (φ) = V0(1− 1

6
βφ2)(1 + bV F (φ)). (3.3)

Here λB, V0, and β are free parameters describing the background evolution, while
bT and bV parametrize the step depth. F (φ) is a step function, hereafter we will
consider the case of an hyperbolic tangent.

The contribution of the step feature to the Bessel equation 2.42 can be con-
sidered as an external source. It can be solved iteratively improving the solution
for the presence of the deviations introduced by the step. The power spectrum is

P(k) = As

(
k

k0

)ns−1

exp
[
I0(k) + ln

(
1 + (I1(k))2

)]
, (3.4)

where the leading contribution from the step is

I0(k) =
[
C1W (ksst) + C2W

′(ksst) + C3Y (ksst)
]
D
(
ksst
xst

)
, (3.5)

and on the second iteration the correction is
√

2I1(k) =
π

2
(ns − 1)

[
C1X(ksst) + C2X

′(ksst) + C3Z(ksst)
]
D
(
ksst
xst

)
. (3.6)
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Here sst is the sound horizon when the inflaton crosses the step, and xst is related
to the width of the step. However we can simply think of them as two free
parameters. The window functions are defined as

W (x) =
3 sin(2x)

2x3
− 3 cos(2x)

x2
− 3 sin(2x)

2x

X(x) =
3

x3
(sinx− x cosx)2

Y (x) =
6x cos(2x) + (4x2 − 3) sin(2x)

x3

Z(x) = − 3 + 2x2 − (3− 4x2) cos(2x)− 6x sin(2x)

x3
.

(3.7)

The explicit expression of W ′ is

W ′ =
1

2x4
[cos(2x)(18x− 6x3) + sin(2x)(15x2 − 9)]

and the damping factor is
D(y) =

y

sinh(y)
. (3.8)

For a simpler scenario with a potential-only step and canonical sound speed cs = 1,
we have C1 = 0 = C3.

The best fit for Planck is shown in figure 3.1.

3.2 Oscillating features

Linear oscillations typically occurs in boundary effective field theory models [8,
10]. Usually the oscillation itself has some sort of power law damping. It can be
parametrized as

P(k) = As

(
k

k0

)ns−1 [
1 +

Clin

Λ

(
k

k0

)nlin

cos

(
ωlin

k

k0
+ φlin

)]
, (3.9)

the symbols with the "lin" subscript are the free parameters. The best fit for
Planck is shown in figure 3.1.

3.3 Logarithmically oscillating features

Due to the (almost) exponential growth of the scale factor during inflation, every
source of perturbation which is periodic would produce logarithmically oscillating
features in the PPS. Some examples could be an inflaton potential with a sinusoid
superimposed to the flat potential that drives inflation, or oscillating heavy scalar
field that coexisted with the inflation driving field [11]. Another example to
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which we will stick to fix ideas comes from models that propose vacuum choices
different from the Bunch Davies in Eq. (2.38). Those theories question the fact
that the quantum fluctuations are supposed to originate in the infinite past with an
infinitely short wave length (Ref. [12]). Setting the initial condition on arbitrarily
small scales contrasts with the fact that quantum mechanics could not work well
on scales that are smaller than the Planck length. In fact we can call Λ the energy
scale of new physics, and ask for a vacuum choice that is well defined on k ≈ Λ
instead that for k −→∞ as implicitly required in Eq. (2.38).

Considering the scale Λ at which current physics understanding fails in the
choice of the vacuum, we could modify calculations in chapter 2 as in [12], to end
up with the inflaton power spectrum

Pφ(k) =

(
H

2π

)2 [
1− H

Λ
sin

(
2Λ

H

)]
. (3.10)

Then for the very same calculation already performed we would obtain [10]

P(k) = As

(
k

k0

)ns−1 [
1 +

Clog

Λ
cos

(
ωlog ln

(
k

k0

)
+ φlog

)]
, (3.11)

where again the symbols with the "log" subscript are the free parameters. The
best fit for Planck is shown in figure 3.1.



Chapter 4

Primordial Power Spectrum
Reconstruction

We perform a minimally-parametric reconstruction of the primordial power spec-
trum based on the method of ref. [13]. Since the ΛCDM concordance model
makes use of a power-law PPS, we focus our search on small and smooth devia-
tion from a power-law. We use a cubic smoothing spline technique to parametrize
the power spectrum (section 4.1). Cubic spline allows to create various shapes
with a finite set of parameters. To find out which are the right values to assign
to those parameters we use a Monte Carlo Markov Chain (section 4.2). This is
done with the codes CLASS and Monte Python (section 4.4).

4.1 Smoothing Splines

The goal we defined is to recover a smooth function P (k) given its value at
specified points. Let’s say we have n different points. We know that we can
always define a polynomial of degree n− 1 which pass for each point. This kind
of approach is not quite satisfactory if we are trying to recover a smooth signal.
In fact for big n it gives rise to an unnecessarily wiggly curve. There is a way to
find the "most straight" function with a given order of continuous derivatives. It
is to use splines. We can define a spline of degree k S(x) as a function such that

1. S(x) is well defined on x ∈ [a, b]

2. S(x) and its derivatives S′(x), S′′(x), . . . , S(k−1)(x) are continuous for x ∈
[a, b]

3. ∃ x0, . . . , xn such that a = x0 < x1 < · · · < xn = b and S(x) is a polynomial
of degree at most k on [xi−1, xi] i = 1, . . . , n

It could be shown that a cubic spline is the "best" interpolating curve one can
find among all the functions f ∈ C2 interpolating all the points, in the sense it is
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the one that minimizes
∫

(f ′′(x))2dx in the domain [14]. Since this integral can
intuitively be associated to the notion of straightness, we can say a cubspl is the
straightest interpolating curve.

The points (k, P (k)) that we wish to interpolate are called knots. Given n+ 1
knots n intervals are defined so we will need 4n parameters to define a cubic in each
interval. We can impose 2n conditions asking that each cubic pass for the knots
at the beginning and the end of the interval in which it is defined. Other 2(n− 1)
conditions come from the request of continuity of first and second derivative.
Then we are left with 2 degrees of freedom we have to deal with. Depending on
the problem we want to solve there are different possible choices. In the present
work we will use spline to reconstruct the PPS. The parameters that completely
define it, and which we will need to determine are the PPS value on knots. As
we will explain more in detail in chapter 5, for our numerical analysis we will use
five parameters. To avoid computational inefficiencies we will use splines with
two extra knots at each of the spline ends. Since those two extra knots are not
directly involved in our simulation, and are indeed function of the other knots, we
will address to them as false knots in the following. Then the natural choice to
deal with the last two degrees of freedom a spline has is the not-a-knot condition.
The jump in the third derivative across the first and last real knots is forced to
zero. This way the cubic polynomial pieces at the left and right of said knots are
made to coincide. The spline is constructed using C. de Boor’s algorithm, and his
own code [14].

4.1.1 Working in logarithmic space

As we already discussed, the signal we try to recover is expected to be a small
deviation form a power law. A power law as in Eq. (2.62) can be linearised by
taking the logarithm of both sides

logP(k) = logAs + (ns − 1)[log(k)− log(k0)]. (4.1)

Small deviations on the power law translate into small deviation on this linearised
expression.

The advantage is that splines approximate the linear expression way better
than the original one. It is really evident checking both figure 4.1 where a spline
is used to approximate a power law and figure 4.2 where a little bump is added
to a power law.

Furthermore the same procedure has already been applied in literature, e.g.
[13].

4.2 Inference and Monte Carlo Markov Chains

Let’s assume there is a theory defined by a set of parameters αtrue. They are
statistically realized in our observable Universe, i.e. they can be obtained by
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Figure 4.1: Splines interpolating mock knots placed alongside a power law signal. On
the left the spline is a function of k taken in linear space, on the right in logarithmic
space. Notice the difference in the scale.

Figure 4.2: Splines interpolating mock knots placed alongside a power law signal with a
bump in it. On the left the spline is working in linear space, on the right in Logarithm
space. Notice the difference in the scale.

averaging over the ensemble of possible universes from the underlying theory. As
we can observe only our Universe, we got access to a single set of measured data
D0, which is of course affected by errors, and depends on our Universe realization
of the true parameters, rather than on the true parameters themselves. From this
set of data we can infer which is the best estimate α0 of the parameters in our
specific Universe. We can imagine that living in another hypothetical universe
we would have measured different data Di i = 1, 2, . . . which would have led to
different αi i = 1, 2, . . . . If it was possible to measure all the αi we could take
their mean to find αtrue from the definition of ensemble. Moreover we would
know the distribution of αi − αtrue. That is the only thing we need if we want
to know everything about the uncertainties of our estimate α0. However we do
not have access to the ensemble of all possible universes. We thus need a way to
discover the distribution αi −αtrue without knowing αtrue.

The probability of an hypothesis, i.e. our set of parameters α, given the data
we have collected D is given by the Bayes’ theorem

P(α,D) =
P(D,α)P(α)

P(D)
. (4.2)
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In Bayesian probability the quantity on the LHS is called posterior. The likelihood
P(D,α) is the probability of obtaining the measures D in an universe where the
true parameters are known to be α. The quantity P(D) at the denominator is the
probability of getting the considered data. Since in our case some experiments
already took the measures we are talking about, we can consider this quantity as
just a normalization. Finally P(α) is the prior. It represent the state of knowledge
we had before seeing the data; for example it could contain information from
previous experiments or theoretically supported constraints.

Bayesian inference on the parameter α is performed studying the posterior.
Once the posterior distribution is known one can choose a statistic (the mean,
the median, ...) to determine an estimator α̂ that is the final guess for the
true parameter αtrue. We will work with a maximum likelihood inference: our
estimator will be the choice of parameters that maximise the likelihood.

There are two difficulties in Bayesian inference. The first one lies in the
arbitrariness of the choice of the prior, but we will not address to the problem
here (see [15] for a discussion on the topic). The second is that an expression for
the likelihood in generally unknown. The solution is to use numerical methods
to evaluate the likelihood and draw a sample from the posterior. An appropriate
technique to use is called Markov Chain Monte Carlo [16].

MCMC [17] are useful because they can map high dimensional likelihood space
in an efficient and accurate way. By comparison, the evaluation time for a grid
of fixed spacing scales exponentially with the number of dimension and the grid
doesn’t adjust to get more precision where is needed. On the other hand MCMC
scales approximately linearly with the number of parameters and has a larger
point density in places where the likelihood is bigger, thus giving more accuracy
around the maxima, which eventually are what we are interested in. The idea is
by no means different to a hit or miss Monte Carlo integration: in this kind of
process the integral is proportional to the ratio of accepted points over the total
number of tries.

The MCMC evaluate the posterior of points in the parameter space to draw
a random walk in which the probability of being in a point is proportional to the
posterior.

In order to achieve this result one has to face two problems. The first is tied
with the arbitrariness of the starting point. Every chain starts going through a
burn-in period during which its motion is highly chaotic and highly dependent
on the starting point. After this period it becomes approximately stationary and
loses its dependence from the start. We can say it has converged. We will need
a method to select the burn-in and remove it from the data we are interested in.
The second problem is that a finite-size chain cannot explore all the areas of the
parameter space. Given enough time ergodicity guarantees that the chain will
cover all the target distribution, but it is important to set the length of the steps
in such a way that it doesn’t take too much time for the chain to cover the whole
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parameter space. A chain which does this well is said to have a good mixing.

The Metropolis Hastings algorithm is a simple implementation of MCMC. It’s
composed of the following steps.

1. It starts with a set of parameters αS
1 and it computes the associated likeli-

hood L1 = L(D,αS
1 ).

2. It takes a random step in parameter space following in every direction a
Gaussian distribution. Its σ is called step size, and is correlated to the
goodness of the mixing as we anticipated. Let αS

2 be the arrival point.

3. compute the likelihood L2 = L(D,αS
2 ).

4.a. If L2/L1 ≥ 1 the point is accepted because it improves the likelihood and
saved in the chain. Then it goes back to step 2 using the new point.

4.b. If L2/L1 < 1 a random number x is drawn from a uniform distribution in
[0, 1]. If L2/L1 ≥ x the point is accepted despite it decreases the likelihood
and saved in the chain. If L2/L1 < x the new point is discarded and αS

1 ) is
saved a second time. Then it goes back to step 2 using the new point.

4. Four or more chains are started in different well spaced points. When the
convergence criterion we will discuss in a moment is satisfied and the chains
have enough points to provide a good sample of the posterior, the chains
are stopped.

When running a chain we need to know when it has converged and if it has
explored the whole parameter space. Gelman & Rubin proposed the following
method to do this [18]. M chains are started in different points in parameter
space, and every of them collects 2N steps. The first N are discarded as burn in.
Now we can refer to the i-th element of the j-th chain as yji with i = 1, . . . , N and
j = 1, . . . ,M . Notice that yji , being a point a parameter space is indeed a vector
and the following holds for each of its components, i.e. for each cosmological
parameter we are testing.

The mean of the j-th chain is

ȳj =
1

N

N∑
i=1

yji (4.3)

and the mean of the sample is

ȳ =
1

N M

N,M∑
i,j=1

yji . (4.4)
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Figure 4.3: Pictorial representation of the idea underlying the Gelman-Rubin criteria.
On the left side 3 chains that haven’t explored the parameter space properly. On the
right side the same chains when they begin to converge

Then the variance between the chains is

B =
1

M − 1

M∑
j=1

(ȳj − ȳ)2 (4.5)

and the mean of the variances within single chains

W =
1

M(N − 1)

M,N∑
i,j=1

((yji − ȳ
j)2. (4.6)

Then we can define the ratio between two estimates of the variance of the
distribution

R =
N−1
N W + (1 + 1

M )B

W
. (4.7)

The numerator is an unbiased estimator of the variance if the distribution is sta-
tionary, but is otherwise an overestimation. On the other hand the denominator
underestimates the variance if the individual sequences haven’t converged yet. In
figure 4.3 we give a qualitative representation of the quantities used to compute
R.

During the run of the chain R is computed and recorded. We can be quite
sure that the chain converged when the value of R starts to be always < 1.03.

Once we are sure the chain converged the burn-in are discarded and what is left
is merged together. By construction the "punctual" density of the chains point in
parameter space is proportional to the posterior probability of said point. Once
we have the posterior we can easily deduce best fit parameters and confidence
levels.

In practice we apply Bayesian inference to the four cosmological parameters
ωb, ωcdm, h, and τreio, and to the values of the five knots amplitude. With the
results of the MCMC we obtain the best fit of the cosmological parameters, and
jointly the shape of the spline that parametrize the PPS.
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4.3 Cross-Validation

Up to now we introduced a way to reconstruct the primordial power spectrum
given a class of experimental data. But how can we be sure that our reconstruction
is the correct one? For sure trying to maximise the likelihood would be a good
start. If experimental data were noiseless we would have finished indeed, but this
is not the case. There is a very high chance that we are, at least in part, fitting
the noise. To be precise, if only one dataset is given, we can be sure that the best
fit would be the one that fits signal and noise both, and not the one that only
fit the signal and not the noise. This is so because with only one dataset there
is no way to tell the signal and the noise apart. To prevent this behaviour we
add a roughness penalty to the logarithm of the likelihood. It is a function that
increases its value as much as the spline gets more and more wiggly. Our choice
is the integral of the second derivative squared of the spline that has to be added
to the logarithm of the likelihood. As we are working in logarithmic scale, the
integral is taken in respect to ln k as well

log(L) = log(Lexp) + αp

∫ ln kf

ln ki

(S(ln k))2 d ln k (4.8)

where ki and kf are respectively the position of the first and of the last knots, and
αp is a weight that controls the penalty on the roughness. The choice of αp value
affects the straightness of the spline. For αp = 0 we go back to finding the best
fit for the data without caring about signal and noise distinction. For αp → ∞
a straight line will be favoured, and the fit will become a linear regression. This
is where cross-validation comes into play [19]. The idea is to divide available
data in two groups, fit the first group with a chosen value for αp and try to see
how well the fit results approximates the other data group. If the fit is correct
it will predict in an accurate way the second group. Ideally the most rigorous
way to use cross-validation would be to remove one point at a time and evaluate
the discrepancy between the point and its prediction. Each of those errors are
summed in a value called cross-validation score. The correct αp is chosen as the
one that minimizes the CV score.

In practice removing one point at a time implies repeating the analysis as
many times as the number of points, so it is too computationally expensive. As
done in [13], we will split data in only two sets, lets say CVA and CVB, in such a
way that all data from each evaluated experiment goes into one set. The cross-
validation score is computed by evaluating both the minus log likelihood of CVB
given the best fit of CVA, let’s call it CVAB, and the reverse CVBA, and adding
them. As said before, the correct value for αp will be the one that minimizes
CVAB+CVBA.

In this way, using different combinations of experiments in CVA and CVB, we
can not only check if our reconstruction is right, but also if some experiments lead
to a PPS which is inconsistent with the others. Let’s say we got two compatible
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experiments 1, 2 and a third experiment 3 affected by some previously unknown
systematics or physical effects. We could arrange the experiments in the two
cross-validation sets in various configurations. What we would see is that every
set of parameter fitted on 3 would fail in predict the data in 1 and 2. Cross-
validation score would be much bigger, giving a warning that there is some newly
introduced tension between the data. From there we can draw our conclusion on
the fact that the experiment 3 analysis is missing something. Of course, simplistic
examples aside, it won’t be possible to spot the "right" and the "wrong" data, as
it is entirely possible that 1 and 2 are biased instead.

4.4 CLASS and Monte Python

4.4.1 CLASS and code development

Up to now we explained how we can reproduce a whole primordial power spectrum
in a minimally parametric way, writing it as a function of few parameters. Then
we discussed how to find the best value for said parameters studying the posterior.
What’s left is to describe how to actually calculate the likelihood given a set of
parameters. It is indeed a non trivial problem at all. To measure is always a
delicate problem, even if it is made directly. Moreover in cosmology we are not so
lucky. We have to do indirect measurements of the parameters of interest. What
we can see is not the primordial power spectrum at all. If it was it wouldn’t be
called primordial indeed. What it was in the beginning has been stretched and
enlarged and damped non homogeneously by billions years of ageing. During all
this time the original distribution of energy described by the PPS went through
lots of interactions that eventually created the observables we measure now.

We know the evolution from the primordial Universe is described by a sys-
tem of Boltzmann equations. They can be translated into the power spectrum
language as growth functions that act on the various momenta controlling how a
mode grows or get damped as time pass by. As we will further develop in sec-
tion 5.1 they act linearly on the smallest modes or non linearly on bigger one due
to gravitational effects becoming more and more relevant.

The most straightforward way to address the problem of reconstructing the
PPS given "present days" observations would be to invert the growth function.
It would have been so much computationally demanding that such an approach
is almost infeasible. The other way around is to try to solve the direct problem
instead that the inverse one. It is easier to evolve the system many times, starting
from slightly different input points, until the reconstructed Universe is the right
one than to perform the inversion of the growth function. So solving a system of
Boltzmann equation very fast will do the trick.

CLASS is one of the latest publicly released Boltzmann codes. Those are
computer programs meant to integrate huge systems of Boltzmann equations to
simulate a Universe evolution. Starting with very basic programs, such as the
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pioneering COSMICS, in the years they achieved better and better results in
terms of precision and speed. Every new program implemented new algorithms,
optimization methods and approximation schemes. Now the current generation
Boltzmann codes, CLASS and CAMB, allow to predict values accurate enough
to be matched with data from precision cosmology experiments such as Planck.
Either they are fast enough to be used with their ancillary Monte Carlo codes,
respectively Monte Python and CosmoMC, for parameters estimation via MCMC,
i.e. to be run 10,000 ∼ 100,000 times in a manageable time.

CLASS has been developed with those goals in mind and is implemented in a
modular, user friendly way. The improved or never-implemented-before approxi-
mations it uses are described in [20].

For our purpose we needed to control the form of the PPS. One of the main
reasons of choosing CLASS over CAMB came from this need. With CLASS
there has not been needs to modify the main code as it is ready to accept an
externally provided program that generates the PPS which CLASS will use. It
just calls the program internally at the beginning of the run, allowing to pass up
to 10 custom variables set by the user and defined in a suitable input file. Each
parameter is determined by a number from 1 to 10, i.e. custom1, ..., custom10.
My routine uses, as additional custom parameters, the values of the input PPS
in the knots. It is easy, if computing power is available, to extend the precision
of the present analysis that actually uses only five knots. Then the routine prints
the PPS reconstructed via spline as a list of points (k, P (k)). This output is
piped back to CLASS that uses it to calculate the observables. Notice that while
the knots value is defined in run time, the knots position in k-space is hardcoded
in the subroutine. When the number of knots or their position is changed to
adjust for the current purpose, one has to manually modify it and to recompile
the subroutine code. Having described how to compute theoretical expectations
for the relevant observables (i.e. CMB and matter power spectra) using CLASS,
we now have to consider the problem of fitting our models to actual data. This
will be addressed in the following section.

4.4.2 Monte python and code development

At the end of the day, in order to put some constraints on the parameters we
need to compare them with the real world. Monte Python (MP) is a Monte Carlo
code developed specifically for cosmological parameters extraction [21]. MP is a
powerful tool that takes charge of all the required processes aside Boltzmann solv-
ing. It is built to work in pairs with CLASS and act as a wrapper. The user just
need to interface with Monte Python, specifying which are the fixed parameters
CLASS has to use (e.g. αp, that is set once and for all for each run), which are
the parameters that have to be fitted via MCMC, and the options CLASS has to
use. On top of that, as we will illustrate below, one can select data from some
of the built in experiments or add his own to calculate the likelihood. Then MP
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takes care of calling CLASS and run it with all the desired settings to compute the
cosmological observables. Said observables are then handled by MP again that
evaluates the required likelihoods. Likelihood evaluation is of course the essential
ingredient which then allows MP to perform MCMC parameter estimation, using
the Metropolis-Hastings algorithm, described earlier, or one of the other built in
procedures. The codes already implements various techniques to optimize the
algorithm settings, and at the end of the run generates an improved covariance
matrix. This can be used in the input of a subsequent run so that Monte Python
can reparametrize the parameter space and calibrate the step size in order to
improve its efficiency. Since all of this is done autonomously, the user just has to
run the program a few times just to create a good covariance matrix, and then
let the chain get the required significance when he is pleased with the acceptance
rate.

The penalty for the spline roughness has been added as a new likelihood
package. This way it exploits the modular structure of Monte Python: it can
be switched on or off when needed without needs for alter the main code. The
penalty likelihood package act just like a normal likelihood package, adding to the
log likelihood given by the real experiments its contribution. As said before in
(4.8), it calculates the integral of the squared second derivative of the spline times
a coefficient. To do so it takes as input the coefficient and the PPS value on the
knots, while knots position are hardcoded in the new penalty likelihood package,
as for the subroutine that calculates the PPS. It invokes again de Boor’s code to
recalculate the very same spline as the previously used one, and finally calculates
the integral [14], which is analytic, obvious since a spline is constructed by a series
of cubics. Again, when the number of knots or their position is changed one has
to modify it in the code by hand. Extra care should be taken in double check that
knots positions match in both pieces of code, as the program would throw no error
at all for not equal position, and would print in the standard output a nonsensical
analysis as if nothing wrong has happened. We acknowledge that it could be a
source of errors that could have been easily solved using the custom parameters
to pass both knots value and position. On the other hand it would have halved
the number of "ready-to-use" knots available without major modification of the
original code of both CLASS and MP. As we have done now, with just a little
attention from the user, up to 10 knots are ready to use.



Chapter 5

Description of data analysis

As we have seen most of the models produce oscillatory features. In order for the
spline to recover the signal if the right model had this kind of features, and actually
improve the fit in comparison to a vanilla ΛCDM model, we would need to place
the knots with a spacing of the same order as the wavelength. Even though this
would be the optimal way to recover the signal, it would unfortunately require an
enormous computational power and lots of time for the chains to run. For features
with short period we would need many knots, which would translate into many
parameters. Each value should be inferred via MCMC. As we said adding new
parameters doesn’t slow down a MCMC as much as it would with other inference
methods, but there is nevertheless a limit to the largest amount of parameters
that a MCMC can analyse in a feasible amount of time. Adding too many knots
would require a prohibitive amount of computing time.

We found that a good compromise to obtain a resonably accurate reconstruc-
tion, while keeping computing time under control, was achieved by working with
5 knots. With this number it is almost impossible to recover the oscillatory trend
of the proposed models if the frequencies are of the order of the best fit found in
[8] and presented in figure 3.1. In terms of the original aim of this work, namely
to test oscillatory PPS, the current analysis can be thus seen as somewhat inad-
equate, and not very useful. There are however several reasons why this is not
really the case. First of all, the 5-knot analysis has to be seen as a necessary
preliminary setup of the pipeline, that is now ready to be extended to a larger
number of knots in the near future, without any further modification or additional
check. Second of all, even in the current configuration, our spline reconstruction
algorithm is already able to study several effects that, as we will see, are very in-
teresting and smooth enough to be accessible the present resolution. Finally our
choice doesn’t prejudge the possibility of recovering actual features of the power
spectra: it is true indeed that we lack the resolution to recover the said feature,
but if, by chance, an oscillatory feature with a period big enough is there, we will
still see it. On top of that the step features usually have both fast oscillation and
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bigger imprints left where the inflaton crossed the step. That kind of feature could
easily be recovered. If that’s the case then we would know where to concentrate
the analysis to do a more accurate search for oscillations later on.

5.1 Mock PPS Feature: Massive Neutrinos

The vanilla ΛCDM model assumes zero mass neutrinos. As we already pointed
out it is fairly in good agreement with current data, but since considering mas-
sive neutrinos is one of the more straightforward possible extension of the ΛCDM
model, cosmologists have always been interested in it. With oscillation experi-
ments results confirming that at least two neutrino states are massive, extending
the ΛCDM model was no more a speculation and became necessary. Even though
particle physics experiments are really helpful in providing a lower bound on the
mass sum, they are clueless about determining the absolute mass scale. One way
to pin down the masses is using beta decay experiments. In the process

n→ p+ e− + ν̄e (5.1)

all the masses aside the neutrino one are known. Measuring the end-point of the
electron velocity distribution one can put a constraint on the neutrino mass. The
problem is that the resolution is not so high, and until now is possible to put an
upper bound only a couple of order of magnitude higher than the lower bound.

In the end, relying on particle physics experiments alone one get the con-
straints [22]

0.056(0.095)eV ≤
∑

mν ≤ 6eV. (5.2)

Luckily, extending the ΛCDM model to massive neutrino is not just an aca-
demic exercise as cosmological data allows to put a stricter upper bound, improv-
ing the other one by at least one order of magnitude. Such a constraint do not
come without caveats. Even though more or less all studies do improve the limit
with respect to beta decay experiments, there is an ongoing debate in the cos-
mological community on how to interpret some tensions between measurements
coming from different datasets. The topic is of particular importance because it
has been linked to a more general tension between CMB and local measurements
of various cosmological parameters. In particular we are referring to H0 and σ8.
The Hubble parameter has been measured extrapolating up to today the best
fit of the Planck CMB power spectra [23] and with Hubble telescope redshift
measurements [24]. The two estimates differs by 2.5σ. σ8 is the r.m.s. mass fluc-
tuations in spheres of 8 Mpc/h at the present epoch and is a parametrization of
the clustering amplitude. It is not directly measured in CMB power spectra nor
in galaxies catalogue but it can be calculated from other measured parameters.
If inferring it from CMB data give the value σ8 = 0.8233 ± 0.0097 [23], local
measurement fluctuate around the value σ8 = 0.77± 0, 02 [25].
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Many recent studies combined analyses of multiple datasets to conclude that
some expansions in the neutrino sector of the ΛCDM model could help solve
the problem. Changes in the number of families, addiction of sterile neutrinos,
different sums of the masses and numbers of relativistic species have been all
considered as possible solutions of the tension on H0 [26], σ8 [27, 28, 29, 30, 31]
and a potential tension between Planck and BICEP [32] constraints on r0.002,
the tensor-to-scalar ratio at k = 0.002 Mpc−1 (that was however solved when
reanalyzing BICEP data with accurate polarized dust templates from Planck).
Other works rejects those conclusions, favouring model with no sterile neutrinos
and lower masses [23, 33, 34, 35, 36, 37].

With our PPS reconstruction we will be able to put a constraint on neutrino
mass. Since the statistical analysis we carry on is very solid we hope this work
will help to settle the debate. But first we need to show what is the relevance
of neutrino masses in cosmology and what is their peculiar imprint on the power
spectrum.

We will work in the longitudinal gauge, which requires vanishing non diagonal
elements of the metric. We will be only interested in scalar perturbations so, since
at first order scalar, vector, and tensor perturbations decouple, we can omit all
perturbation parameters except for the scalars [7]. The perturbed metric becomes

ds2 = gµνdx
µdxν = a2(τ)[(1 + 2φ)dτ2 − (2ψ)δijdx

idxj ]. (5.3)

The four scalar degrees of freedom can be identified in the perturbed energy-
momentum tensor as

δT 0
0 = δρ, (5.4)

δT 0
i = (ρ̄+ p̄)v

‖
i , (5.5)

δT ij = −δpδij + Σi
j
‖
, (5.6)

where v‖i is the longitudinal component of the velocity field, and Σi
j
‖ is the trace-

less longitudinal-divergence component of the momentum tensor δT ij . Each of
them can of course be parametrized with a scalar field such as

v
‖
i = ∂iṽ, (5.7)

Σi
j
‖

= (∂i∂j −
1

3
δij∇2)σ̃, (5.8)

or using the velocity divergence θ and the shear stress σ

θ =
∑
i

∂ivi = ∇2ṽ (5.9)

(ρ̄+ p̄)∇2σ = −
∑
i,j

(∂i∂j −
1

3
δij∇2)Σi

j
‖

= −2

3
∇4σ̃. (5.10)
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As everything has been carefully parametrized, we can plug those expressions
in the perturbed Einstein equations

δGµν = δRµν −
1

2
gµνδR = 8πGδTµν . (5.11)

where δRµν and δR are the Ricci tensor and scalar built with the perturbed
metric. Bianchi identity

δRαβ[µν;ρ] = 0 (5.12)

guarantees that the LHS of Einstein’s equation is covariant conserved, so the
energy-momentum tensor is too. By imposing it one get the continuity equation

δ̇ = (1 + w)(θ + 3ψ̇), (5.13)

where we introduced the state parameter w = p̄/ρ̄, and the fractional overdensity
field δ = δρ/ρ̄, and the Euler equation

θ̇ =
ȧ

a
(3w − 1)θ − ẇ

1 + w
θ − k2φ− k2σ − w

1 + w
k2δ. (5.14)

Those two relations are exact so they can be evaluated at any time. We
are interested in cold dark matter. It is well described by a collisionless fluid,
which has w = 0, and the shear stress can be neglected σ = 0. Under those two
assumptions, plug Eq. (5.13) into Eq. (5.14) gives

δ̈cdm +
ȧ

a
δ̇cdm = −k2φ+ 3(ψ̈ +

ȧ

a
ψ̇). (5.15)

Now we need a couple more relations. From the off-diagonal spatial-spatial
component of the Einstein equation we get

δGij = a−2

(
∂i∂j −

1

3
∇2δij

)
(φ− ψ) = 4πGδT ij i 6= j (5.16)

k2(φ− ψ) = 12πGa2(ρ̄+ p̄)σ. (5.17)

From this last equation we evince that if σ vanishes the difference between φ and
ψ is negligible. Then we need the Poisson equation for the gravitational potential
in the Fourier space

− k2

a2
ψ = 4πGδρ. (5.18)

We can go back to the RHS of Eq. (5.15). Deep inside the Hubble radius the
comoving gradient −k2φ dominates the source term. In the absence of shear it
can be approximate by −k2ψ, and finally using the Poisson equation we get

δ̈cdm +
ȧ

a
δ̇cdm = 4πG a2 δρ (5.19)
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where δρ is the total density perturbation.
We are now ready to show how the neutrino mass affects the evolution. We are

considering scales k � knr where knr is the scale at which the neutrino became
non relativistic. This way the fact that neutrino are massive or not does not
affect the Poisson equation we used earlier ( Eq. (5.18)). Nevertheless, neutrino
background affects the expansion rate. The first Friedmann equation Eq. (2.4) is

ȧ2

a2
=

8πG

3
(ρcdm + ρb + ρν) (5.20)

where ρb is the baryon energy density and ρν is the neutrino energy density.
Even though there could be both massive and massless neutrino, it is a safe
assumption that ρν is dominated by the massive ones, so it decays just like other
energy densities during matter domination, like a−3 [22]. Then we know that the
quantity

fν =
ρν

ρcdm + ρb + ρν
(5.21)

is approximately a constant.
Solving Eq. (5.20) for ρ ∝ a−3 we get a(t) ∝ t2/3, and by definition of confor-

mal time dτ = a−1dt, we obtain a ∝ τ2. Then Eq. (5.19) is (cf. Ref. [22])

δ̈cdm +
2

τ
δ̇cdm −

6

τ2
(1− fν)δcdm = 0. (5.22)

This can be easily solved with the ansatz δcdm ∝ τ2p: one finds two roots for p

p =
−1±

√
1 + 24(1− fν)

4
(5.23)

We are interested in the growing solution, so expanding at first order in fnu, since
a ∝ τ2, we get the result

δcdm ∝ ap ≈ a1− 3
5
fν . (5.24)

During the matter domination, for scales bigger than the one typical of neutrino
relativistic-non relativistic transition, the growth of cold dark matter perturbation
is damped by the presence of massive neutrino, as described in Eq. (5.24). This in
turn, has the observable effect of damping the matter power spectrum amplitude
on those scales.

We note that our data analysis will not be restricted to the region in which
our previous discussion holds. It is possible to generalize the previous results,
but only in a semi-analytical way, that requires comparison with numerical sim-
ulations. Since it would be not so interesting, we present here only a numerical
reconstruction of the effect that massive neutrinos have on the matter power
spectrum.

In figure 5.1 we explicitly show how considering neutrino masses affects the
matter power spectrum (mPk). Using the code CLASS we generate two mPk.
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Figure 5.1: Ratio of theoretical predicted matter power spectra with 3 massive neutrinos
divided by the vanilla ΛCDM matter power spectra. The mass value in the label refers
to the sum of the mass of the considered neutrino. All the neutrinos are non degenerate,
the mass splitting is known thanks to oscillation experiments.

The first is the matter power spectrum of a vanilla ΛCDM model with 3 massless
neutrinos plus the best fit cosmological parameters of the experiment Planck (ref.
[23]) that will be described shortly. The second has been evaluated with the very
same parameters but with three massive, non-degenerate, neutrinos. We used the
mass splitting known from oscillation experiments [38]. In figure the "massive
neutrino mPk" has been divided k per k by the "massless neutrino mPk" to show
the damping effect for various sums of the masses. As we expected, all mPk have
the same normalization at small k, then after crossing the free streaming length
the mPk is damped more and more as the mass sum increase.

Everything we said up to now applies to the matter power spectrum and not
to the PPS which is in principle not affected. Even though we reconstruct the
primordial power spectrum, we are however still sensitive to neutrino masses, as
their presence would distort our reconstruction due to the linearity of the growth
functions [39].

To clarify this concept it is better to stick to an example to fix the idea.
Figure 5.2a – fig. 5.2e should help visualize the explanation. We repeat that for
the argument to work we have to consider only scales where evolution is linear, i.e.
k < 0.2 h/Mpc. Consider a universe with a ΛCDM model and massive neutrinos,
all the cosmological parameters are known. At the end of inflation, the PPS was
a perfect power law (figure 5.2a). Starting from the known initial condition we
can evolve the system. In doing that we shall remember to consider the neutrino
masses in the evolution equations. As we know their effect is a damping at high
k (figure 5.2c). We would end up with a certain matter power spectrum (figure
5.2e), and a full set of all the other possible observables, that we are not interested
in. Now we can think of another procedure. Since we know the effect of massive
neutrinos (figure 5.2b), we could multiply the damping k per k to the power
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(a) In the first case the initial condition is a
power law PPS.

(b) In the second case the neutrino damping
is considered in the initial conditions.

(c) Then the evolution takes into account
the presence of massive neutrino.

(d) The initial condition is a power law mul-
tiplied k per k to the neutrino damping.
Then the evolution equation with massless
neutrino is used.

(e) The two methods generate the same ob-
servables in the scales of interest. Here a
CMB power spectrum, but the same applies
to the mPk.
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law PPS we had in the beginning. We would obtain a power spectrum slightly
different from a power law, as it has a very smooth damp feature (fig. 5.2d).
Now we can use the damped spectrum as initial condition and apply the known
evolution equation with massless neutrino. In practice in this second scenario we
apply the neutrino damping not in the evolution but in the initial condition, and
then of course we do not re-apply it again. The linearity of the evolution equation
guarantees that the generated matter power spectrum would be exactly the same
of the first case (figure 5.2e).

What we are going to do then is to set CLASS so that in the Monte Carlo
Markov Chains neutrino are not considered. If there were detectable massive
neutrinos in the real data, we would recover the damp feature in the primordial
power spectrum, just as we explained in the second scenario.

Now we have to do some very important remarks.

• Let us stress again that we are not saying that the mass of neutrino has a
direct effect on the primordial power spectrum. Normalization and shape
of the PPS depend only on characteristics of the inflation (or whatever
other model that could replace inflation). Neutrino mass affects only the
evolution of perturbations at later times. If we see the signal on the PPS
is only thanks to linearity and the fact we have voluntarily omitted their
influence on transfer functions.

• In the case we should see a signal such as that shown in figure 5.1 we can
not infer that it is just due to neutrino masses. Other particles beyond the
standard model could easily share the same properties of neutrinos when it
comes to damping perturbations. But if we were to impose an upper bound
θ then we can be sure that

θ >
∑
ν

mν +
∑
X

mX >
∑
ν

mν (5.25)

where X are the other possible particles. So the upper bound would hold
even for neutrinos alone.

• In our analysis the damping is completely degenerate with the shape of the
PPS. For example we would not distinguish a vanilla ΛCDM universe from
a universe with massive neutrinos plus a PPS with enhanced power at high
k that exactly cancel the neutrino damping. So to be rigorous we can not
impose an upper bound to neutrino masses in general, but we can impose
it if we assume that the ΛCDM model is correct, or if we assume that it
deviates less than the bound accuracy.

To be sure that our reconstruction is accurate enough to be sensitive to the
damp we have tried to recover a known signal. We multiplied the damping ratio
generated with CLASS of figure 5.1 to a power law signal. Then we tried to
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Figure 5.3: a

∑
mν maximum damping maximum error

0.06 eV 3% 0.5%
0.1 eV 5% 0.8%
0.4 eV 20% 4%

Table 5.1: Cross-validation datasets CVA and CVB for the various runs.

use a spline to reconstruct it and we checked the difference. As it came out we
have errors much smaller than the effect of the damping. Figure 5.3 shows the
ratio of the spline reconstruction to the signal for various neutrino masses. By
comparing it with figure 5.1 we can obtain the data shown in table 5.1. As shown
the error of the reconstruction is always less than one fifth of the signal. After
this preliminary test, we are thus confident that we are able to retrieve a neutrino
damping signal, if present in the data and if the value of the mass is high enough.
In fact here we have quantified only the error due to the use of the spline, and
not the errors due to the fit procedure. Those will be know once the likelihood
distribution is known. A discussion about errors is carried when the results are
shown in the chapter 6.

5.2 Analysed Datasets

In the present work we use cosmic microwave background radiation data from
Planck and WMAP, and the determination of the matter power spectrum from
four experiments. Planck and The Canada-France-Hawaii Lensing Survey use a
weak lensing technique while WiggleZ and SDSS uses galaxy maps to measure the
matter power spectrum. We tried to incorporate in our work all the most recent
experiments that could give constraints on the shape of the PPS. In figure 5.4 we
show the scales probed by each experiment. In the following we briefly describe
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Figure 5.4: Scales covered by the experiments used in our analysis

them and list the specific datasets we use.

5.2.1 CMB Temperature and Polarization Data

Planck is an ESA satellite dedicated to the study of the early Universe and of
its evolution [40]. Launched on 14 May 2009 in the L2 Lagrangian point, it has
continuously recorded data from 12 August 2009 to 23 of October 2013.

The main goal of the experiment is to measure the temperature anisotropies
of the cosmic microwave background (CMB). Its design was conceived to have
an instrumental precision such that the measures accuracy is basically limited by
fundamental astrophysical effects (in the range 0 < ` < 2000). The second goal
of the mission is to measure to high accuracy the CMB polarization anisotropies,
providing both increased precision in the determination of cosmological parame-
ters and a further probe of Early Universe physics. It is worth mentioning that as
a side effect of its need to determine as best as it can the foreground, in order to
remove it, Planck offers lot of information on properties of extragalactic sources
and a map of dust and gas in the intergalactic medium.

The satellite was equipped with array of 74 detectors sensitive to frequencies
between 30 and 857 GHz, which scanned the sky with angular resolution between
33’ and 5’.

Planck mapped the whole sky twice a year reaching a combination of sensi-
tivity, angular resolution, and frequency coverage never achieved before.
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Since we want to fit both the PPS value at the knots and the cosmological
parameters ΩCDM , Ωb, h, and τreio, it is mandatory to use in every run Planck
data on temperature and polarization anisotropies [39]. Since a relatively higher
baryon density Ωb enhances odd CMB power spectrum peaks in respect with
even peaks, it can be inferred from the ratio between the first and the second
peaks. For a fixed baryon density, a higher dark matter density increases the
total non-relativistic matter content of the Universe. So an increment of Ωcdm

suppresses radiation driving, decreasing the overall amplitude of the peaks, and
the the value of the parameter could be inferred from first peak to third peak ratio.
Once the other densities are fixed, h can be used to parametrize the total energy
density, and its effect manifests as a shift of the whole power spectrum towards
higher or lower `. Finally τreio act as a damping over anisotropies on smaller
scales, and it shrink the power spectrum amplitude. Since it is exactly the same
effect that multiplying the PPS for a constant has, it is impossible to break the
degeneracy between τreio and a shift in all the knots value with a temperature
measure only. Here polarization comes into play, because rescattering of photons
after reionization generate a polarization signal at low-l which helps breaking the
above mentioned degeneracy.

The Planck collaboration released in 2013 the temperature data from the
first half of the mission [41]. In 15.5 months of data-taking period the satellite
completed 2.6 surveys of the sky. Temperature data come in two sets:

• Commander TT, TE, EE two point correlation function data from ` = 2
to ` = 49,

• CamSpec TT data from ` = 50 and up to ` = 2500

Polarization data has not be released until June 2015, so it has been available
only for the final run. Since they are needed to constrain τreio we use the final
WMAP polarization data release in tandem with Planck temperature [42]:

• lowlike TE, EE, BB data up to ` = 32 from the WMAP experiment.

5.2.2 Planck lensing

Beside the CMB power spectrum, Planck reconstructed the CMB lensing poten-
tial [43], which contains information on the amplitude of large scale structure
integrated from recombination up to present time. Such data are inferred from
the study of the four point function of temperature anisotropies (in 2015, both
temperature and polarization are included). We will refer to it as PlanckLens

All Planck and WMAP likelihoods are managed by the official Planck collab-
oration release, Clik.
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5.2.3 CHFTLenS

The Canada-France-Hawaii Lensing Survey, hereafter referred to as CFHTLenS
uses data collected between mid 2003 and early 2009 within the CFHT Legacy
Survey at the CHF observatory on Mauna Kea, Hawaii [44]. The CFHTLenS
survey analysis combined weak lensing data processing with THELI [45], shear
measurement with lensfit [46], and photometric redshift measurement with PSF-
matched photometry [47]. A full systematic error analysis of the shear measure-
ments in combination with the photometric redshifts is presented in [48], with
additional error analyses of the photometric redshift measurements presented in
[49]. To be specific, we make use of the tomographic weak lensing signal to con-
strain the shape of the power spectrum. The collaboration released the likelihood
evaluator code for COSMO MC only, while MP was not supported. The ICC-UB
group, with major contribution from A. J. Cuesta, has implemented it into MP
and released the code.1

5.2.4 WiggleZ

The WiggleZ Dark Energy Survey has been a large scale galaxy survey carried out
over 276 nights from August 2006 and January 2011. Measurements were taken at
the Anglo-Australian Telescope in Siding Spring Mountain, near the New South
Wales town of Coonabarabran, Australia. The primary objective of WiggleZ was
to detect the BAO scale at higher redshifts than was possible before it. Through
position and redshift measurements of 238,000 galaxies it mapped a volume of one
cubic Gigaparsec in seven regions of the sky up to a redshift equal to one. The
information stored in those maps was then converted in a matter power spectrum
[50]. To do so galaxies were divided in 4 subgroups with different redshift in
order to be analysed separately. All the galaxies in a given redshift bin were
given an effective redshift. This way the momentum dependence of the power
spectrum for each bin could be inferred with a simple angular measurement. The
constraints coming from the four power spectra at different redshift are released
by the WiggleZ collaboration and have been incorporated in MP and released
with the code

5.2.5 SDSS DR7

The Sloan Digital Sky Survey used its 2.5 m telescope based in the Apache Point
Observatory, New Mexico, to collect 929,555 galaxy spectra. In data release
7, the collaboration used a sample of luminous red galaxies to reconstruct the
halo density field and its power spectrum roughly between k = 0.02h/Mpc and
k = 0.2h/Mpc [3]. The collaboration released the likelihood evaluator code for

1It is available at https://github.com/ajcuesta/montepython_public/tree/CFHTLens_
correlation

https://github.com/ajcuesta/montepython_public/tree/CFHTLens_correlation
https://github.com/ajcuesta/montepython_public/tree/CFHTLens_correlation
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COSMO MC only, while MP was not supported. The ICC-UB group, with major
contribution from A. J. Cuesta, has developed the version for MP used in this
work.

5.3 Cross-validation setup

Cross-validation, as described in section 4.3, could have been implemented in
various ways. As we already pointed out there, we decided to include each dataset
as a whole in each cross-validation set, which means all data-points from one
experiment were never split in CVA and CVB, but they were put in CVA only
or in CVB only. The explanation of this choice is twofold. Every experiment
collaboration release its own likelihood evaluator with all available data from that
experiment. Using it in one cross-validation set as it comes out of the box means
that there are no unaccounted errors. In fact splitting data from the same dataset
in the two cross-validation set without investigating how each data is correlated
with others, could introduce some difficult-to-deal-with correlations or systematics
between the two CV sets. Besides that, there is the risk of introducing bugs in
the likelihood codes while modifying it. Given that most of the likelihood codes
we had to deal with were quite complex, Planck "click" above all, such a scenario
would not be unlikely at all. On the other hand, confronting different experiments
in the cross-validation means that we have more control on the relations between
experiments and whether they all agree.

We tried to set up the cross-validation in the most symmetrical way that was
possible. As we said, since we want to constrain both the shape of the PPS
and the cosmological parameters, we necessarily add Planck temperature power
spectrum and WMAP polarization power spectra to all runs. We will refer to
them as the CMB experiments. Besides these, we have 4 other experiments: 2
that use weak lensing and 2 using galaxies catalogues. We will refer to them as
the matter power spectrum (mPk) experiments.

We have done 3 runs in a pyramidal scheme. We start performing in parallel
two different cross-validation analysis on two couples of experiments. Each couple
is formed by a weak lensing experiment and by a galaxy catalogue. Therefore for
each couple one experiment is in CVA and the other in CVB. If there are no
problems at this stage the analysis is carried on. The two experiments of one
couple are used in the same cross-validation set, and the other couple goes in the
other one. Cross-validation is performed among the two couples. Once we find
the best value for the penalty weight, we are able to perform the final run of the
MCMC that will lead to our reconstruction. This final run is performed using all
the experiments together and the penalty set at its optimal value.

The composition of each run, and the tag that will be used in the following to
refer to it, are shown in table table 5.2.

Once the set up has been chosen, we had to find the minimum of the CV score
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Run CVA CVB

1.1 CMB, PlanckLens CMB, SDSS DR7
1.2 CMB, CFHTLenS CMB, WiggleZ
2 CMB, PlanckLens, SDSS DR7 CMB, CFHTLenS, WiggleZ

Table 5.2: Cross-validation datasets CVA and CVB for the various runs. With "CMB"
we refer to CMB temperature and polarization data from Planck and WMAP.

Figure 5.5: CV score as a function of αp for the Cross Validation run 1.1

to determine the optimal value of the penalty weight αp. We recall that to find
the CV score for a given αp one has to calculate the logarithm of the likelihood
of CVA given the CVB best fit plus the other way around, swapping A and B.

The procedure to find the CV score for a fixed αp was the following. A MCMC
was run with the likelihoods of CVA experiments plus the penalty, while another
one was run with the likelihoods of the CVB experiments, plus the penalty again.
Once both of them converged the two posteriors were known and so were the two
best fit. Those were used to calculate the CV score for a defined αp.

To find the minimum we sampled the CV score repeating this process many
times for different αp. Since we found that the minimum is not so sharp and
well defined, we decided to not automatize the sampling, for example by choosing
points from a grid. Even though we started sampling using equally spaced αp in
log space, we took more points whenever necessary.

In figure 5.5 we show the cross-validation score for the run 1.1, which compares
Planck Lensing with SDSS DR7. As CMB temperature and polarization data
from Planck and WMAP are common to every run we will assume their presence,
without explicitly specifying it, for each run from now on. The CV score has
a fairly well defined wall on high penalty weight, but is quite constant under a
certain threshold, say αp = 10. For high αp the penalty would be the only relevant
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Figure 5.6: CV score as a function of αp for the Cross Validation run 1.2

contribution to the likelihood, so it is obvious that the CV score grows fast as
αp grows. On the other hand the explanation of the behaviour at small weight is
less clear, and there is room for interpretations. As we said in section 4.1 we put
two extra false knots at each end of the spline to be sure it would behave well
allowing the MCMC to converge fast enough. Probably this guarantees that the
spline cannot assume a too-unlikely shape even if the weight is low. The other
possibility, which probably acts in partnership with the first, is that we have many
measures with a very high accuracy which are apparently quite consistent among
themselves. This again means that data themselves disfavour unnecessarily wiggly
shapes, even when there is a low penalty.

For run 1.2, WiggleZ vs CFHTLenS, the CV score shown in figure 5.6 is pretty
similar. The first notable differences is lower CV score for high penalties. The
second is a little increase for αp → 0 as we initially expected, but as the CV
score merely increases of a few units, we are confident it has no strong statistical
relevance. It is however a hint that the spline need to be at least a little bit
constrained.

Since, aside from a not well defined boundary about how low the penalty
should be, the preliminary runs do not highlight any problem, we carried on with
run 2, which involves all experiments. The CV score is shown in figure 5.7. This
again resembles a lot the CV score from run 1.1, with a sharp increment for αp
that goes from 100 to 200 and oscillations around a mean value for lower penalties.

Since we had to deal with this scenario, with a not well defined minimum, we
have decided to present two different results. One is more conservative, in the
sense that it has a stronger penalty that allows only small deviations from the
concordance power law model. For this one we choose αp = 1. The other leaves
more freedom to the data, as we choose a more relaxed penalty αp = 0.01. It
could appear as a small variation from the conservative analysis, but we have to
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Figure 5.7: CV score as a function of αp for the Cross Validation run 2

think about convergence time and errors. More freedom translate not only into
wigglier lines but also into enhanced uncertainties. Since reconstructions from run
1.1 and 1.2 coincide with the cross-validation sets for run 2, analyse the low-αp
runs requires no additional work. However it is pretty much uninformative, as
errors are, for some parameters, even more than one order of magnitude larger
than the best fit.
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Results

We recall that the free parameters in our MCMC runs were the mean baryon
density ωb, the cold dark matter density ωcdm, the rescaled Hubble parameter
h, the optical depth at reionization τreio, and the value on the five knots of the
spline, that we used to parametrize the shape of the PPS.

We made two runs with the latest Planck likelihood (2015 release [51]) and all
the matter power spectrum data (Planck Lensing 2015, WiggleZ [50], CFHTLenS
[44], and SDSS DR7 [3]), with two different roughness penalties. The first, with
a penalty αp = 1, is our more conservative reconstruction, as the stiffer spline
allows for smaller deviation from a power law. Its best fit results, and all the
relevant quantities about its parameter likelihood are presented in table 6.1.

The second run, with a penalty αp = 0.01 allows the splines to explore greater
deviations from a power law, at the price of greater uncertainties. Its results are
presented in table 6.2.

We also show the correlations between parameters in the triangular plots in
figure 6.1 and 6.2. As one could have expected the values of the knots are fairly
correlated. Since varying even just one knot modifies the shape of the whole
spline, it seems reasonable that all knots have to work in tandem to maximise
the likelihood. And that explains the correlation. The second biggest correlation
is among τreio and the knots at higher k. The effect of τ on the matter power
spectrum is negligible, while it cuts power to high multipole in the CMB power
spectrum [22, 4, 39]. So if we focus on smaller scales and Planck data only the
effect of τ and a damping in the PPS are degenerate. Probably Planck polarization
data and matter power spectrum data are not significant enough to completely
break the degeneracy, fact that results in the high correlation.

Now for the sake of clarity we will show the reconstructed power spectra, for
both the penalty values, a few times using different quantities. We will start from
the PPS itself, then it will renormalised by dividing it k per k by the Planck
parametric power-law reconstruction. Finally we will write the PPS as if all the
dependence on the scale is enclosed in a running power law index, and we will
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Param best fit mean±σ 95% lower 95% upper

100 ωb 2.232 2.248+0.014
−0.014 2.221 2.276

ωcdm 0.1171 0.1166+0.001
−0.00093 0.1146 0.1185

h 0.6903 0.6927+0.0044
−0.0047 0.6837 0.7018

τreio 0.05222 0.05793+0.0083
−0.013 0.04 0.07679

109 knot 1 2.697 2.643+0.11
−0.11 2.418 2.867

109 knot 2 2.479 2.466+0.067
−0.07 2.33 2.602

109 knot 3 2.261 2.276+0.04
−0.047 2.193 2.364

109 knot 4 2.063 2.09+0.033
−0.05 2.015 2.171

109 knot 5 1.861 1.898+0.042
−0.056 1.805 1.996

− lnLmin = 6965.45, minimum χ2 = 1.393e+ 04
Table 6.1: Best fit, mean and confidence intervals for the parameters in run 2 with αp = 1

Param best fit mean±σ 95% lower 95% upper

100 ωb 2.26 2.253+0.015
−0.015 2.223 2.283

ωcdm 0.116 0.1165+0.0011
−0.001 0.1144 0.1186

h 0.6964 0.6936+0.0046
−0.0052 0.6839 0.7035

τreio 0.06336 0.06085+0.0097
−0.014 0.04 0.08178

109 knot 1 2.512 2.552+0.62
−0.66 1.325 3.767

109 knot 2 2.366 2.409+0.27
−0.29 1.865 2.955

109 knot 3 2.252 2.257+0.055
−0.059 2.147 2.371

109 knot 4 2.11 2.104+0.038
−0.056 2.018 2.195

109 knot 5 1.881 1.876+0.07
−0.077 1.733 2.023

− lnLmin = 6964.25, minimum χ2 = 1.393e+ 04
Table 6.2: Best fit, mean and confidence intervals for the parameters in run 2 with
αp = 0.01
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Figure 6.1: Triangular plot for the final run with αp = 1. We refer to the value of the
i-th knot with the label Ki.
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plot the index itself. The information enclosed in the various plot is eventually
the same, but we will highlight from time to time different aspects that are easier
to see from that point of view.

In figure 6.3a and 6.3b we show the reconstructed PPS for respectively αp = 1
and αp = 0.01. In the figure the red (pale red) region shows the ±1σ (±2σ)
contour for Planck TT, TE, EE + Low P [1]. The black triangles on the bottom
show the positions of the knots (some are not visible on the shown scales). The
coloured lines on the upper side show the scales probed by each experiment as
in figure 5.4, green for Planck lensing, lilac for WiggleZ, gold for SDSS DR7,
burgundy for CFHTLenS. Planck CMB temperature spectrum covers the whole
plot. To deal with errors we couldn’t just show confidence intervals around each
knot. In fact we cannot assume that splines run in an orderly manner from knot
to knot: usually they do not differ only for an offset but also in shape. Consider
two spline A and B that are almost equally likely, i.e. that share a similar value
of logL in the MCMC. This requirement do not imply that for example one
spline is equal to the other plus a small constant, A(k) = B(k) + ε, or that if A is
bigger than B on one knot than it should be bigger on every knot, or other possible
conditions. It is entirely possible that if A evaluated on a knot is a little bit bigger
than B on the same knot, then it is very much smaller than B on the subsequent
knot and finally it becomes again bigger on a third knot. To consistently show
how different shapes and normalizations links to errors we sorted the points in the
chains from the most likely, i.e. the best fit, to the less likely. Then we divided
them in ranges: a first range that covers the 68.27% most likely points, a second
range that covers points from 68.27% to 95.45% most likely and so on. As obvious
we choose those percentages because if the distribution had been Gaussian they
would refer to 1σ and 2σ intervals. To keep the figures not too busy we sampled
400 splines from each likelihood range and plotted them in different colours, dark
blue for the most likely, and light blue for the second range. We point out that
in practice splines of the two range spread on the same "distance" from the best
fit. This is because more unlikely splines do not have a bigger offset in respect to
the best fit. Instead they just become more and more wigglier.

The first point about the reconstruction we want to highlight is that, at least
for the more conservative choice of the penalty, errors are comparable with errors
from Planck parametric fit, that is the most accurate available. As we already
pointed out, it is not to be taken for granted in a minimally parametric recon-
struction, and it is one of the biggest achievements of our analysis.

Then we note how the added degrees of freedom in the αp = 0.01 reconstruc-
tion are used to fit a damp at low momenta. This is due to the low multipole
"anomaly" of CMB power spectrum, as CMB temperature power spectrum the-
oretical predictions on the biggest angular scale seem to be a bit lower in power
then the measurements [41].

Aside the low-multipole damp, we have not found any statistically signifi-
cant feature in the PPS. Our reconstruction appear to be very smooth, with no
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(a) Reconstructed PPS for the final run with αp = 1.

(b) Reconstructed PPS for the final run with αp = 0.01.

Figure 6.3: The splines with the best fit parameters are in yellow. Errors are shown
by plotting in dark blue (light blue) 400 spline picked at random among the 68.27%
most likely points (points in the range 68.27% - 95.45%) in the MCMC. The red (pale
red) region shows the ±1σ (±2σ) contour for Planck TT, TE, EE + Low P. The black
triangles on the bottom show the positions of the knots (some are not visible on the
shown scales). The coloured lines on the upper side show the scales probed by each
experiment as in figure 5.4, green for Planck lensing, lilac for WiggleZ, gold for SDSS
DR7, burgundy for CFHTLenS. Planck CMB temperature spectrum covers the whole
plot.
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(a) Reconstructed PPS for αp = 1. (b) Reconstructed PPS for αp = 0.01.

Figure 6.4: Reconstructed PPS for a run with CMB + Planck Lensing + WiggleZ +
SDSS DR7. For details on the colour code cf figure 6.3 caption.

oscillations and no modulations due to a step or other models among those in
chapter 3.

Despite the errors being comparable with errors from Planck, the results do
not match perfectly. Our best fit is 2σ away from Planck best fit. The reason
could be in a trade off in the value of τreio and the normalization of the power
spectrum. It will be interesting to repeat the analysis fixing that parameter to
the best fit from Planck to see how the results change. A second possibility comes
from unexplored tension between the datasets we used.

Keeping in mind that there might be some incongruence in the data, we can
look again at the cross-validation scores in figure 5.5 and 5.6. The CV score
of the run 1.2, which confronts WiggleZ with CFHTLenS, has a slightly different
behaviour than the other CV scores. In fact at high penalty the CV score does not
increase in a very sharp way, and its minimum is placed at a rather high αp = 10.
Of course those are not facts that alone have statistical significance. If they had
we would have discussed them a priori and not a posteriori, like we are doing. But
we can take them as just an hint that the tension is due to CFHTLenS. Those
considerations might justify our guess about CFHTLenS being the source of the
tension, but are by no mean a proof of tension. More importantly, in section 5.1
we already cited the known tension between CFHTLenS and Planck data on σ8

determination, and we provided references of studies that discuss about it.
To further investigate the tension between the datasets we repeated the anal-

ysis omitting CFHTLenS. For lack of computational time we used Planck 2013
data release and not Planck 2015 data release in this run. We are positive that
this will not make a big difference because Planck best fit of 2013 data and of
2015 data are completely compatible [23, 1]. As we show in figure 6.4a and 6.4b,
removing this dataset does increase the compatibility between our reconstruction
and Planck best fit power law. However the shape is not affected by the removal
as much as the normalization of the PPS.

Further studies about the implication of CFHTLenS on the reconstructed PPS
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amplitude should be carried on.
As the main discordance with Planck power law PPS seems to be the nor-

malization, we find useful to show the results in another form. If we call our
reconstructed PPS, which we know slightly differ from a power law, P(k), we can
still parametrize it in the form

P(k) = A

(
k

k0

)n(k)−1

, (6.1)

just by requiring that the exponent n is a function of the scale. Solving for n(k)
we obtain

n(k) =
log[P(k)]− log(A)

log(k)− log(k0)
+ 1. (6.2)

A plot of this quantity is less sensitive to variations of A as they are logarithmically
suppressed. Such a plot is presented in figure 6.5a for αp = 1 and in 6.5b for
αp = 0.01.

Again, our more conservative result has errors comparable with Planck.
As we expected the reparametrization shows that the scale dependence of the

reconstructed PPS and of the Planck PPS are indeed compatible. This proves
that the problem is in the normalization of the amplitude and not in the shape
itself.

Another one of the main points of our results is that we strongly disprove scale
invariance. For both the more conservative and the more free reconstructions,
not even one point of the more than 120.000-points-sized MCMC falls near scale
invariance. For the very same reason, i.e. the absence of point in that region, we
cannot associate a likelihood to scale invariance, and say that we disprove it at a
definite confidence level. It would require that the likelihood had been explored
even in that highly unlikely region. Our result is remarkable as we have found
it in a minimally parametric analysis. So it is independent of whatever inflation
model one can choose, and it has value outside of the inflationary paradigm too.
Current data do not support scale invariance independently of the model one want
to consider whether inflationary, or outside the inflationary paradigm, e.g. cyclic
models [52].

Finally we find useful to show a last couple of plots, representing our recon-
structed PPS divided k per k by the Planck best fit PPS. In figure 6.6a there is
the result for αp = 1 and in 6.6b for αp = 0.01.

Of course the two plots are again affected by the discussed difference in the
amplitude of our reconstructed PPS and in the amplitude of Planck PPS. This
explains why the whole set of shown lines (we repeat that every spline has been
divided by the Planck best fit power law PPS) is well below 1. Despite the
amplitude issue, not even one spline reconstruct the shape expected for a damping
due to neutrino with sum of the masses equal to 0.4 eV, constraint proposed in
[27]. To visualize it in the figure we show in shades of red the damping due to
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(a) Reconstructed PPS for the final run with αp = 1.

(b) Reconstructed PPS for the final run with αp = 0.01.

Figure 6.5: The splines with the best fit parameters are in yellow. Errors are shown
by plotting in dark blue (light blue) 400 spline picked at random among the 68.27%
most likely points (points in the range 68.27% - 95.45%) in the MCMC. The red (pale
red) region shows the ±1σ (±2σ) contour for Planck TT, TE, EE + Low P. The black
triangles on the bottom show the positions of the knots (some are not visible on the
shown scales). The coloured lines on the upper side show the scales probed by each
experiment as in figure 5.4, green for Planck lensing, lilac for WiggleZ, gold for SDSS
DR7, burgundy for CFHTLenS. Planck CMB temperature spectrum covers the whole
plot. In the bottom figure, the black line shows n(k) ≡ 1, i.e. scale invariance.
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(a) Reconstructed PPS for the final run with αp = 1 divided by the Planck power law
PPS.

(b) Reconstructed PPS for the final run with αp = 0.01 divided by the Planck power law
PPS.

Figure 6.6: The splines with the best fit parameters are in yellow. Errors are shown by
plotting in dark blue (light blue) 400 spline picked at random among the 68.27% most
likely points (points in the range 68.27% - 95.45%) in the MCMC. The black triangles on
the bottom show the positions of the knots (some are not visible on the shown scales).
The coloured lines on the upper side show the scales probed by each experiment as in
figure 5.4, green for Planck lensing, lilac for WiggleZ, gold for SDSS DR7, burgundy
for CFHTLenS. Planck CMB temperature spectrum covers the whole plot. In shades of
red, we plot damping due to massive neutrinos. From the uppermost to the lowermost
is Σmν =0 eV, 0.06 eV, 0.2 eV, 0.4 eV.
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massive neutrinos. From the uppermost to the lowermost is Σmν =0 eV, 0.06
eV, 0.2 eV, 0.4 eV. In our analysis we did not considered the errors on the spline
approximation of the PPS shape reported in table 5.1. In fact they are negligible
compared to the uncertainties of the fit shown in figure.

We are eager to point out that what we are excluding is not a sum of the
masses of neutrinos greater than 0.4 eV alone, but a ΛCDM model plus a sum of
the masses of neutrinos equal to 0.4 eV. This is because if the PPS deviates from
a power law, enhancing power on small scales, it could cancel with the damping
effect of the neutrino masses. But still we are positive that a power law PPS plus
a sum of the masses of neutrinos equal or grater than 0.4 eV could be excluded
at more than 95% C.L.
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Conclusions

In the present work we reconstructed the primordial power spectrum using a min-
imally parametric technique. We used a 5 knots cubic spline to parametrize the
shape of the PPS. The knots were placed equally spaced in log k and their posi-
tions have been held fixed through all the analysis. Instead the amplitude of the
spline on the 5 knots and the cosmological parameters ωb, ωcdm, h, and τreio were
the free parameters in our fit procedure. To prevent over-fitting data we added
in the fit a penalty on the roughness of the spline, and we used cross-validation
to optimise the weight of the penalty. We did the fit using the Boltzmann code
CLASS and its ancillary Monte Carlo wrapper Monte Python. Those allow to
find the best fit value for the parameters using a Markov Chain Monte Carlo
in parameter space. The experiments used in the analysis are Planck, WMAP,
WiggleZ, CFHTLenS, and SDSS DR7. We tried to incorporate in our work all
the most recent experiments that could give constraints on the shape of the PPS.

The primary goal of this work has been the setup of the machinery needed for
the reconstruction. We have used it with a small amount of knots to fully test it,
and we are sure that it is now ready to be used in the near future, without any
further modification or additional check. Now that we are well aware of what are
its capabilities, and flaws, we can start a "bigger scale" analysis involving more
knots and different datasets; such an analysis could not have been took too light
heartedly in the beginning because of the required computational time. Using
more knots we might be able to further investigate PPS features.

However we want to remark the versatility of the method, that even in the
minimal configuration used here has proved to be useful, since it produced many
important physical results.

The reconstructed PPS overall amplitude is quite compatible with Planck
best fit, and the overall tilt is completely compatible with Planck. Removing the
CFHTLenS datasets from the analysis has a clear effect, as the PPS reconstructed
without it has a bigger overall amplitude and a better compatibility with Planck.
This is probably the outcome of a known tension between Planck and CFHTLenS
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data.
The reconstruction carries no evidence of any feature. Although it has no

statistical significance we notice a small damp at small k that we believe is due
to the low multipole "anomaly" of the CMB power spectrum.

We disprove a ΛCDM with a sum of neutrino masses equal or greater than
0.4 eV, as it is so unlikely that not even one point of our MCMC predicts this
scenario.

There are two main topics that we think are worth further analysis. The first
is to analyse the effect of CFHTLenS on the amplitude of the reconstructed PPS.
The second is to try to optimise the positions of the knots, and add a few more.
In this way it might be possible to improve the precision of our result.
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