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Abstract

The aim of the thesis is to deepen the knowledge of general fundamental
properties of classical and quantum field theories via the study of main features
of the simplest supersymmetric gauge theory in four-dimensional spacetime,
N = 1 super Yang-Mills (SYM) theory. Starting with the study of symmetry
properties of this theory, one proceeds to comprehend quantum anomalies
affecting some of the symmetries and spontaneous breaking thereof, the
phenomenon which leads to a rich structure of the SYM vacua. Then, one will
study how different vacua are connected to each other via domain walls, which
are examples of topologically-nontrivial solitonic objects appearing in many
theoretical models. Finally, a generalization of the Veneziano-Yankielowicz
lagrangian is discussed.
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Introduction

In 2012, the detection of the long sought-after Higgs boson has provided the evidence of
the last missing piece of the Standard Model of Particle Physics. Nevertheless, it is agreed
that this is not the end of the story: new Physics is expected to show up at the TeV scale.
Indeed, there are fundamental questions which do not find any answer within the SM,
such as: which is the origin of dark matter and dark energy? How comes that neutrinos
acquire such a tiny mass? Why is the Higgs boson mass protected by huge radiative
corrections? These and many other issues have prompted the construction of many New
Physics frameworks, and one of the most compelling thereof is supersymmetry. Given
the importance of supersymmetry in modern theoretical Physics, in this thesis we have
dealt with general properties of classical and quantum field theories in a supersymmetric
scenario. In particular, the work focuses on the study of the supersymmetric generalisation
of a Yang-Mils theory with gauge group SU(N), analysing its symmetries and anomalies,
as well as the N -fold degenerate vacuum structure and the peculiar field configuration,
called domain wall, connecting these minima.

Supersymmetry is a spacetime symmetry, which, roughly speaking, maps fermions
into bosons and viceversa. From an algebraic point of view, (rigid) supersymmetry is
realized by a certain number of spinorial supercharges Qi: in flat space, these supercharges
have trivial commutators with the momentum Pm,

[Pm,Q
i] = 0 ,

but not with the generators of the Lorentz group Mmn, as one should expect from the
fact that Qi is a spinor,

[Mmn,Q
i] 6= 0 .

These facts have important phenomenological implications: any Standard Model particle
should have a superpartner, i.e. a companion particle with the same quantum numbers as
well as the same mass (as long as supersymmetry is not broken) but different spin, and
thus in supersymmetry one better speaks of superparticles rather than particles, when
referring to representations of the supersymmetry algebra on states. Actually, the latter
sentence is not completely correct as it stands: in chapter 1 we will render it more
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precise, by analysing the general structure of the supersymmetry algebra and of some of
its standard representations.

Fundamental Theories of which supersymmetry could provide the completion are
formulated in terms of fields, and therefore we should reformulate ordinary field theories
in a language which is suited also for supersymmetric objects. We will see how this
is possible in chapter 2, where the concept of superspace and superfields for d = 4,
N = 1 supersymmetry will be introduced in a pragmatic way. We will then study how a
supersymmetry transformation is realised in terms of differential operators in superspace,
and we will then put this formalism to work by studying how supersymmetric invariant
lagrangians can be built. Starting from the simplest matter model, we will arrive at an
N = 1 SYM lagrangian.

In chapter 3 we will momentarily put aside supersymmetry to introduce an important
aspect of field theories: solitons. These are peculiar field configurations which arise as
solutions of those field theories having non-linear equations of motion. In particular, static,
i.e. time independent solutions will be our main concern. We will start by giving a possible
definition of solitons in terms of localised energy density, which is particularly useful in
field theory. We will provide some basic characterisation of soliton solutions, and we will
analyse two examples of static soliton solutions in one spatial dimension: the Z2-kink
in the φ4

d=2 theory, and the sine-Gordon kink. We will also illustrate the Bogomol’nyi-
Prasad-Sommerfield (BPS) method, which is an alternative procedure by means of which
we can derive the equation of motion for the soliton configuration. Moreover, the BPS
method reveals that the energy H[φ] of the field model in which the soliton originates is
subject to the condition

H[φ] ≥ C ,

where C is a conserved quantity called topological charge: it is a peculiar conserved
quantity, in that it is in general not related to any symmetry. The previous inequality,
called BPS bound, is saturated by solitons, i.e. soliton solutions minimise the energy, and
this minimal value equals the topological charge.

Then, we will consider the generalization of the kink solution from one to three spatial
dimensions, studying the so-called domain wall configuration. In order to set the stage, we
will begin with the analysis of the Z2-wall in the φ4

d=4 theory. After that, we will consider
domain walls in N = 1 supersymmetric Wess-Zumino model. There are two aspects
which make topological solutions in supersymmetric field theories really special. First,
they produce a modification of the supersymmetry algebra called central extension, even
in the cases like N = 1 supersymmtery in which central charges are a priori forbidded
by group theoretical arguments; second, they preserve only half of the supersymmetry,
that is, using the BPS equation of motion it is possible to define the parameters of an
infinitesimal supersymmetry transformations in such a way that the transformation itself
acts trivially on the wall. Supersymmetric solitons are called critical or 1/2-BPS saturated
for this reason.

On the other hand, solitons are dynamical objects, and thus they should be described by
some effective action. We will see that, in general, the action for p-dimensional topological
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defects coincides with the action describing a p-brane, a p-dimensional extended object
which naturally arises in string theory. Both the bosonic and the supersymmetric case
will be considered. In the supersymmetric case, it will turn out that the characteristic
of preserving half of the supersymmetry limits the fermionic degrees of freedom of the
membrane.

Finally, in chapter 4, we will put together what we have learned in the previous
chapters to analyse in detail the N = 1 SYM theory in d = 4, its anomalous symmetries
wich lead ultimately to the formation of the gluino condensate 〈λλ〉 and the formation of
BPS configurations connecting the N vacua of the theory.

We will begin with the study of the R-symmetry and its anomaly, providing an explicit
computation of the anomaly function. Actually, the theory has also an anomalous scale
invariance. All the anomalous currents can be gathered to form a chiral supermultiplet,
to be called S. The dynamics of this supermultiplet, in turn, is described by the
renown Veneziano-Yankielowicz (VY) effective action, whose construction based on
purely symmetric grounds will be reviewed as well. The superfield S is special: its
θ2-component contains the instanton density term trF2 ∧ F̃2. Thus, it is not an auxiliary
field in the strictest sense, and it cannot be integrated out in the standard manner.
Moreover, the VY potential is not single valued, as an identical transformation of the
field S(x, θ) 7→ S ′(x, eiπθ) = e2πiS(x, θ) shifts the potential by a term proportional to S
itself. By augmenting the VY in an appropriate way, we will see how both these problems
can be overcome. Thanks to the additional term, we can integrate out the θ2-component,
finding the effective scalar potential which reproduces the value of the gluino condensate.
After that, we will consider the coupling of a dynamical membrane to the VY model. The
presence of such membrane modifies the equations of motion of the auxiliary fields of the
S superfield, leading to the formation of BPS-saturating domain wall configurations. We
will then compute the tension of the system constituted by the wall and the membrane,
showing that the presence of the membrane solves the mismatch between the tension
of the BPS saturated domain wall configuration and the tension that one estimates by
means of the scalar potential of the VY effective theory.

Finally, we discuss the consequences of the introduction of a new term in the VY
lagrangian. This new contribution that we consider produces a mass term for the CP -odd
glueball field Cm, which becomes a full-fledged dynamical field, and introduces a new
dynamical scalar field which is dual to the CP -even glueball FmnFmn. In particular, the
consequences of the presence of the new term on the degeneracy of the SYM vacua are
analysed.

In conclusion, we mention some possible developments of the work presented in this
thesis.
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Chapter 1
Rigid Supersymmetry

This section is devoted to the introduction and the discussion of basic notions and
properties of global supersymmetry and of some of its representations.

1.1 The Supersymmetry Algebra

The renown Coleman-Mandula theorem [15] states that, under a number of physically
reasonable assumptions as locality, causality etc., the most general symmetry group that
the S-matrix can enjoy is

G = ISO+(1, 3)× L ,
that is, the product of the Poincaré group generated by Mmn and Pm, and an internal
symmetry group given by a Lie group whose generators are bosonic, Lorentz scalar
hermitian operators Ba. The full symmetry algebra reads

[Pm, Pn] = 0 , (1.1a)
[Mmn,Mpq] = iηmqMnp + iηnpMmq − iηmpMnq − iηnqMmp , (1.1b)

[Mmn, Pq] = iηnqPm − iηmqPn , (1.1c)
[Ba, Bb] = if c

ab Bc , (1.1d)
[Mmn, Ba] = 0, (1.1e)

[Pm, Ba] = 0 . (1.1f)

One can try to evade this no-go theorem by relaxing one – or more – of its assumptions.
In particular, if one does not want to give up the physical assumptions, one may try to
enlarge the allowed symmetries by modifying the algebraic structure. However, this seems
to be unsuccessful, since the Coleman-Mandula theorem forbids non-trivial extensions of
the Lorentz group by ordinary Lie algebras. On the other hand, one can notice that the
theorem only deals with commutators : in fact, Haag, Lopuszański and Sohnius showed in
[24] that the only possible consistent generalisation of the Lorentz algebra is that of a
graded Lie algebra, i.e. an algebraic structure that allows for fermionic generators and
anticommutators along with commutators and bosonic generators. More precisely:
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1. RIGID SUPERSYMMETRY

Definition 1. A graded Lie algebra of grade n is a vector space

G =
n⊕
i=0

Gi ,

where any of the Gi is a vector space, and which is endowed with the product[
·, ·
}

: G×G→ G

satisfying the following properties:

[gi, gj} ∈ Gi+j mod (n+ 1) , (grading)

[gi, gj} = −(−1)ij [gj , gi} , (supersymmetrization)

[gi, [gj , gk}}(−1)ik + [gj , [gk, gi}}(−1)ji + [gk, [gi, gj}}(−1)kj = 0 .

From the grading property, one can notice that only G0 is a Lie algebra. The third
relation is just the generalization of the usual Jacobi identity. The supersymmetry algebra
is a particular graded Lie algebra:

Definition 2. The supersymmetry algebra is a graded Lie algebra of grade one,
namely

G = G0 ⊕G1 ,

where G0 is the Poincaré algebra and G1 = span{QIα, Q̄Iα̇} with I = 1, 2, . . . ,N ,
where (QIα, Q̄

I
α̇) is a set of N +N anticommuting fermionic generators transforming

in the representations
(

1
2 , 0
)
and

(
0, 1

2

)
of the Lorentz group, respectively.

Besides the commutators in (1.1), the supersymmetry algebra contains also the following
(anti-)commutators: [

Pm, Q
I
α

]
= 0 , (1.2a)[

Pm, Q̄
I
α̇

]
= 0 , (1.2b)[

Mmn, Q
I
α

]
= i(σmn) β

α QIβ , (1.2c)[
Mmn, Q̄

Iα̇
]

= i(σ̄mn)α̇
β̇
Q̄Iβ̇ , (1.2d){

QIα, Q̄
J
β̇

}
= 2σm

αβ̇
Pm δ

IJ , (1.2e){
QIα, Q

J
β

}
= εαβ Z

IJ , ZIJ = −ZJI , (1.2f){
Q̄Iα̇, Q̄

J
β̇

}
= εα̇β̇

(
ZIJ

)∗
. (1.2g)

The objects denoted by ZIJ are called central charges; they are Lorentz scalars, and
should be a linear combination of the internal symmetry generators. With respect to the
relations in (1.2), several remarks are in order [37].
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1.1. The Supersymmetry Algebra

• Equations (1.2c) and (1.2d) express the spinorial nature of the supersymmetry
generators. Indeed iσmn and iσ̄mn are the Lorentz generators of the

(
1
2 , 0
)
and(

0, 1
2

)
representation, respectively. Furthermore, from these relations one can

understand why it is said that supersymmetry transforms bosons into fermions and
viceversa. Indeed, from the explicit expression of, for instance, iσmn, and recalling
that Mij = εijkJk, it follows that[

M12, Q
I
1

]
=
[
J3, Q

I
1

]
= i(σ12) β

1 QIβ =
i

4

[
(σ1)1γ̇(σ̄2)γ̇β − (σ2)1γ̇(σ̄)γ̇β

]
QIβ

=
i

4

[
(σ1)12̇(σ̄2)2̇1 − (σ2)12̇(σ̄)2̇1

]
QI1 =

1

2
QI1 .

Proceeding along the same lines, we get[
J3, Q

I
2

]
= −1

2
QI2

[
J3, Q̄

I
1̇

]
= −1

2
Q̄I

1̇

[
J3, Q̄

I
2̇

]
=

1

2
Q̄I

2̇
,

hence QI1 and Q̄I
2̇
rise the z-component of the spin by one half unit, while Q̄I

1̇
and

QI2 lower it by half a unit.

• As far as equation (1.2e) is concerned, we notice that, given the transformation
properties of QIα and Q̄Iα̇ under the Lorentz group, their commutator has to be
symmetric in the exchange I ↔ J and should transform as a Lorentz vector, since(

1

2
, 0
)
⊗
(

0,
1

2

)
=
(

1

2
,

1

2

)
.

The only object in the algebra with these transformation properties is indeed the
momentum Pm, while the δIJ factor comes from an appropriate normalization of
the supercharges QIα and Q̄Iα̇.

• Equations (1.2a) and (1.2b) are very interesting. Compatibility with Lorentz
symmetry demands the right hand side of, for instance, (1.2a) to transform as(

1

2
,

1

2

)
⊗
(

0,
1

2

)
=
(

0,
1

2

)
⊕
(

1,
1

2

)
,

and analogously for the hermitian conjugate relation. Therefore, discarding
(
1, 1

2

)
which is forbidden by Haag-Lopuszański-Sohnius theorem, the most general form
one should expect would be[

Pm, Q
I
α

]
= CIJ (σmn)αα̇Q̄

Jα̇ ,
[
Pm, Q̄

I
α̇

]
= (CIJ )∗(σ̄mn)α̇αQ

Jα ,

for CIJ undetermined matrix. Actually, it can be shown that this matrix vanishes:
indeed, from the Jacobi identity applied to (Q,P, P ) one gets CC∗ = 0. Nevertheless,
this is still not enough to state that C = 0, and we have to rely on equations (1.2f)
and (1.2g).
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1. RIGID SUPERSYMMETRY

• From representation theory, one expects for (1.2f) that(
1

2
, 0
)
⊗
(

1

2
, 0
)

= (0, 0)⊕ (1, 0) , (1.3)

explicitly {
QIα, Q

J
β

}
= εαβZ

IJ + εβγ(σmn) γ
α MmnY

IJ , (1.4)

for ZIJ = −ZJI and Y IJ = Y JI . We can understand why the anticommutator
takes that form by noting that:

i. formally, in the left hand side the pairs of indices (α, I) and (β, J) are sym-
metric under the swapping, hence the anticommutator corresponds to a linear
combination of terms where either α, β and I, J are both antisymmetric (hence
the first term), or they are both symmetric (hence the second term);

ii. as demanded by (1.3), the first term in the right hand side of (1.4) is invariant,
being εαβ an invariant tensor and ZIJ built as a linear combination of internal
symmetry generators. The second term has to be a self-dual skew-symmetric
tensor, and it can be constructed by means of σmn, which is self-dual, and
Mmn, which is skew-symmetric, the whole combination being self-dual and
antisymmetric.

Nevertheless, Mmn does not commute with the four-momentum, whereas {Q,Q}
does, due to (1.2a) and (1.2b), hence the second term in (1.4) must vanish. The
same holds for the conjugate relation. On the other hand, this commutation rule,
together with the α↔ β antisymmetric part of the generalized Jacobi identity for
the system [{Q,Q}, P ], implies that the CIJ matrices we encountered before are
symmetric, hence CC∗ = CC† and this leads to C = 0.

In general, Q and Q̄ carry also a representation of the internal symmetry group G, so one
expects that [

QIα, Ba
]

= (ba)
I
J Q

J
α,

[
Q̄Iα̇, Ba

]
= −Q̄Jα̇ (ba)

J
I ,

with the second term obtained from the first one with hermitian conjugation, and assuming
G to be compact so that we have unitary representations. The largest internal symmetry
group which can act non-trivially on Q is called R-symmetry, and in the most general
case it is U(N). It has been said already that the central charges are Lorentz scalars
which are linear combinations of the internal symmetry generators such as

ZIJ = bIJa Ba .

The name central charge stems from the fact that[
ZIJ , any generator

]
= 0 ,

and together with the fact that [
ZIJ , ZKL

]
= 0 ,

8



1.2. Representations of the Supersymmetry Algebra

we see that they form an invariant abelian subalgebra of the internal symmetry group.
Furthermore, for N = 1, ZIJ = 0 given that the central charges are antisymmetric;
for N > 1 instead, the central charges do not necessarily vanish: for instance, massive
supersymmetry representations are very differently realized depending on the case the
central charges are trivially realized or not.

The N = 1 supersymmetry is called simple or unextended: in this case, the only
non-trivially acting internal symmetry is U(1), which is generated by the R-charge in
such a way that

[R,Qα] = −Qα,
[
R, Q̄α̇

]
= +Q̄α̇ .

This means that super-partners have different R-charge: in particular, these relations
imply that if a particle has null R-charge, its super-partners have R = ±1.

1.2 Representations of the Supersymmetry Algebra

Before entering into the details, we can make some comments concerning general
properties of representations of supersymmetry algebra on states.

First of all, since Poincaré algebra is a subalgebra of the full supersymmetry, irreducible
representations of the supersymmetry algebra are also representations of the Poincaré
algebra, though usually reducible. Consequently, a super-particle is a collection of particles
which are related to each other by the generators QIα and Q̄Iα̇, and whose spins differ by one
half unit. In fact, this is due to the fact that supersymmetry generators do not commute
with Mmn, hence the square of the Pauli-Lubanski vector is no longer a Casimir operator,
or, in other words, spin is not a good quantum number in the supersymmetry framework.
Nevertheless, P 2 is still a Casimir, and therefore particles in the same supermultiplet
have the same mass, but different spin. Such mass degeneracy has not been observed
yet, hence, if supersymmetry is relized in Nature, it must be broken at a relatively high
energy scale.

Secondly, one can show that the energy of any supersymmetric state is greater than
or equal to zero. Let |φ〉 be a generic state: from

{
QIα, Q̄

J
α̇

}
= 2σmαα̇Pmδ

IJ we have

2σmαα̇ 〈φ|Pm |φ〉 = 〈φ|
{
QIα, Q̄

I
α̇

}
|φ〉 = 〈φ|QIα(QIα)† + (QIα)†QIα |φ〉

= ‖(QIα)† |φ〉 ‖2 + ‖QIα |φ〉 ‖2 ≥ 0 ,

exploiting (QIα)† = Q̄Iα̇ and the positivity of the norm in the Hilbert space. After summing
over α, α̇ = 1, 2, and remembering the identity trσm = 2δm0, one gets

〈φ|P0 |φ〉 ≥ 0 .

The final remark concerns the fact that any supermultiplet contains an equal number
of bosonic and fermionic degrees of freedom. In order to prove that, let us introduce a
fermion number operator

(−1)NF | (−1)NF |F 〉 = − |F 〉 , (−1)NF |B〉 = |B〉 .

9



1. RIGID SUPERSYMMETRY

What we need to show is that tr[(−1)NF ] = 0. To this end, we notice the relation between
the supersymmetry generators and the fermion number operator

(−1)NFQIα = −QIα(−1)NF .

Therefore

0 = tr
[
(−1)NFQIαQ̄

J
β̇

+QIα(−1)NF Q̄J
β̇

]
= tr

[
(−1)NF

{
QIα, Q̄

J
β̇

}]
= 2σmαα̇tr

[
(−1)NF

]
Pmδ

IJ ,

and summing over I, J , for any Pm 6= 0 it follows that

tr
[
(−1)NF

]
= 0 =⇒ NB = NF .

Given that the mass is conserved within each supermultiplet, it is useful to distinguish
massless representations and massive representations. According to this distinction, we
will consider in detail some of the possibilities.

1.2.1 Massless Supermultiplets

In this case, all central charges vanish, hence from supersymmetry algebra we have{
QIα, Q

J
β

}
= 0 ,

{
Q̄Iα̇, Q̄

J
β̇

}
= 0 .

The construction of massless irreducible representations can be carried out with the
following steps.

i. Since P 2 = 0, one can choose the frame where Pm = (ω, 0, 0, ω), so that

σmPm = 1P0 − σ3P3 =

(
0 0
0 1

)
,

and therefore {
QIα, Q

J
α̇

}
= 2σmαα̇Pmδ

IJ = 4ω

(
0 0
0 1

)
αα̇

δIJ .

In particular,
{
QI1, Q

J
1̇

}
= 0, and the positivity of the norm implies that these

components annihilate particle states, namely

0 = 〈φ|
{
QI1, Q

J
1̇

}
|φ〉 = ‖(QJ1 )† |φ〉 ‖2 + ‖QI1 |φ〉 ‖2 =⇒ QI1 = 0 = Q̄J

1̇
.

ii. We are left with only half of the generators being non-trivial. They are used to define
creation and annihilation operator as

aI =
1

2
√
ω
QI2 , a†J =

1

2
√
ω
Q̄J

2̇
,

which satisfy the harmonic oscillator algebra

{aI , a†J} = δIJ , {aI , aJ} = 0 = {a†I , a
†
J} .

It is useful to recall that QI2 lowers the helicity by one half unit, while Q̄J
2̇
rises it by

half a unit.

10



1.2. Representations of the Supersymmetry Algebra

iii. In order to build a representation, we have to choose a vacuum state, i.e. a state
which is destroied by all aI . This state carries a representation of the Poincaré group,
hence, besides having mass m = 0, it has helicity λ0. This peculiar state is referred to
as Clifford vacuum, and it is denoted by its helicity as |λ0〉. This is not the vacuum
of the theory, namely the stable configuration with minimum energy, but just a state
with quantum numbers ω and λ0, and such that

aI |λ0〉 = 0 , ∀ I = 1, . . . ,N .

iv. We can now generate all the components of a supermultiplet by repeated applications
of the operators a†I , until the top state is reached:{

|λ0〉 , a†I |λ0〉 = |λ0 + 1
2〉I , . . . , a

†
I1
· · · a†IN |λ0〉 = |λ0 + N

2 〉I1,...,IN

}
.

Due to antisymmetry in the indices I, J, . . . there are
(N
k

)
states with helicity equal

to λ = λ0 + k/2 with k = 0, 1, . . . ,N , therefore

λ0 λ0 + 1
2 λ0 + 1 · · · λ0 +

N
2(N

0

)
= 1

(N
1

)
= 1

(N
2

)
=
N (N − 1)

2
· · ·

(N
N
)

= 1

Moreover, given that the helicity ranges from λ0 to λ0 +N/2, the total number of
states will be

N∑
k=0

(
N
k

)
= 2N =

(
2N−1

)
B

+
(
2N−1

)
F
.

Usually, spectra of states derived from a Lorentz-covariant field theory exhibit PCT -
symmetry, hence for any state with helicity λ there should be a P -reflected state with
helicity −λ. However, supersymmetric spectra in general do not have this property. It
follows that a given supermultiplet can be contained in a Lorentz-covariant field theory
only jointly with its PCT -conjugate multiplet. A general criterium to thumb – with care,
being not always satisfied – is that a supermultiplet is self-conjugate if λ0 = N/4.

N = 1 supersymmetry. For unextended supersymmetry each massless supermultiplet
contains two states, namely |λ0〉 and |λ0 + 1

2〉. The physically interesting cases are:

• Matter or chiral multiplet

λ0 = 0 →
(

0,
1

2

)
⊕
PCT

(
−1

2
, 0
)
,

where the degrees of freedom are those of a complex scalar and a Weyl fermion. It
is where matter sits for N = 1 supersymmetry.

11



1. RIGID SUPERSYMMETRY

• Gauge or vector multiplet

λ0 =
1

2
→

(
1

2
, 1
)
⊕
PCT

(
−1,−1

2

)
,

where the degrees of freedom are those of a vector field and a Weyl fermion, exactly
those we need to build a supersymmetric gauge theory. Since supersymmetry gener-
ators commute with internal symmetry generators (but those of the R-symmetry),
both vector field and Weyl fermion belong to the same representation of the gauge
group, which is to say the adjoint representation.

• Spin-3
2 multiplet

λ0 = 1 →
(

1,
3

2

)
⊕
PCT

(
−3

2
,−1

)
,

where the degrees of freedom are those of a spin-3
2 fermion and a vector boson.

• Graviton multiplet

λ0 =
3

2
→

(
3

2
, 2
)
⊕
PCT

(
−2,−3

2

)
,

whose degrees of freedom are the graviton and the gravitino.

N = 2 supersymmetry. In the case at hand, any supermultiplet contains states with
helicity

(
λ0, λ0 + 1

2 , λ0 + 1
2 , λ0 + 1

)
. The physically interesting cases are:

• Vector multiplet

λ0 = 0 →
(

0,
1

2
,

1

2
, 1
)
⊕
PCT

(
−1,−1

2
,−1

2
, 0
)
,

where the degrees of freedom are those of a complex scalar, two Weyl fermions and
one vector boson.

• Hypermultiplet

λ0 = −1

2
→

(
−1

2
, 0, 0,

1

2

)
⊕
PCT

(
−1

2
, 0, 0,

1

2

)
,

the degrees of freedom being those of two complex scalars and two Weyl fermions.
Though this representation fulfills the self-conjugation condition, it is actually
not self-conjugate. Indeed, the way in which the states are constructed from the
vacuum shows that the fermions are singlets under the SU(2) R-symmetry group,
while the scalars are doublets. The representation would be PCT -self conjugate
if the two scalars were real; but this is not possible, because the two-dimensional
representations of SU(2) are pseudoreal, hence the two scalars have to be complex.

• Gravitino multiplet

λ0 = −3

2
→

(
−3

2
,−1,−1,−1

2

)
⊕
PCT

(
1

2
, 1, 1,

3

2

)
,

containing one Weyl fermion, one gravitino and two vectors;
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1.2. Representations of the Supersymmetry Algebra

• Graviton multiplet

λ0 = −2 →
(
−2,−3

2
,−3

2
,−1

)
⊕
PCT

(
1,

3

2
,

3

2
, 2
)
,

whose degrees of freedom are those of one vector (often referred to as graviphoton),
two gravitinos and one graviton.

1.2.2 Massive Supermultiplets

The logical step to build massive representations are similar to those needed for
massless representations; nevertheless, now the number of supersymmetry generators does
not diminish. Since PmPm = m2 6= 0 we can choose a frame where Pm = (m,0), hence

σmPm =

(
m 0
0 m

)
⇒

{
QIα, Q̄

J
α̇

}
= 2m δα̇α̇δ

IJ ,

and no generator is trivially realized on the states. Moreover, being the states massive,
we better speak of spin rather than helicity. A given Clifford vacuum will thus be defined
by mass m and spin j, and will have itself degeneracy 2j + 1, since jz ranges from −j to
+j. Focusing on N = 1 supersymmetry, the creation and annihilation operators are

a1,2 =
1√
2m
Q1,2 , a†1,2 =

1√
2m
Q̄1̇,2̇ ,

with a1 and a†2 rising the spin by half a unit, a†1 and a2 lowering the spin by half a unit.
By defintion, a1,2 |j〉 = 0, the other states being obtained applying a†1,2. Some interesting
cases are:

• Matter multiplet

j = 0 →
(
−1

2
, 0, 0′,

1

2

)
,

and we see that the number of degrees of freedom is the same as that of N = 1
massless matter multiplet. The scalar dubbed with a prime has opposite parity
with respect to the other state 0, and it is therefore a pseudoscalar.

• Vector multiplet

j =
1

2
→

(
−1,2×−1

2
,2× 0,2× 1

2
, 1
)
,

where the degrees of freedom are those of one massive vector, one massive real scalar
and one massive Dirac fermion, which are the same as those of a massless vector
multiplet and a massless matter multiplet.
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1.3 Representation on Fields: the Chiral Multiplet

We have just discussed supersymmetry representations on states. However, in what
follows we will be interested in supersymmetric field theories, thus we have to understand
how supersymmetry representations on fields can be constructed. The general strategy
resembles that used previously to construct supermultiplets: again, it is a systematic
procedure, hence it will be illustrated in one specific case, namely that of the chiral
multiplet for N = 1.

Let us consider a generic scalar field φ(x), that will serve us as a ground state for the
representation, analogously to what we did previously starting from the Clifford vacuum.
First, one imposes the constraint [

Q̄α̇, φ(x)
]

= 0 .

One can notice that φ(x) has to be complex. Indeed, if it were a real field, taking
the hermitian conjugate of the above identity we would obtain [Q,φ(x)] = 0, and the
generalized Jacobi identity for (φ(x), Q, Q̄) would reduce to[

φ(x),
{
Qα, Q̄α̇

}]
= 2σmαα̇ [φ(x), Pm] = 0  [φ(x), Pm] = i∂mφ(x) = 0 ,

which means that the field φ(x) is actually a constant. Hence φ(x) has to be a complex
scalar field. Secondly, one defines

[Qα, φ(x)] ≡ ψα(x) ,

which is a new field belonging to the same representation. Then, the next step consists in
acting on ψα(x) with the supersymmetry generators, so that

{Qα, ψβ(x)} ≡ Fαβ(x) ,
{
Q̄α̇, ψβ

}
≡ Xβα̇(x) .

We have to ensure that these quantities are genuine new fields, i.e. that they depend
neither on φ(x) or ψα(x), nor on their derivatives. From the generalized Jacobi identity
for (φ(x), Q, Q̄) we find {

Q̄α̇, ψα(x)
}

+ 2σmα̇α [φ(x), Pm] = 0 ,

hence
Xαα̇(x) + 2 iσmαα̇ ∂mφ(x) = 0  Xαα̇(x) = −2 iσmαα̇ ∂mφ(x) .

On the other hand, applying the Jacobi identity to (φ(x), Q,Q) one gets

{Qα, ψβ(x)}+ {Qβ, ψα(x)} = 0 ,

and therefore

Fαβ(x) + Fβα(x) = 0  Fβα(x) = −Fαβ(x) ↔ Fαβ(x) = εαβF (x) .

Again, we can define
[Qα, F (x)] ≡ λα ,

[
Q̄α̇, F (x)

]
≡ χα̇ ,

14



1.3. Representation on Fields: the Chiral Multiplet

and we have to check that these are new fields. In fact, form the Jacobi identity applied to
(ψ(x), Q,Q) and (ψ(x), Q, Q̄), it turns out that λα vanishes and that χ̄α̇ is proportional
to a derivative of ψα. All in all, we have obtained the field multiplet

(
φ(x), ψα(x), F (x)

)
.

Given that φ(x) and F (x) are complex scalars while ψα(x) is a Weyl fermion, we have
found the field counterpart of the or chiral supermultiplet. Actually, there seems to be
a mismatch in the number of degrees of freedom. However, keeping in mind that the
representation is off-shell, we have:

• four bosonic degrees of freedom, namely
(
Reφ, Imφ; ReF, ImF

)
;

• four fermionic degrees of freedom, i.e.
(
Reψ1, Imψ1; Reψ2, Imψ2

)
.

Imposing on-shellness, the degrees of freedom of ψ are reduced by two thanks to Dirac
equation; on the other hand, Klein-Gordon equations for φ and F do not reduce the
number of propagating degrees of freedom, hence we are left with 2F +4B , and the number
of degrees of freedom does not match with that of the chiral supermultiplet. However, it
turns out that F is not a dynamical field: in practice, this means that, on-shell, it is a
function of φ and ψ thus its two degrees of freedom do not matter, and we have 2F + 2B
as expected. The appearance of auxiliary fields is not peculiar of the chiral multiplet,
rather it is a common feature in supersymmetric field theories.

By means of the general procedure we outlined here, it is possible to build multiplets
with the appropriate field content to construct supersymmetric lagrangians. As usual,
the action is I =

∫
d4xL, and, to see if a given theory is invariant under supersymmetry,

we should act on any of its terms with a supersymmetry transformation, with the aim
to show that the overall variation sums up to a total spacetime derivative. However, in
practice this is really involved because we are using a formulation where supersymmetry
is not manifest. As we will see in the next chapter, supersymmetric field theories are
naturally formulated in superspace.

15



1. RIGID SUPERSYMMETRY

16



Chapter 2
Supersymmetric Field Theories

While ordinary field theories are defined in Minkowski space, it turns out that
supersymmetric field theories are naturally defined in the so-called superspace: loosely
speaking, it is an extension of the Minkowski spacetime, obtained by taking into account
extra spacetime directions which are associated to supersymmetry generators. In this
chapter, we will introduce the concept of superspace and superfield, and we will discuss
how to construct lagrangians for supersymmetric field theories.

2.1 Superspace for N = 1, d = 4 Supersymmetry

Before getting into the details of the superspace construction, let us stop for a
moment to introduce a couple of basic definitions that will give a flavor of the underlying
mathematical structure.

Coset Manifold The notion of coset manifold is a natural generalization of group
manifold [14]. For a group G and H < G, the coset G/H is the set of equivalence classes
of elements g ∈ G, where the equivalence relation is defined by right multiplication with
elements h ∈ H,

∀ g, g′ ∈ G : g ∼ g′ ↔ ∃ h ∈ H | gh = g′ .

The equivalence classes constituting the elements of G/H are denoted by gH, for g any
representative of the class. Coset manifolds arise when G is a Lie group, and H is a Lie
subgroup thereof. If this is the case, G/H inherits a manifold structure from G, and
moreover, invariant metrics can be constructed in such a way that all g ∈ G are isometries.
The definitions we need are the following.

Definition 3. A (pseudo-)Riemannian manifoldM is said homogeneous if it admits
as an isometry the transitive action of a group G. A group is said to act transitively

17



2. SUPERSYMMETRIC FIELD THEORIES

onM if any point of the manifold can be reached from any other by means of its
action.

Definition 4. The subgroup Hp < G which leaves fixed a point p of a homogeneous
space (i.e. ∀h ∈ Hp ⇒ hp = p) is called isotropy subgroup of the point. Being the
action of G transitive, any other point q = gp for g ∈ G and g /∈ H has an isotropy
subgroup Hq = gHpg

−1 < G, which is conjugate to Hp, and hence isomorphic to it.

A typical example of homogeneous manifold is a two-dimensional sphere S2, and the
group acting transitively on it is SO(3). Moreover, the north pole (1, 0, 0) is invariant
under that transformation of SO(2) < SO(3) that rotates the sphere around the ẑ-axis.

The isotropy group of a homogeneous manifold is unique up to conjugation. Therefore
it sufficies to calculate it for a properly chosen point and then all other follows. Any point
p of a homogeneous manifold is naturally labelled by parameters describing the element
of G which transports a conventional p0 to p itself. On the other hand, g belongs to an
equivalence class, thus if g carries p0 to p, any other element of gH does the same, and
one is led to characterise the points of a homogeneous space by the coset gH. It follows
that a homogeneous manifold can be identified with the coset manifold G/H defined
by the transitive group G divided by the isotropy group H. The equivalence classes
constituting the points of G/H can be labelled by a set of d coordinates y = (y1, . . . , yd),
where d = dim(G/H) = dimG− dimH.

Let us apply what we have just seen to the Minkowski space. In this case, the group
realising the transitive action is the Poincaré group. Moreover, noting that any Lorentz
transformation leaves the origin unchanged, we can understand the SO+(1, 3) is the
isotropy group. Therefore, it follows that Minkowski space is a 4-dimensional coset
manifold which can be defined as

M1,3 =
ISO+(1, 3)

SO+(1, 3)
.

Each coset – or, equivalently, each point in spacetime – has a unique representative
which is a translation parametrized by a quadruplet xm = (x0, x1, x2, x3) labelling the
coordinates of the point.

Superspace for N = 1 rigid supersymmetry can be defined in an analogous way. First,
we have to extend the Poincaré group to the super-Poincaré group, in such a way to
contain the supersymmetry generators Q and Q̄. But supersymmetry algebra is not a Lie
algebra, and it cannot be exponentiated to produce the corresponding Lie group; in fact, it
involves anticommutators. However, we can rewrite the algebra in terms of commutators
by introducing a set of constant Grassmann numbers (θα, θ̄α̇), which anti-commute with
any fermionic object and commute with any bosonic object. By this strategy we can
transform the anticommutators of the supersymmetry algebra into commutators, getting[

θQ, θ̄Q̄
]

= −2 θσmθ̄Pm ,
[
θQ, θ̄Q̄

]
=
[
θ̄Q̄, θ̄Q̄

]
= 0 .
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2.1. Superspace for N = 1, d = 4 Supersymmetry

The exponentiation procedure is now allowed, and a generic element of the super-Poincaré
group Gs-P is given by

g(x, ω, θ, θ̄) = exp
{

ixmP
m + i θQ+ i θ̄Q̄+

i

2
ωmnM

mn
}
.

Given the generic element g(x, ω, θ, θ̄) ∈ Gs-P, N = 1 superspace is defined as the
(4 + 4)-dimensional coset

M4|1 =
Gs-P

SO+(1, 3)
.

A point in superspace, i.e. an equivalence class in the cosetM4|1, is identified with the
representative corresponding to a super-translation through the one-to-one map(

xm, θα, θ̄α̇
)
↔ ex

mPmeθQ+θ̄Q̄ .

2.1.1 Conventions for N = 1, d = 4 Superspace

Along with the four commuting coordinates xm, the superspace is endowed with
anti-commuting coordinates θα and θ̄α̇. The latter have peculiar properties which are
worth to be recalled, with the aim to set some convention, too. One has to keep in
mind that, given their anticommuting nature, θαθβ = 0 when α = β: this implies that
θαθβθγ = 0, because at least two indices are equal. Derivation is defined by

∂α ≡
∂

∂θα
, ∂̄α̇ ≡

∂

∂θα̇
, ∂α ≡ ∂

∂θα
, ∂̄α̇ ≡ ∂

∂θα̇
,

with the conventions
∂α = −εαβ∂β , ∂̄α̇ = −εα̇β̇ ∂̄β̇ ,

and
∂αθ

β = δβα , ∂̄α̇θ̄
β̇ = δβ̇α̇ , ∂αθ̄

β̇ = ∂̄α̇θ
β = 0 .

Let us now consider integration of anticommuting variables, sometimes called Berezinian
integration. Starting from the case of a single Grassmann variable θ, one defines∫

dθ = 0 ,

∫
dθ θ = 1 .

This implies that for a function f(θ) = f0 + θf1 one has∫
dθ f(θ) =

∫
dθ (f0 + θf1) = f1 ,

∫
dθ δ(θ)f(θ) = f0 ,

and therefore Grassmann integration is equivalent to differentiation and δ(θ) = θ. More-
over, Berezin integrals are naturally invariant under translation, namely∫

d(θ + ξ) f(θ + ξ) =

∫
dθ f(θ) .
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2. SUPERSYMMETRIC FIELD THEORIES

As we will see later on, this property will prove important in the construction of super-
symmetry invariant actions. The generalization of Berezin integrals to N = 1, d = 4
superspace is straightforward. We will stick to the conventions

d2θ = −1

4
dθαdθβεαβ =

1

2
dθ1dθ2 , d2θ̄ = −1

4
dθ̄α̇dθ̄β̇ε

α̇β̇ =
1

2
dθ̄1̇dθ̄2̇ .

Finally, from the above conventions the following identities can be shown to hold:∫
d2θ θθ =

∫
d2θ̄ θ̄θ̄ = 1 ,

∫
d2θd2θ̄ θθ θ̄θ̄ = 1 ,∫

d2θ =
1

4
εαβ∂α∂β ,

∫
d2θ̄ = −1

4
εα̇β̇ ∂̄α̇∂̄β̇ .

2.2 Superfields

Roughly speaking, superfields are just fields in the superspace, i.e. functions of
the superspace coordinates (xm, θα, θ̄α̇). Given the anticommuting properties of the
Grassmann coordinates, a generic superfield Y(x, θ, θ̄) can be expanded in terms of the
component fields as

Y(x, θ, θ̄) = f(x) + θψ(x) + θ̄χ̄α̇(x) + θ2 m̄(x) + θ̄2 n(x) + θσmθ̄ Am(x)

+ θ2 θ̄λ̄(x) + θ̄2 θρ(x) + θ2θ̄2 d(x) ,

where the shorthand notations θ2 ≡ θθ and θ̄2 ≡ θ̄θ̄ are used. The component fields
are all complex fields. In order to compute the effect of an infinitesimal supersymmetry
transformation on a generic superfield, we need a realization of Qα and Q̄α̇ as differential
operators on superspace. For sake of clarity, we denote abstract operators by calligraphic
letters, and their representations by latin letters. We begin by recalling that in the usual
Minkowskian spacetime, translations are generated by the operator Pm. For a generic
field ϕ(x), a translation by a constant vector am is given by

ϕ(x+ a) = e−i aPϕ(x)ei aP ≈ ϕ(x)− iam [Pm, ϕ(x)] .

On the other hand, we can expand the translated field to linear order as

ϕ(x+ a) = ϕ(x) + am∂mϕ(x) ,

so that, by comparing these equations, one gets

[ϕ(x),Pm] = −i∂mϕ(x) ≡ Pmϕ(x) .

Therefore, an infinitesimal translation of a field by a parameter am induces a variation

δaϕ(x) = ϕ(x+ a)− ϕ(x) = iamPmϕ(x) .

We will find how a generic superfield Y(x, θ, θ̄) behaves under a supersymmetry transforma-
tion. Calculations are straightforward though lengthy, and therefore we will summarise the

20



2.2. Superfields

main steps. Moreover, for sake of brevity we will omit writing the functional dependence
of the superfield when unnecessary. One has

Y(x+ δx, θ + δθ, θ̄ + δθ̄) ≡ e−i(εQ+ε̄Q̄) Y(x, θ, θ̄) ei(εQ+ε̄Q̄) , (2.1)

and one defines also

δε,ε̄Y(x, θ, θ̄) ≡ Y(x+ δx, θ + δθ, θ̄ + δθ̄)− Y(x, θ, θ̄) . (2.2)

As a first thing, we write

Y(x, θ, θ̄) = e−i(xP+εQ+ε̄Q̄) Y(0, 0, 0) ei(xP+εQ+ε̄Q̄) ,

and using the Baker-Campbell-Hausdorff formula

eAeB = eC , C = A+B + [A,B] +
1

2

(
[A, [A,B]]− [B, [B,A]]

)
+ · · · ,

it is possible to compute e.g. the leftmost exponential in (2.1), finding the infinitesimal
variations of the coordinates

δxm = iθσmε̄− iεσmθ̄ , δθα = εα , δθ̄α̇ = ε̄α̇ .

It is remarkable that a supersymmetry transformation includes a spacetime translation,
though it should not be unexpected, for the commutator of two supercharges is proportional
to the momentum. Secondly, we expand equation to linear order (2.2) as

δε,ε̄Y(x, θ, θ̄) = Y + δxm∂mY + δθα
∂

∂θα
Y + δθ̄α̇

∂

∂θ̄α̇
Y − Y

= (iθσmε̄− iεσmθ̄)∂mY + εα∂αY + ε̄α̇∂̄α̇Y . (2.3)

On the other hand, from (2.1) we obtain

δε,ε̄Y(x, θ, θ̄) = Y − i
[
εQ + ε̄Q̄,Y

]
− Y = −iεα [Qα,Y] + iε̄α̇

[
Q̄α̇,Y

]
. (2.4)

If we now define
QαY ≡ [Y,Qα] , Q̄α̇Y ≡

[
Y, Q̄α̇

]
,

by comparison with (2.3) one finds

δε,ε̄Y(x, θ, θ̄) = i(εQ+ ε̄Q̄)Y(x, θ, θ̄) ,

and from equation (2.4) we finally obtain

Qα = −i∂α − σmαα̇θ̄α̇∂m , Q̄α̇ = i∂̄α̇ + θασ̄mαα̇∂m .

At this point, we can give a more precise definition of what a superfield is: it is a field in
superspace which transforms according to (2.1) under a supersymmetry transformation.
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We aim to build an action which is invariant under a transformation of the super-
Poincaré group − up to total spacetime derivatives. The superspace formulation is by far
much more convenient because the quantity∫

d4x d2θ d2θ̄ Y(x, θ, θ̄)

is invariant under supersymmetry provided that Y(x, θ, θ̄) is a superfield. In fact, we
have seen above that Berezin integrals are translationally invariant: a supersymmetry
transformation in superspace is nothing but a translation, and this implies that

δε,ε̄

[∫
d4x d2θ d2θ̄ Y(x, θ, θ̄)

]
=

∫
d4x d2θ d2θ̄ δε,ε̄Y(x, θ, θ̄) ,

i.e. there is no variation of the measure. On the other hand, we have seen that

δε,ε̄Y = εα∂αY + ε̄α̇∂̄
α̇Y + ∂m

[
i(θσmε̄− εσmθ̄)Y

]
,

and since the third term is a total derivative, and the first two terms are integrated to
zero since there are not enough θ or θ̄ to make up for the measure, we end up with

δε,ε̄

[∫
d4x d2θ d2θ̄ Y(x, θ, θ̄)

]
= 0 .

Supersymmetric invariant actions are thus constructed by integrating in the superspace
a properly defined superfield, say S, which cannot be totally generic. Indeed, upon
integration of the Grassmann coordinates, it has to produce a lagrangian density, namely
a real and Poincaré invariant operator of mass dimension four. Summarising, we have

I =

∫
d4x d2θ d2θ̄ S(x, θ, θ̄) =

∫
d4xL .

2.2.1 Chiral Superfields

The generic superfield Y(x, θ, θ̄) we have dealt with up to now is not an irreducible
representation of the supersymmetry algebra; in fact, its expansion shows that there are
too many component fields. Supersymmetric constraints have to be imposed in order to
obtain an irreducible representation: indeed, this reduces the number of components, but
the superfield nature is not spoiled. One of such constraints can be imposed by means of
the covariant derivatives, which are defined as

Dα ≡ ∂α + iσmαα̇θ̄
α̇∂m , D̄α̇ ≡ ∂̄α̇ + iθσmαα̇∂m ,

and which obey the following algebra{
Dα, D̄α̇

}
= 2iσmαα̇∂m = −2σmαα̇Pm ,

{
Dα,Dβ

}
=
{
D̄α̇, D̄β̇

}
= 0 .

In fact, covariant derivatives can be used to put supersymmetry invariant constraints
because for any superfield Y(x, θ, θ̄) it holds that

δε,ε̄(DαY) = Dα(δε,ε̄Y) .

We can thus define chiral superfields as follows.
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2.2. Superfields

Definition 5. A chiral superfield is a superfield Φ such that D̄α̇Φ = 0. Similarly, an
anti-chiral superfield Ψ is such that DαΨ = 0.

Clearly, if Φ is a chiral superfield, its hermitian conjugate Φ̄ is anti-chiral. On the other
hand, Φ cannot be both chiral and anti-chiral at the same time, otherwise it would be a
constant because {Dα, D̄α̇}Φ = 0 = 2iσmαα̇∂mΦ. In order to find the expression of a chiral
superfield in terms of its component fields, it is convenient to introduce new coordinates
ym and ȳm as

ym = xm + iθσmθ̄ , ȳm = xm − iθσmθ̄ .

Noting that D̄α̇ym = D̄α̇θβ = 0 and Dαȳm = Dαθ̄α̇ = 0, the constraint of D̄α̇Φ = 0
implies that Φ can only depend on ym and θ, so that

Φ(y, θ) = φ(y) +
√

2 θψ(y)− θ2F (y) . (2.5)

Analogously, Φ̄ can only depend on ȳm and θ̄, and therefore

Φ̄(ȳ, θ̄) = φ̄(ȳ) +
√

2 θ̄ψ̄(ȳ)− θ̄2F̄ (ȳ) . (2.6)

The full expression in (xm, θα, θ̄α̇) coordinates can be obtained by Taylor-expanding (2.5)
(and similarly (2.6)), finding

Φ(x, θ, θ̄) = φ(x)+
√

2θψ(x)−θ2F (x)+iθσmθ̄∂mφ(x)− i√
2
θ2∂mψ(x)σmθ̄− 1

4
θ2θ̄2�φ(x) .

This expression can be conveniently rewritten as Φ(x, θ, θ̄) = eiθσmθ̄∂mΦ(x, θ). Sim-
ilarly, the corresponding expression for Φ̄(x, θ, θ̄) can be repackaged as Φ̄(x, θ, θ̄) =
e−iθσmθ̄∂mΦ̄(x, θ). From the expansion in terms of the component fields, we can see that
the chiral superfield is worth its name: indeed, it contains exactly the degrees of freedom
of the chiral super-multiplet. Let us now find how a chiral superfield behaves under
a supersymmetry transformation, i.e. we want to compute δε,ε̄Φ = i(εQ + ε̄Q̄)Φ. In
particular, this is more conveniently done in the (ym, θ) coordinate basis, where

Qα = −i∂α , Q̄α̇ = i∂̄α̇ + 2θασmαα̇
∂

∂ym
.

One has

δε,ε̄Φ(y, θ) =
[
εα∂α + 2i(θσmε̄)

∂

∂ym

](
φ+
√

2θψ − θ2F
)

=
√

2 εψ − 2 εθF + 2i(θσmε̄)∂mφ+ 2i
√

2(θσmε̄) θ∂mψ

=
√

2 εψ +
√

2θα
[√

2i(σmε̄)α∂mφ−
√

2 εαF
]

+ i
√

2θ2(ε̄σ̄m)α∂mψ
α ,

and therefore one ends up with

δφ =
√

2 εψ , δψα = −
√

2 εαF +
√

2 i(σmε̄)α ∂mφ , δF =
√

2 i∂mψ σ
mε̄ .
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2. SUPERSYMMETRIC FIELD THEORIES

2.2.2 Real Scalar Superfields

The general expansion of Y(x, θ, θ̄) contains also a vector field Am(x). In order to
describe gauge interactions in the superfield formalism, one has to find a new supersym-
metric constraint which preserves the Am component, and makes it real, too. All that we
need to do is to define a real scalar superfield V , is to impose the reality condition V̄ = V .
The general expansion in terms of the component fields is

V(x, θ, θ̄) = C(x) + iθχ(x)− iθ̄χ̄(x)− θσmθ̄ Am(x)

+
i

2
θ2
[
M(x) + iN(x)

]
− i

2
θ2
[
M(x)− iN(x)

]
+ iθ2θ̄

[
λ̄(x) +

i

2
σ̄m ∂mχ(x)

]
− iθ̄2θ

[
λ(x)− i

2
σm ∂mχ̄(x)

]
+ iθ2θ̄2

[
D(x)− 1

2
�C(x)

]
.

One can notice that there are eight fermionic plus eight bosonic off-shell degrees of freedom.
These can be reduced to four bosonic plus four fermionic by imposing appropriate gauge-
fixing conditions. Finally, requiring on-shellness one ends up with two bosonic plus
two fermionic degrees of freedom, which coincide with those of the massless vector
super-multiplet.

We are interested in finding the supersymmetric generalization of gauge transforma-
tions. To this end, one can notice that, if Φ is a chiral superfield, then the combination
Φ + Φ̄ is still a superfield. It is not chiral or antichiral, but a real superfield. Moreover,

V 7→ V + Φ + Φ̄ =⇒ Am 7→ Am + ∂m(2 Imφ) .

One can notice that this is just the way a vector field transforms under abelian gauge trans-
formation, therefore V 7→ V+ Φ + Φ̄ is the natural generalization of gauge transformations
we are looking for. As far as the other components are concerned, one has

C 7→ C + 2Reφ , χ 7→ χ− i
√

2ψ , M 7→M − 2 ImF , N 7→ N + 2ReF ,

while λ(x) and D(x) are left unchanged. Hence, choosing Φ in the proper way, it is
possible to eliminate C, χ, M and N : this gauge is named after Wess and Zumino (WZ
gauge in the following), and with this choice the vector superfield becomes

VWZ(x, θ, θ̄) = −θσmθ̄ Am(x) + iθ2 θ̄λ̄(x)− iθ̄2 θλ(x) +
1

2
θ2θ̄2D(x)

We have ended up with four bosonic plus four fermionic degrees of freedom off-shell.
Finally, imposing the equations of motion for D(x), Am(x) and λ(x), we get two fermionic
plus two fermionic degrees of freedom on-shell. We can close this section with some
remarks:

• in the WZ gauge no further constraint is put on Am, thus we still have the freedom
to perform ordinary gauge transformation;
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2.3. Actions for N = 1 Supersymmetry

• the WZ gauge breaks supersymmetry invariance, i.e. acting with a supersymmetry
transformation on VWZ, we obtain a vector superfield which is no longer in the WZ
gauge. Nevertheless, this gauge is useful in practical calculations, therefore, after
a supersymmetry transformation, one has to perform a gauge transformation to
compensate the new terms and go back to the WZ gauge;

• in the WZ gauge it holds that

V2
WZ =

1

2
θ2θ̄2AmA

m → VnWZ = 0 forn ≥ 3 .

2.3 Actions for N = 1 Supersymmetry

We want to study the possible actions that one can build with chiral and vector
superfields. These are the basic ingredients needed to build a unified theory of matter and
gauge fields in a supersymmetric framework. We will first describe how supersymmetric
matter lagrangians can be constructed, moving then to supersymmetric pure gauge field
lagrangiangs and finally these two sectors will be coupled together.

2.3.1 Matter Fields Lagrangian

The simplest theory one can think of is that of a single chiral superfield Φ. Let us
consider the quantity ∫

d2θ d2θ̄ Φ̄Φ . (2.7)

Besides being invariant under supersymmetry, it is real and scalar, as one can infer from
the first component; in fact, this can be used as a reference because the only non-vanishing
term in the integral, namely the θ2θ̄2 component field, has the same structure: it is a scalar
because there is no free index, and it is also real because (θ2θ̄2)† = θ2θ̄2. Moreover, the
mass dimension is of the correct value: indeed, recalling that Φ(y, θ) = φ(y)+

√
2θψ−θ2F

we see that [θ] = [θ̄] = −1
2 . Therefore, in general, if [Y] is the dimension of a generic

superfield, the θ2θ̄2 component has dimension [Y] + 2. We can thus conclude that, since
[Φ̄Φ] = 2, then [Φ̄Φ

∣∣
θ2θ̄2 ] = 4. The integration in superspace is performed starting from

Φ(y) and Φ̄(ȳ) and taking the product, expanding the result in (x, θ, θ̄) and finally picking
only the θ2θ̄2 component. One ends up with

Lk =

∫
d2θ d2θ̄ Φ̄Φ = ∂mφ̄ ∂

mφ+
i

2

(
∂mψ σ

mψ̄ − ψσm ∂mψ̄
)

+ F̄F . (2.8)

The field F is not dynamical, as one can see from the absence of its kinetic term.
Integrating out this field, we obtain a lagrangian describing physical degrees of freedom
only. However, it is possible to obtain the equations of motion for φ, ψ and F directly
from the superspace expression, rather than passing through the lagrangian (2.8). Indeed
we have to remember that, being Φ a chiral superfield, equation (2.7) is a constrained
integral. That integral can be rewritten as an unconstrained one, noting that the only
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2. SUPERSYMMETRIC FIELD THEORIES

difference between the covariant derivative Dα and the usual derivative ∂α is a total
spacetime derivative hence ∫

d2θ =
1

4
εαβ∂α∂β =

1

4
εαβDαDβ ,

which leads to ∫
d2θ d2θ̄ Φ̄Φ =

1

4

∫
d2θ̄ Φ̄D2Φ .

Varying the action with respect to Φ̄ one gets D2Φ = 0, which furnishes the equations of
motion for the component fields − upon expanding in (x, θ, θ̄). On the other hand, the
action (2.7) can be generalized. Let us try to consider a generic function of Φ and Φ̄, say
K(Φ, Φ̄). The quantity ∫

d2θ d2θ̄ K(Φ, Φ̄) (2.9)

is a viable matter action if the function K(Φ, Φ̄):

• is a superfield of mass dimension [K] = 2;

• is real and scalar;

• depends only on Φ and Φ̄ and not on their covariant derivatives, because otherwise
the θ2θ̄2 component would give third (or higher) order derivative terms, that are
usually not allowed in field theory, since they may lead to so-called ghosts whose
kinetic energy is negative.

It turns out that the most general form of K(Φ, Φ̄) satisfying the requirements above is
the so-called Kähler potential

K(Φ, Φ̄) =
∞∑

i,j=1

cijΦ̄
iΦj ,

with c∗ij = cij . Since [Φ̄iΦj ] = i+ j, the coefficients cij with i or j bigger than one have
[cij ] < 0, and (2.9) can produce non-renormalizable theories. It appears thus natural
to associate cij with the cut-off of the theory Λ, in such a way that cij ∼ Λ2−(i+j).
Renormalizable theories instead require that the only non-vanishing coefficient is c11.
One can notice that the term Φ + Φ̄ meets all the physical requirements to produce a
supersymmetric action, but it gives vanishing contribution because the θ2θ̄2 term is a
total spacetime derivative. Thus two Kähler potentials K and K ′ such that K ′(Φ, Φ̄) =
K(Φ, Φ̄) + Λ(Φ) + Λ̄(Φ̄) (for Λ, Λ̄ chiral and anti-chiral, respectively) give the same
contribution to a lagrangian, despite being actually different.

The next step consists in finding a way to describe interactions between matter
particles, as for instance scalar interactions or Yukawa couplings. There is another
possibility to build supersymmetric invariant actions when dealing with chiral superfields.

26



2.3. Actions for N = 1 Supersymmetry

Let Ψ be one such field: as we noted above, the integration of Ψ in full superspace gives
null contribution, but what about an integration over half superspace? In fact, the integral∫

d4x d2θ Ψ ,

is not null because the θ2 component is not a total derivative; moreover, concerning
supersymmetry invariance it is perfectly legitimate, since the non-vanishing component
transforms as a total spacetime derivative under supersymmetry transformations. Usually,
integrals over the full superspace are called D-terms, while those over half superspace
are named F-terms: the former are less general because one can play with derivatives
and rewrite them as the latter, the contrary being generally not possible. By means
of appropriate F-terms we can describe chiral superfields interactions. Let W (Φ) be a
function of a chiral superfield Φ only: with this requirement, W (Φ) is a holomorphic
function, i.e. ∂W

∂Φ̄
= 0, and it as also a chiral superfield, indeed

D̄α̇W (Φ) =
∂W

∂Φ
D̄α̇Φ = 0 .

By introducing the hermitian conjugate W̄ (Φ̄) the interaction lagrangian can be defined
as

Lint =

∫
d2θ W (Φ) +

∫
d2θ̄ W (Φ̄) .

The function W (Φ) is the so-called superpotential, and apart from holomorphicity:

• it should not contain derivatives of Φ, because DαΦ is no longer a chiral superfield;

• it should have mass dimension [W ] = 3.

It follows that the superpotential has an expression as

W (Φ) =

∞∑
k=1

akΦ
k ,

and if one wants to keep the theory renormalizable then k = 1, 2, 3. On the other hand
W (Φ) may be constrained also by the R-symmetry. Recalling that [R,Qα] = −Qα, we see
that the R-charge is lowered by one unit each time Qα acts. Moreover, we have seen that
the chiral super-multiplet of fields is constructed basically acting with Qα on a properly
chosen complex scalar φ obtaining ψα, and then acting on it again with Qα obtaining F .
This means that if we assign R(φ) = r, then R(ψ) = r−1 and R(F ) = r−2. On the other
hand, in building the superspace we have found that

[
θQ, θ̄Q̄

]
= −2 θσmθ̄Pm: since one

should have R(θ) = −R(θ̄) and the right hand side should have zero R-charge, it holds
that R(θ) = −R(Q) = +1, and conversely R(θ̄) = −R(Q̄) = −1. Finally, Grassmann
algebra is such that dθ = ∂/∂θ, and therefore R(dθ) = −R(dθ̄) = −1. All in all, from
the requirement R(L) = 0 one has R(d2θW ) = 0, hence R(W ) = +2.

27



2. SUPERSYMMETRIC FIELD THEORIES

The integration of W (Φ) on superspace is easily performed recalling the expansion of
the chiral-superfield in the (ym, θ) coordinates, i.e. Φ(y, θ) = φ(y) +

√
2θψ(y)− θ2F (y).

It follows that

W (Φ) = W +
√

2
∂W

∂φ
θψ +

(
∂2W

∂φ∂φ
θψ θψ − θ2∂W

∂φ
F

)
= W +

√
2
∂W

∂φ
θψ − θ2

(
1

2

∂2W

∂φ∂φ
ψψ +

∂W

∂φ
F

)
,

using θψ θψ = θαψα θ
βψβ = −1

2θ
2ψψ. One should bear in mind that in the expansion

the superpotential is evalueted on φ, namely W = W (φ). At this point the expression in
(xm, θ, θ̄) is obtained simply taking ym = xm, because the terms one misses, and which
would have been obtained by means of the usual expansion procedure, are just total
spacetime derivatives. One gets therefore

Lint =

∫
d2θ W (Φ) +

∫
d2θ̄ W (Φ̄) = −1

2

∂2W

∂φ∂φ
ψψ − ∂W

∂φ
F + h.c. .

Gathering together what we have obtained up to now, we see that the most general
supersymmetric invariant matter lagrangian reads

Lm =

∫
d2θ d2θ̄ K(Φ, Φ̄) +

(∫
d2θ W (Φ) + h.c.

)
. (2.10)

Supposing one wants to consider only renormalizable theories, the full expansion in terms
of the component fields is

Lm = ∂mφ̄ ∂
mφ+

i

2

(
∂mψ σ

mψ̄ + ψσm ∂mψ̄
)

+ FF̄ −
(
∂W

∂φ
F +

1

2

∂2W

∂φ∂φ
ψψ + h.c.

)
,

with W (φ) at most cubic. The equations of motion for F and F̄ are

F̄ = −∂W
∂φ

, F = −∂W
∂φ̄

,

hence substituting above one gets the lagrangian

Lm = ∂mφ̄ ∂
mφ+

i

2

(
∂mψ σ

mψ̄ + ψσm ∂mψ̄
)
−
∣∣∣∣∂W∂φ

∣∣∣∣2 − 1

2

(
∂2W

∂φ∂φ
ψψ + h.c.

)
, (2.11)

and one can read-off the scalar potential V (φ, φ̄) =
∣∣∣∂W∂φ ∣∣∣2. The generalization to a set of

n chiral-superfields is straightforward. In particular, for a renormalizable theory one has

K = Φ̄iΦ
i , W = aiΦ

i +
mij

2
Φ̄iΦj +

gijk
3

ΦiΦjΦk , V =

n∑
i=1

∣∣∣∣∂W∂φ
∣∣∣∣2 .
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2.3.2 Non-linear Sigma Model

Let us consider an important example of supersymmetric matter model in which
renormalizability is not demanded. In this case, Kähler potential is no longer required to
be quadratic, and the superpotential can be a polynomial of degree higher than three.
For sake of simplicity we define the following quantities

Ki =
∂K

∂φi

∣∣∣∣
φ,φ̄

, Ki =
∂K

∂φ̄i

∣∣∣∣
φ,φ̄

, Ki
j =

∂2K

∂φi∂φ̄j

∣∣∣∣
φ,φ̄

,

Wi =
∂W

∂φi

∣∣∣∣
φ

, W i =
∂W

∂φ̄

∣∣∣∣
φ̄

, Wik =
∂2W

∂φi∂φj

∣∣∣∣
φ

, W ij = W ij .

As a first thing, we want to extract the F-tem. The superpotential can be conveniently
rewritten as

W (Φ) = W (φ) +Wi∆
i +

1

2
Wij∆

i∆j

for ∆i(y, θ) = Φi(y, θ)− φi(y) =
√

2θψi(y)− θ2F (y), and therefore∫
d2θ W (Φ) + h.c. = −WiF

i − 1

2
Wijψ

iψj + h.c. .

As far as the D-term is concerned, the derivation is a bit more involved. In the (x, θ, θ̄)
coordinates we introduce

∆i(x, θ, θ̄) = Φi(x, θ, θ̄)− φi(x) , ∆̄i(x, θ, θ̄) = Φ̄i(x, θ, θ̄)− φ̄i(x) , (2.12)

which explicitly read

∆i(x, θ, θ̄) =
√

2θψi(x)− θ2F i(x) + iθσmθ̄∂mφ
i(x)− i√

2
θ2∂mψ

i(x)σmθ̄ − 1

4
θ2θ̄2�φi(x) ,

and ∆̄i accordingly, being ∆̄i = (∆i)†. One can notice that, since ∆i∆j ∼ θ2, one has
∆i∆j∆k = 0. With the definitions in (2.12), the Kähler potential reads

K(Φ, Φ̄) = K(φ, φ̄) +
(
Ki∆

i +Ki∆i

)
+

1

2

(
Kij∆

i∆j +Kij∆̄i∆̄j

)
+K j

i ∆i∆̄j

+
1

2

(
K l
ij∆

i∆j∆̄l +Kij
l ∆l∆̄i∆̄j

)
+

1

4
K lm
ij ∆i∆j∆̄l∆̄m .

Hence it follows that∫
d2θ d2θ̄ K(Φ, Φ̄) = −1

4

(
Ki�φ

i +Ki�φ̄i
)
− 1

4

(
Kij∂mφ

i∂mφj +Kij∂mφ̄i∂
mφ̄j

)
+K j

i

(
F iF̄j +

1

2
∂mφ

i∂mφ̄j −
i

2
ψiσm∂mψ̄j +

i

2
∂mψ

i σmψ̄j

)
+

i

4
K l
ij

(
ψiσmψ̄l ∂mψ

j + ψjσmψ̄l ∂mψ
i − 2iψiψjF̄

)
+ h.c.

+
1

4
K lm
ij ψ

iψjψ̄lψ̄m + total derivatives . (2.13)
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One can see that the first row of (2.13) is actually a total derivative, and hence can be
dropped out of the lagrangian, finding∫

d2θ d2θ̄ K(Φ, Φ̄) = Kj
i

(
F iF̄j + ∂mφ

i∂mφ̄j −
i

2
ψiσm∂mψ̄j +

i

2
∂mψ

i σmψ̄j

)
+

i

4
K l
ij

(
ψiσmψ̄l ∂mψ

j + ψjσmψ̄l ∂mψ
i − 2iψiψjF̄

)
+ h.c.

+
1

4
K lm
ij ψ

iψjψ̄lψ̄m + total derivatives .

Since in the previous expression the Kähler potential shows up only as Ki
j , we see that

K(φ, φ̄) 7→ K(φ, φ̄) + Λ(φ) + Λ̄(φ̄)

is a symmetry of the model. Moreover, K j
i is hermitian being K(φ, φ̄) real, and it is also

positive definite, as one can see from the fact that the kinetic terms have positive sign.
Thus K j

i possesses all the right properties to be interpreted as a metric on a manifol K
of complex dimension, and whose coordinates are the scalar fields φ. In particular, one
speaks of Kähler metric and Kähler manifold, respectively. However, one should prove
that any term in the lagrangian can be written in terms of geometrical quantities defined
on K, before concluding that this is a sigma-model with Kähler manifold as target space.
By means of the equations of motion of the auxiliary field

F i = (K−1)ijW
j − 1

2
Γilmψ

lψm

with Γilm ≡ (K−1)ijK
j
lm, the lagrangian can be rewritten as

L = Kj
i

[
∂mφ

i ∂mφ̄j +
(
i

2
∇mψ σmψ̄j + h.c.

)]
− (K−1)ijWiW

j

− 1

2

(
Wij − ΓlijWl

)
ψiψj − 1

2

(
W ij − Γijl W

l
)
ψ̄iψ̄j +

1

4
Rlmij ψ

iψjψ̄lψ̄m ,

where the covariant derivative is defined as

∇mψ = ψi∂mψ
i + Γijl ∂mφ

i ψl , ∇mψ̄i = ∂mψ̄i + Γjli ∂mφ̄jψ̄l ,

and the curvature tensor is given by

Rlmij = K lm
ij −Kr

ij(K
−1)srK

lm
s .

As one could expect, the component lagrangian and the relevant physical parameters
such as masses and couplings depend on K in a geometrical fashion, namely through the
connection Γijk and the curvature tensor Rijkl. There are infinitely many Kähler metrics
corresponding to as many N = 1 supersymmetric sigma-models. The renormalizable case
is recovered for K j

i = δij .

2.3.3 Gauge Field Lagrangian

The basic quantity we have to consider to find a generalization of YM theories is the
real superfield V.
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Abelian Gauge Field Theories

Let us begin with the simplest case of abelian gauge groups. We recall that the vector
field Am naturally appears as a component of V, thus all that we need to do is finding a
proper generalization of the field-strength tensor. Let us introduce the objects

Wα = −1

4
D̄D̄DαV , W α̇ = −1

4
DDD̄α̇V ,

which are clearly superfields because V is a superfield and D, D̄ commute with supersym-
metry transformations. Moreover, Wα is a chiral superfield since D̄3 = 0. Recalling now
that abelian gauge transformations are given by V + Φ + Φ̄, one has

Wα 7→ Wα −
1

4
D̄D̄Dα

(
Φ + Φ̄

)
=Wα +

1

4
D̄β̇ {D̄β̇,Dα}︸ ︷︷ ︸

2iσm
αβ̇

Φ =Wα ,

hence one can take advantage of gauge invariance to work in the WZ-gauge and simplify
the calculations.

In order to find the component fields ofWα, it is convenient to use (ym, θ) coordinates.
One has

VWZ = −θσmθ̄ Am(y) + iθ2 θ̄λ̄(y)− iθ̄2 θλ(y) +
1

2
θ2θ̄2

[
D(y) + i∂mA

m(y)
]
,

and recalling that Dα = ∂α + 2i σmαα̇θ̄
α̇(∂/∂ym), after a lenghty calculation one ends up

with
Wα = −iλα + θαD − i(σmnθ)αFmn + θ2(σm∂mλ̄)α ,

where Fmn = ∂mAn − ∂nAm is the usual field-strength for abelian gauge theories. The
supersymmetric field-strength is a chiral superfield whose lowest component is the fermion
λα, called gaugino, hence Wα is also termed gaugino superfield. Since [Wα] = 3

2 , we
see that a possible lagrangian is given by a scalar term constructed with the use of two
gaugino superfields, namely∫

d2θ WαWα = −1

2
FmnF

mn +
i

4
εmnpqFmnFpq − 2iλσm∂mλ̄+D2 . (2.14)

However, in order to get a real object, we should consider also the hermitian conjugate,
so that

Lgauge = 1
4

∫
d2θ WαWα + h.c. = −1

4FmnF
mn − iλσm∂mλ̄+ 1

2D
2 .

Non-Abelian Gauge Field Theories

We now turn our attention to non-abelian gauge theories. The first thing one needs to
do is to promote the vector superfield to an object living in the Lie algebra of the group
G. In particular, we take V = Vata, a = 1, . . . , dimG, for ta hermitian generators and
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2. SUPERSYMMETRIC FIELD THEORIES

with the normalization tr
[
tatb
]

= δab. Secondly, we have to define the finite version of
the gauge transformation V 7→ V + Φ + Φ̄. This is given by

eV 7→ eiΛ̄eVe−iΛ , (2.15)

and it reduces to the abelian transformation to leading order in Λ, and identifying
Φ = −iΛ. Still, we use the WZ gauge, and recalling that VnWZ = 0 for n ≥ 3 one gets

eV = 1 + V +
1

2
V2 .

The generalization of the gaugino superfield is provided by

Wα = −1

4
D̄D̄

[
e−VDαeV

]
, Wα −

1

4
DD

[
eVD̄α̇e−V

]
.

Applying the transformation (2.15) one gets

Wα 7→ −
1

4
D̄D̄

[
eiΛe−Ve−iΛ̄Dα

(
eiΛ̄eVe−iΛ

)]
= −1

4
eiΛD̄D̄

[
e−VD̄α

(
eVe−iΛ

)]
= −1

4
eiΛD̄D̄

[
e−V

(
D̄αeV

)
e−iΛ +Dαe−iΛ

]
= eiΛWαe

−iΛ +
1

4
eiΛD̄β̇ {D̄β̇,Dα}︸ ︷︷ ︸

2iσmαα̇∂m

e−iΛ = eiΛWαe
−iΛ ,

and likewise W α̇ 7→ eiΛ̄W α̇e
−iΛ̄, i.e. Wα and W α̇ transform covariantly as they should do.

In order to find the component fields, we make use of the (ym, θ) coordinates. Expanding
eV in the WZ gauge one gets

Wα = −1

4
D̄D̄

[(
1− V +

1

2
V2
)
Dα
(

1 + V +
1

2
V2
)]

= −1

4
D̄D̄DαV −

1

8
D̄D̄

[(
DαV

)
V + V

(
DαV

)]
+

1

4
D̄D̄

(
VDαV

)
= −1

4
D̄D̄DαV +

1

8
D̄D̄[V,DαV] .

The first term is already known from the discussion of the abelian case. Concerning the
second term, one has

1

8
D̄D̄ [V,DαV] = −1

2
(σmnθ)α [Am, An]− i

2
θ2σmαα̇

[
Am, λ̄

α̇
]
,

and finally one arrives at

Wα = −iλα(y) + θαD(y)− i(σmnθ)αFmn + θ2
[
σm∇mλ̄(y)

]
α
,

with non-abelian field-strength and gauge covariant derivative respectively given by

Fmn = ∂mAn − ∂nAm −
i

2
[Am, An] , ∇m• = ∂m • −

i

2
[Am, •] .

One can also introduce a coupling constant g through the redefinitions

V 7→ 2gV ↔ Am 7→ 2gAm , λ 7→ 2gλ , D 7→ 2gD ,
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2.3. Actions for N = 1 Supersymmetry

which in turn imply

Fmn = ∂mAn − ∂nAm − ig [Am, An] , ∇m• = ∂m • −ig [Am, •] .

This results in Wα 7→ 2gWα, therefore, in order that the kinetic terms be canonically
normalized, the superspace integral defining the lagrangian has to be multiplied by factor
1/4g2. In this way, one gets

LSYM =
1

16g2

∫
d2θ trWαWα + h.c. = tr

[
−1

4
FmnF

mn − iλσm∇mλ̄+
1

2
D2
]
. (2.16)

On the other hand, a topological term can be included in a straightforward way if we
take a complexified coupling. In particular, we can define τ =

2π

g2 + i
ΘYM

2π
, so that the

lagrangian becomes now

LSYM =
τ

32π

∫
d2θ trWαWα + h.c.

= tr
[
−1

4
FmnF

mn − iλσm∇mλ̄+
1

2
D2
]
+

ΘYM

8π2 g
2 tr
[
∂m(λ̄σmλ) +

1

4
εmnpqF

mnF pq
]
.

2.3.4 Gauge-Matter Lagrangian

We can finally see how to couple the matter and gauge sectors in a supersymmetric
framework.

Let us consider a chiral superfield Φ transforming in a given representation of the
gauge group, say R, so that T a → (T aR)ij , with i, j = 1, . . . , dimR. For sake of clarity, in
the following the subscript R will be omitted when unnecessary. The action of the gauge
group on the matter superfield is defined as

Φ 7→ Φ′ = eiΛΦ , Λ = ΛaT a ,

for Λ again a chiral superfield to ensure Φ′ be such. However, the kinetic term we
considered so far

∫
d2θ d2θ̄ Φ̄Φ is not gauge invariant, indeed

Φ̄Φ 7→ Φ̄e−iΛ̄eiΛΦ 6= Φ̄Φ̄ .

Recalling that eV 7→ e−iΛ̄eVe−iΛ, we see that we can construct a gauge invariant kinetic
term as Φ̄eVΦ. On the other hand, also the superpotential has to be compatible with
gauge symmetry. This means that terms like ti1...inΦi1 · · ·Φin are allowed if and only of
ti1...in is an invariant tensor for the gauge group, and if R× · · · × R contains the singlet
representation. Keeping this in mind, we can write the complete lagrangian for charged
matter as

Lm =

∫
d2θ d2θ̄ Φ̄eVΦ +

∫
d2θ W (Φ) +

∫
d2θ̄ W (Φ̄) .

Working in the WZ gauge, it is possible to find the D-term of this lagrangian. One has
Φ̄eVΦ = Φ̄Φ + Φ̄VΦ + 1

2 Φ̄V2Φ, and while the first term is already known, we have for the
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second and the third contribution

Φ̄VΦ
∣∣
θ2θ̄2 =

i

2
φ̄Am ∂mφ−

i

2
∂mφ̄ A

mφ− 1

2
ψ̄σ̄mAmψ +

i√
2
φ̄λψ − i√

2
ψ̄λ̄ψ +

1

2
φ̄Dφ ,

Φ̄V2Φ
∣∣
θ2θ̄2 =

1

2
φ̄AmAmφ .

All in all, one gets

Φ̄eVΦ|θ2θ̄2 = ∇mφ∇mφ− iψ̄σ̄m∇mψ + F̄F +
i√
2
φ̄λψ − i√

2
ψ̄λ̄φ+

1

2
φ̄Dφ ,

with
∇m = ∂m −

i

2
AamT

a
R ,

and φ̄λψ = φ̄i(T
a
R)ijλ

aψj , similarly for the complex conjugate and terms alike. Introducing
a coupling g as we did previously, and using the identity ψ̄σ̄m∇mψ = ψσm∇mψ̄ we get

Φ̄eVΦ
∣∣
θ2θ̄2= ∇mφ∇mφ− iψσm∇mψ̄ + F̄F + ig

√
2 φ̄λψ − ig

√
2 ψ̄λ̄φ+ gφ̄Dφ ,

with ∇m = ∂m− igAamT
a
R. Actually, there is still a term that we can add to the lagrangian:

this is the so-called Fayet-Iliopoulos term. Suppose that the gauge group contains some
U(1) factor. Let VA be the vector superfield corresponding to one of these factors. Its
D-term transforms as a total spacetime derivative under Va 7→ Va − iΛ + iΛ̄, hence a
lagrangian like

LF-I =
M∑
A=1

ξA

∫
d2θ d2θ̄ VA =

1

2

M∑
A=1

ξAD
A

is both susy invariant and gauge invariant.
All in all, the most general supersymmetric invariant, renormalizable, gauge invariant

lagrangian describing the coupling of matter and gauge fields is

L = LSYM + Lm + LF-I

=
τ

32π

∫
d2θ trWαWα + h.c.

+

∫
d2θ d2θ̄ Φ̄e2gVΦ +

(∫
d2θ W (Φ) + h.c.

)
+
∑
A

ξA

∫
d2θ d2θ̄ VA . (2.17)

2.3.5 Supersymmetric Vacua

From the explicit expressions in terms of the component fields that we have found
before, one can notice that (2.17) contains the auxiliaty fields Da and F j . These can be
integrated out by means of their equations of motion

F̄j =
∂W

∂φj
, Da = −g

(
φ̄T aφ+ ξa

)
, (2.18)
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with the condition ξa = 0 for a /∈ A. Plugging (2.18) into (2.17) one obtains the scalar
potential

V (φ, φ̄) =
∂W

∂φj
∂W

∂φ̄j
+

1

2
g2
∑
a

∣∣φ̄j(T a)ijφj + ξa
∣∣2 =

(
F̄F +

1

2
D2
)∣∣∣∣

on-shell
.

The scalar potential is a semi-definite positive quantity, namely

V (φ, φ̄) ≥ 0 ,

the equality being saturated when the D-term equation and the F-term equation are
simultaneously satisfied, i.e. when

F̄j(φ) = 0 and Da(φ, φ̄) = 0 . (2.19)

The configurations satisfying (2.19) are supersymmetric vacua. This can be understood
noting that

• a vacuum has to be Lorentz invariant, hence all field derivatives as well as any field
apart from scalar fields have to be null on the vacuum;

• the only allowed non-trivial term in the hamiltonian which is non-vanishing has to
be scalar, and thus it coincides with the scalar potential.

It follows that the vacua are in one-to-one correspondence with the minima (either global
or local) of the scalar potential. On the other hand, we know that in supersymmetry the
energy is non-negative. This holds in particular for susy vacua |Ω〉, namely

〈Ω |P 0 |Ω〉 ∼
∑
α

(
‖Qα |Ω〉 ‖2 + ‖(Qα)† |Ω〉 ‖2

)
≥ 0 .

The vacuum energy is null if and only if |Ω〉 is a suspersymmetric state, which is to say
Qα |Ω〉 = 0 = Q†α |Ω〉 for all α. On the contrary, susy is broken if and only if the vacuum
energy is positive. One can conclude that susy vacua are in one-to-one correspondence
with the zeros of the scalar potential. In order to find the zeros of V (φ, φ̄), one first looks
for the socalled D-flat directions, namely the space of scalar field vevs such that

Da(φ, φ̄) = 0 . (2.20)

The subset of the D-flat directions which are also F-flat directions, i.e. which satisfies

Fj(φ) = 0 (2.21)

is called (classical) moduli space: this is the space of the classical susy vacua. In solving
for (2.20) and (2.21) one should eliminate any gauge ambiguity, because solutions related
by a gauge transformation are physically equivalent. The moduli space represents the
space of fields the scalar potential does not depend on. Each of the flat directions has an
associated massless scalar particle, called modulus.
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2. SUPERSYMMETRIC FIELD THEORIES

Let us suppose that the scalar potential has several degenerate discrete (gauge inequivalent)
minima. These minima, which coincide with the vacua of the theory, are all physically
equivalent. However, the fields are continuous functions and hence they cannot jump from
one minimum to the other, because the minima form a discrete set. Novertheless, as we
will see in the following chapter, when the vacuum manifold displays such a disconnected
topology, there are peculiar field configurations which can interpolate between different
vacua. These configurations are generally called solitons, and can be present in a wide
variety of theories, ranging from high energy physics to condensed matter physics.
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Chapter 3
Solitary Waves, Solitons, and
Domain Walls

In this chapter we want to recall some basic properties of solitons and solitary waves
[32], moving then to the discussion of domain walls, a particular case of soliton solution.
To begin with, we consider the simplest wave equation �φ(t, x) = 0 for a scalar field in
(1 + 1)-dimensions. This equation is dispersionless, which means that its solutions are
localised wave-packets which propagate undistorted in shape. The equation is also linear,
hence the sum of two or more localised wave packets is still a solution. For t → −∞
different wave packets are separated in space, but as the time goes by, they approach each
other and come to collide at a certain t = tC . After that, however, linearity guarantees
that for t→ +∞ the wave packets return widely separated, and each of them retains its
original shape. Clearly, these features are due to the extreme simplicity of the equation
we are dealing with. Is it possible to have solutions with at least one of these properties,
even in more complicated cases?

3.1 Solitary Waves vs. Solitons

Roughly speaking, a solitary wave is a field configuration which moves without
distortion in a non-linear and dispersive set-up; if, additionally, these configurations are
not modified by scattering, then they are called solitons. Actually, in the literature there
is no standard definition of what a solitary wave or a soliton is. However, we can consider
a working definition which is well suited for many practical cases, and which allows us to
underline, in a rather simple way, which are the fundamental features of these peculiar
solutions. We can quantify the requirements of absence of dispersion and retainment of
the original shape after scattering as follows. Let us consider a system of R coupled fields
{φi}Ri=1, with an associated energy density H(t,x) – whose space integral is the conserved
total energy functional H[φ]. We can suppose that the minimal value of H[φ] be zero.
Solutions of non-linear field equations are called localised configurations if, at any time t,
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3. SOLITARY WAVES, SOLITONS, AND DOMAIN WALLS

they have finite energy density in a limited spatial region, and if H(t,x)
|x|→∞−−−−→ 0 rapidly

enough so as to be an integrable function. We are finally ready to provide a definition for
solitary waves.

Definition 6. A solitary wave is a non-singular localised solution of non-linear field
equations having energy density whose spacetime dependence is H(t,x) = H(x− ut),
for some velocity vector u.

We notice that the definition holds irrespectively to the space dimension. Moreover, one
can see that any static localised solution is a solitary wave with velocity u = 0. We can
now define solitons, which are nothing but solitary waves that are stable under scattering.
This feature makes such a big difference that the vast majority of solutions of non-linear
field equations are indeed solitary waves.

Definition 7. Assume to have a system of coupled non-linear field equations, having
a solitary wave solution with energy density H0(x − ut). Suppose also that these
equations admit a solution for t → −∞ consisting of n solitary waves, which have
arbitrary initial postions and velocities. This solution is characterised by an energy
density H(t,x), which is such that

H(t,x)
t→−∞−−−−→

n∑
i=1

H0(x− ri − uit) .

If the evolution governed by the non-linear equations is such that

H(t,x)
t→+∞−−−−→

N∑
i=1

H0(x− ri − uit+ εi) ,

for εi a constant vector, then such a solitary wave is a soliton.

This definition implies that, whatever occurs, the solitary waves will end up recovering
their initial shape, and the only reminiscence of their interaction is a little deviation εi
from the initial trajectories. Solitons are solitary waves, but the converse does not hold,
usually. The fact that the definition of solitons is particularly involved reflects the fact
that it is usually very difficult to show whether a solitary wave is also a soliton.

3.2 Solitary Waves in Two-dimensional Scalar Theories

We will now consider the simplest possible case, namely static solutions for a theory
of a single real scalar field in a (1 + 1)-dimensional spacetime. Keeping the potential V (φ)
as general as possible, the lagrangian reads

L =
1

2
(φ̇)2 − 1

2
(φ′)2 − V (φ) , (3.1)
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where the dot and the prime denote derivatives with respect to the time and the spatial
coordinate, respectively. The non-linear field equation stemming from the lagrangian is

�φ = φ̈− φ′′ = −∂V
∂φ

,

and we see that the potential represents the non linear term. The important quantity we
have to consider is the conserved total energy functional

H[φ] =

∫ +∞

−∞
dx
[

1

2
(φ̇)2 +

1

2
(φ′)2 + V (φ)

]
.

We suppose that the potential has M ≥ 1 distinct absolute minima, and without loss of
generality we can assume that the minima coincide with the zeros of the potential. In
this setting, we see that necessarily H[φ] ≥ 0. In particular, if we let φ(j)

0 (j = 1, . . . ,M)
be the value of the field at which the potential reaches its j-th minimum, we have

H[φ]
∣∣
φ

(j)
0

= 0 , ∀ j = 1, . . . ,M ,

i.e. the energy functional is minimised whenever the potential is minimised. Let us focus
on static solutions. Since a solitary wave has, by definition, localised energy density, it
is clear that it must approach one of the minima of the potential as x→ ±∞. If there
is a unique minimum, then φ(x) → φ0 for x → ±∞; instead, in case V (φ) has several
degenerate minima, the field can approach a certain φ

j
0 for x → −∞, and either the

same or a different one for x→ +∞. These are the boundary conditions which we have
to impose on the solutions of φ′′ = ∂V

∂φ . It is interesting to note that the system we
are considering has a mechanical analogue. Let us identify the space coordinate with a
ficticious time variable, and the field with the spatial coordinate of a unit-mass particle,
i.e. φ(x)→ X(τ). Correspondingly, for the the field equation

φ′′ =
∂V

∂φ
→ d2X

dτ2
=
∂V

∂X
, (3.2)

thus we have obtained the Newton’s second law of dynamics for a pointlike unit-mass
particle in a conservative potential −V (X(τ)), with conserved mechanical energy E =
1
2(dX/dτ)2 − V (X). This is not to be confused with the total energy functional, which,
with the identifications above, reads

H[X] =

∫ +∞

−∞
dx
[

1

2

(
dX
dτ

)2
+ V (X)

]
,

and represents the total action of the motion of the particle. We can see that the static
solitary wave solutions correspond to finite-action, zero-energy trajectory of the particle.
Integrating the expression obtained by multiplying the rightmost equation in (3.2) with
X ′ ≡ dX

dτ , we obtain
1

2
(X ′)2 = V (X) , (3.3)

with null integration constant due to the boundary conditions. We can now understand
the qualitative behavior of the particle:
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• if V (φ) has a single minimum at φ = φ0, the particle feels a potential −V (X(τ))
which is everywhere negative but in correspondence with the absolute maximum at
X = X0, where it is null. The boundary conditions demand that the particle starts
at X0 for τ → −∞, and comes back there again for τ → +∞. However, non-trivial
solutions cannot satisfy these requirements. Indeed, after the particle has left the
top of the potential, it will never be able to change direction and come back where
it started, because the kinetic energy becomes larger and larger;

• suppose now that the potential V (φ) has several degenerate minima. For concrete-
ness, we can suppose that there are three minima, and correspondingly that −V (X)

has three maxima at X(1)
0 , X(2)

0 and X(3)
0 . It is possible now to satisfy the boundary

conditions, e.g. taking solutions which start from X
(1)
0 at t → −∞ and arrive at

X
(2)
0 for t→ +∞. There are actually four possibilities, namely 1→ 2, 2→ 3, 3→ 2

and 2→ 1, where the number j = 1, 2, 3 stands for the maximum of V (X) under
consideration. However, it is not possible to have a solution as 1→ 3, because at
the X(j)

0 ’s the velocity, the acceleration and all the successive derivatives vanish.
Hence, when the particle has reached a maximum it remains trapped.

We can conlude that, if the potential has just one minimum, non-trivial static solitary
wave solutions are not present. Conversly, if the potential has n degenerate minima,
there are 2(n− 1) such solutions, connecting two neighbouring minima. Finally, we can
integrate explicitly (3.3) by quadratures. Indeed, we have dφ/dx = ±[2V (φ)]1/2, and
therefore we arrive at

x− x̄ = ±
∫ φ(x)

φ(x̄)

dz√
2V (z)

, (3.4)

for x̄ an arbitrary point in space. Since φ(x) approaches any two neighbouring minima of
V (φ) for x→ ±∞ only, at any finite value of x the potential is non-vanishing. Hence the
integrand is non-singular and positive everywhere but at the end-points if x→ +∞ and
x̄→ −∞.

3.2.1 Coupled Scalar Fields

Let us consider now a system of R coupled real scalar fields, described by the lagrangian

L =

R∑
i=1

1

2

[
(φ̇i)

2 − (φ′i)
2
]
− V ({φi}) ,

where the potential V ({φi}) is supposed to vanish in correspondence of its minima. The
field equations for static configurations are a set of R coupled equations

φ′′i =
∂V

∂φi
.

In this framework, no general method exist to find all localised solutions. Nevertheless,
we can still make use of the mechanical analogue that proved very useful previously. In
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the present case the particle moves in an R-dimensional space under the influence of the
potential −V ({Xi(τ)}). The solutions we are looking for require the boundary conditions

V ({Xi}) = 0 and X ′i = 0 ∀ i = 1, . . . , R ,

and this corresponds to a motion between two neighbouring minima (maxima) of V ({X})
(of −V ({X})). There are however two major differences with respect to the single field
case:

• if the potential V ({φi}) has a unique minimum, it is still true that the particle
cannot have zero velocity after leaving the extremal point. However, the particle
could move along a closed path, so that it returns to the starting point. This implies
that a solitary wave solution is indeed possible;

• even in the simplified setting provided by the mechanical analogue there is no simple
way to integrate the coupled equations of motion.

There are particular cases where it is possible to find solutions by using the following
strategy. Suppose we can guess an orbit for the analogue particle respecting the boundary
conditions. We have thus a one-dimensional curve, described by R − 1 relations, in a
R-dimensional spacetime. With the equation for the orbit at hand, we can obtain by
quadratures the x dependence of φi(x) along this curve. For concreteness, we can e.g.
consider the case of two scalar fields φ and ψ. These fields are coupled by a potential
V (φ, ψ), which we assume to have two degenerate minima at the points P1 and P2. The
analogue particle moves on the plane {φ, ψ}. Suppose to have an orbit γ(φ, ψ) = 0. It
is possible to relate directly the orbit to the potential proceeding as follows. First, we
eliminate the x dependence:

dγ
dx

= 0 =
∂γ

∂φ
φ′ +

∂γ

∂ψ
ψ′ =⇒

(
∂γ

∂φ

)2

(φ′)2 =

(
∂γ

∂ψ

)2

(ψ′)2 . (3.5)

Then, we integrate the equations of motion in such a way to obtain two relations like
(3.3), i.e.

1

2
(φ′)2 =

∫
dφ

∂V

∂φ
+ cφ ,

1

2
(ψ′)2 =

∫
dψ

∂V

∂ψ
+ cψ ,

for cφ and cψ integration constants, and finally we can substitute back in (3.5), obtaining(
∂γ

∂φ

)2 (∫
dφ

∂V

∂φ
+ cφ

)
=

(
∂γ

∂ψ

)2 (∫
dψ

∂V

∂ψ
+ cψ

)
.

We have thus obtained a relationship between γ(φ, ψ) and V (φ, ψ) which does not involve
the coordinate x. It has to be kept in mind that the itegrals above are to be evaluated
along the orbit, namely φ and ψ are related by γ(φ, ψ) = 0 in the integrals.

The above procedure suffers some drawbacks: it is a trial and error approach, and there
is no mean by which we can derive the equation of the orbit, rather than guess it. Secondly,
we are forced to keep some free parameters which are fixed a posteriori by requiring the
solution to work. In doing this, however, we are constraining the solution, usually in a
quite tighten way. Nonetheless, this strategy can be straightforwardly generalised to the
case of R > 2 fields, though the computations will inevitably become lengthier.
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3.2.2 Topological Indices

In this framework, it is possible to define peculiar conserved quantities called topological
charges. The key difference between these objects and other more conventional conserved
charges is their origin, because topological indices are not (in general) related to the
presence of symmetries.

Let us consider for simplicity the case of a single scalar field (3.1), with a potential
having a discrete number of degenerate minima where it vanishes. We consider non-
singular finite-energy solutions of the equation of motion, not necessarily being solitary
waves or solitons. In any case, the field has to tend to one of the minima of the potential
at any time and at any point on spatial infinity, irrespectively of the fact that it is static
or time-dependent. In the (1 + 1)-dimensional case, the spatial infinity corresponds to
the points ±∞. Let φ0 be one of the minima of the potential, and suppose e.g. that at
some instant t̄ we have

lim
x→+∞

φ(x, t̄) = φ
(+)
0 .

As time goes by, the field varies in a continuous fashion as dictated by the equation of
motion. In particular, φ(+∞, t) is a continuous function of time. Since the energy of
the solution is finite and conserved, the field φ(+∞, t) has to be one of the minima of
V (φ) for all t. However, the minima of the potential constitute a discrete set, hence
φ(+∞, t) remains stuck at the initial minimum forever, for the field is a continuous
function and cannot make discrete jumps. The same applies also if we consider the
minimum φ

(−)
0 at which the field tends for x → −∞. The space of all non-singular,

finite-energy solutions can be divided in sectors characterised by two time independent
indices: φ(−∞) and φ(+∞). Different regions are topologically disconnected, which
is to say that the configurations we are considering cannot go from one sector to the
other through continuous deformations. A topological charge is just (proportional to) the
difference of the topological indices characterising a given topological sector. As any other
conserved quantity, it can be obtained as the space integral of the time component of a
divergenceless current.

The generalization to the case of R coupled scalar fields is straightforward. Now, we
suppose that the potential V ({φi}) has M degenerate minima at the points {P1, . . . , PM}.
The fields have to approach one of these points for x → −∞, and either the same or
another one for x → +∞. Then, the pair (Pj , Pk) characterises the topological sector
where a particular solution lives. If j = k, the solution is termed non-topological, otherwise
it is said topological. As we have seen above, for the case of only one scalar field static
solutions are necessarily topological, while, if there are several fields, static non-topological
solutions can exist.

Solitary wave solutions have the remarkable feature of stability. This can be understood
on the basis that, within each topological sector, these peculiar solutions have the minimal
energy possible, therefore, there is no lower energy state to which solitary waves can
decay.
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3.2.3 The Z2 Kink

Basically, the only complications in the case of a single real scalar field in (1 + 1)-
dimensions can arise in (3.4), if the form of the potential is too involved. A particular
case in which the integration is feasible is that of the φ4 theory, namely for

V (φ) =
1

4
λ2
(
φ2 − m2

λ2

)2
.

The model enjoys the Z2 symmetry φ 7→ −φ, hence the two minima φ0 = ±m/λ ≡ ±v are
physically equivalent. Nonetheless, the choice of either +v or −v leads to a spontaneous
symmetry breaking. By choosing φ(x̄) = 0 in equation (3.4), we get the explicit solution

φk(x) = +v tanh
[
m√

2
(x− x̄)

]
, φak(x) = −v tanh

[
m√

2
(x− x̄)

]
. (3.6)

The plus sign corresponds to the so-called kink, while the solution with the minus sign is
called antikink. A constant shift x̄ 7→ x̄+ a only moves the solution in space: this reflects
the translational invariance of the theory. However, one can notice that, once a choice
of x̄ is made, translational symmetry is spontaneously broken. In fact, we have found
a family of solutions, rather than a single one, and only by considering the family as
a whole we can preserve translational invariance. The symmetries under x 7→ −x and
φ 7→ −φ imply (taking x̄ = 0)

φk(x) = −φak(x) = φak(−x) ,

where φk(x) stands for the kink and φak(x) for the antikink. Moreover, the fact that we
started with a relativistic lagrangian means that we can obtain a moving solution just
by applying a Lorentz transformation to (3.6). Focusing on the kink, we see that the
energy density of this solutions is H(x) = (m4/2λ2) sech4

[
m(x− x̄)/

√
2
]
, and the total

conserved energy, called kinkmass, is

Mk =

∫ +∞

−∞
dx H(x) =

2
√

2

3
mv2 .

It is interesting to notice that, applying a Lorentz boost with velocity u, the kinkmass
changes according to M ′k = Mk/

√
1− u2, exactly as the mass of a relativistic particle

changes under a Lorentz transformation. This suggests the interpretation of the kink as
a lump, namely a localised, self-supporting packet of energy. According to our previous
definition, a kink is not a soliton, but only a solitary wave. This is easily understood
from the fact that two kinks cannot even exist at the same time. Indeed, if the first
begins at φ1(−∞) = −v and ends at φ1(+∞) = +v, the second one will start at
φ2(−∞) = 0, ending at φ2(+∞) = 2v. This will then produce a constant non-vanishing
energy density, invalidating the locality, which is actually the fundamental requirement for
soliton solutions to exist. It has been shown that also two antikinks and a kink-antikink
system cannot produce localised solutions.

Also, we can notice that (3.6) is singular as λ→ 0: this signals the non-perturbative
nature of the kink solution, which cannot be obtained from a perturbative expansion of
the linear equation.
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Furthermore, this model displays four topological sectors: two of them are characterised
by (±v,±v), and correspond to the trivial solution; then we have (v,−v) and (−v, v)
which correspond to the kink and the antikink, respectively. The conserved topological
charge and the associated current are given by

C =

∫ +∞

−∞
dx k0 = v

[
φ(+∞)− φ(−∞)

]
⇔ km(x) = v

[
εmn∂nφ(x)

]
.

We see that ∂mkm = 0 identically: as we mentioned above, the presence of such conserved
charges does not follow from any continuous symmetry: rather, it is due to the finiteness
of energy.

3.2.4 The Bogomol’nyi Method

There is another general method by which we can find the first-order equation kink
solution (3.3), as an alternative to considering the mechanical analogue. Let us consider
the total-energy functional for static configurations. Through some manipulations we can
rewrite

H[φ] =

∫
R
dx
[

1

2
(φ′)2 + V (φ)

]
=

∫
R
dx
[

1

2

(
φ′ ∓

√
V (φ)

)2 ±√2V (φ)φ′
]

=

∫
R
dx
[

1

2

(
φ′ ∓

√
V (φ)

)2]± ∫ φ(+∞)

φ(−∞)
dz
√

2V (z) . (3.7)

Since the first integral in (3.7) is positive definite, we see that, necessarily, the so-called
Bogomol’nyi-Prasad-Sommerfield (BPS) bound holds

H[φ] ≥ ±
∫ φ(+∞)

φ(−∞)
dz
√

2V (z) .

The bound is saturated by the configurations which satisfy the BPS equation

φ′ ∓
√
V (φ) = 0 ,

which is just the equation (3.3). In particular, we know that for the solutions satisfying
the boundary conditions φ(−∞) = −v and φ(+∞) = +v, the energy is minimal, and it
is equal to

Hmin = ±
∫ φ(+∞)

φ(−∞)
dz
√

2V (z) = ±2
√

2

3
mv2 ,

and this coincides with the (anti)kinkmass we encountered above.

3.2.5 The Sine-Gordon Model

As we stated already, it is usually complicated to find out whether a given solitary
wave solution is also a soliton. The so-called sine-Gordon model is one of those cases in
which a soliton solution has been found explicitly.
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The model consists of a single real scalar field in (1 + 1)-dimension, whose dynamics
is ruled by the lagrangian

LsG =
1

2
∂mφ∂

mφ− m4

λ2

[
1− cos

(
λ

mφ
)]
.

We can simplify the lagrangian by applying the redefinitions

y = mx , τ = mt , ϕ =
λ

mφ ,

in such a way that the equation of motion reads

∂2ϕ

∂τ2
− ∂2ϕ

∂y2
+ sinϕ = 0 ,

and the energy functional can be written as

H[ϕ] =
m3

λ2

∫
dy
[

1

2

(
∂ϕ

∂τ

)2

+
1

2

(
∂ϕ

∂y

)2

− (1− cosϕ)
]
.

The lagrangian and the equation of motion are invariant under the discrete symmetries

ϕ 7→ −ϕ , ϕ 7→ ϕ+ 2nπ ,

for n ∈ Z , and consistently with these symmetries the energy functional vanishes at the
minima of the potential ϕn = 2nπ. We have thus an infinite number of topological sectors
characterised by the indices (nj , nk), corresponding to the asymptotic values approached
by the field for x → ±∞. Without loss of information, one can assume that only ϕ
modulo 2π be meaningful. Specialising the formula (3.4) to the present case, we can
obtain the explicit solutions

ϕs(y) = 4 arctan
[
exp(y − y0)

]
, (3.8)

ϕas(y) = −4 arctan
[
exp(y − y0)

]
= −ϕs(y) . (3.9)

The first solution connects the minima j → j + 1 mod 2π, and has topological charge
Q = +1; the second one, instead, proceeds in the opposite sense j + 1 → j mod 2π
and has topological charge Q = −1. Unlike the case of the solutions for the φ4 model,
equations (3.8) and (3.9) are genuine solitons. The second one is often referred to as
antisoliton, to underline that it is obtained by the soliton via a Z2 transformation, and it
moves backwards. Actually, there is a third solution, called doublet or breather, which is
given by

ϕb(τ, y) = 4 arctan

[
sin
(
vτ/
√

1 + v2
)

v cosh
(
y/
√

1 + v2
)] .

Without entering into the details, we mention here only that the breather can be thought
of as a bound state of a soliton-antisoliton pair. It is a periodic solution, where the soliton
and the antisoliton oscillate with respect to one another with period Tb = 2π

√
1 + v2/v.

One has to keep in mind that the solutions of the sine-Gordon model as we have reported

45



3. SOLITARY WAVES, SOLITONS, AND DOMAIN WALLS

above describe the field configuration in its own rest frame. It is interesting to notice
that, differently from the soliton and the antisoliton, the doublet depends on time, this
being due to the fact that it represents an oscillating system.

Many authors have show that ϕs, ϕas and ϕb are genuine solitons. Remarkably, one can
show that a soliton and an antisoliton attract each other, while two solitons (or antisolitons)
repel each other. However, despite the mutual attraction, a soliton and an antisoliton will
separate after they have collided. In contrast, the breather system will never blow up,
and the two waves will keep oscillating confined within ±4 arctan[(1/v) sech(y/

√
1 + v2)].

3.2.6 A No-Go Argument for Scalar Theories in d > 1 + 1

We have seen that, even in two dimensions, static solutions obey partial differential
equations. Moreover, as soon as we consider more than two scalar fields, there is no
general method we can employ to solve the equations of motion. In addition, there is
an argument which states that it is not possible to find (non-trivial) static solitary wave
solutions in three or more spatial dimensions. Indeed, let us consider a generic scalar
theory in (d+ 1)-dimensions, comprised of R coupled real scalar fields φ ≡ {φi}Ri=1

L =
1

2
∂mφ∂

mφ− V (φ) .

We suppose that V (φ) is non-negative, and that it is null only at its absolute minima.
The equation of motion for a static configuration is

4φ =
∂V

∂φ
,

with 4 = ∂i∂
i denoting the Laplacian operator in d-dimensions. The above equation can

be derived applying the principle of least action to the static energy functional

W [φ] =

∫
ddx

[
1

2
∂iφ∂

iφ+ V (φ)
]

= W1[φ] +W2[φ] .

Suppose to have a static solution φ̂(x), and consider the rescaled (static) configuration
φα(x) = φ̂(αx). The energy of the rescaled configuration is

H[φα] = W1[φα] +W2[φα] = α2−dW1[φ̂] + α−dW2[φ̂] , (3.10)

and since φ̂(x) makes W [φ] stationary, it must in particular extremise W [φα] with respect
to variations in α, namely

d
dαW [φα]

∣∣∣
α=1

= 0 . (3.11)

By differentiating (3.10) and using (3.11) one gets

(2− d)W1[φ̂] = dW2[φ̂] . (3.12)

From the explicit expression of W [φ], we see that it is non-negative, and such are also
W1[φ] and W [φ2]. Therefore, the last identity cannot be satisfied for a number of spatial
dimensions d ≥ 3, unless W1[φ̂] = W2[φ̂] = 0. Hence this argument forbids non-trivial
static solutions for more than two spatial dimensions.
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3.3 Domain Walls

We consider now a special class of soliton solutions called domain walls. They are
the generalization of the kink solution to more than one spatial dimension: then, roughly
speaking, they are smooth static configurations interpolating between the discrete minima
of a potential. However, unlike the kink, domain walls are extended objects.

Given what we have seen in the previous section, why are we talking about a static
configuration? Actually, the above argument forbis finite energy solutions in more than
d = 2 spatial dimensions, and nothing is said about infinite energy solutions. In fact,
domain walls are infinitely extended, and as such they have infinite energy: however, now
it is not the energy per se to be meaningful, but the energy per unit area.

3.3.1 Non-Supersymmetric Walls

We begin with the simplest case possible, namey by generalizing the kink to d = 4
spacetime dimensions [34]. The lagrangian of the model reads

L =
1

2
∂mφ∂

mφ− λ2

4

(
φ2 − v2

)2
. (3.13)

The potential has two discrete degenerate minima at φ0 = ±v, and the choice of either
of the two (physically equivalent) vacua produces the spontaneous breaking of the Z2

symmetry of the theory. As we noted already, the field cannot pass abruptly from −v
to +v, for it is a continuous function: there must be a transition region connecting the
vacua, and this is indeed the domain wall. Therefore, a domain wall flags the breaking of
some discrete symmetry. The energy density in the transition region is clearly larger than
that in the vacua, but the wall arranges itself in order that its energy per unit surface is
minimised. In other words, the domain wall is a configuration which minimises the wall
tension functional

Tw ≡
H[φ]

Area
=

∫
dz
{

1

2

[
dφ(z)

dz

]2
+

λ2

4

[
φ2(z)− v2

]2}
.

We notice that the wall is considered in its rest frame, and we have assumed that the wall
profile lies in the z-direction so that the boundary conditions are e.g. φw(z → −∞) = −v
and φw(z → +∞) = +v. The minimization condition leads to the equation of motion

−d2φw
dz2

+ λφw(φ2
w − v2) = 0 .

As we have seen previously, we can consider the mechanical analogue, replacing φw(z) with
X(τ), and thus rewriting the previous equation as X ′′−λ2X(X2−v2) = 0. Adapting the
steps we followed in section 3.2 to the present case, we arrive at the first order equation

dφw
dz

= ± λ√
2
(φ2
w − v2) , (3.14)
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where the minus sign corresponds to the wall solution and the plus sign to the antiwall
solution, the ambiguity being solved thanks to the boundary conditions. The solution of
the equations in (3.14) is

φw(z) = ±v tanh
[
m√

2
(z − z̄)

]
(3.15)

in agreement with (3.6).
Let us now apply the Bogomol’nyi method. We introduce a quantity W (φ) such that

V (φ) =
1

2

(dW
dφ

)2
,

so that the minima of W (φ) coincide with those of the potential V (φ). In our case

W (φ) =
λ√
2

(
1

3
φ3 − v2φ

)
,

and wall tension can be rewritten as

Tw =
1

2

∫
dz
[(dφ

dz

)2
+
(dW
dφ

)2
]

=

∫
dz
[

1

2

(dφ
dz
± dW

dφ

)2
∓ dφ

dz
dW
dφ

]
. (3.16)

Choosing the plus sign inside the square brackets and the minus sign outside corresponds
to selecting the wall solution, conversely we would select the antiwall solution. In any
case, the second term in the braces of the rightmost equation in (3.16) is a total derivative,
and therefore it can be written as∫ +∞

−∞
dz

dφ
dz

dW
dφ

=

∫ +∞

−∞
dz

dW (φ(z))

dz
= W (v)−W (−v) ≡ ∆W .

This is a boundary or topological term, and does not depend on any detail of the function
φ(z), i.e. it is the same for any field satisfying the boundary conditions φw(z → ±∞) = ±v.
If we now focus on the wall solution, we have

Tw = −∆W +
1

2

∫
dz
(dφ
dz

+
dW
dφ

)2
, (3.17)

and since the integrand is positive definite, it follows that for any configuration interpo-
lating between the vacua ±v the following condition holds:

Tw ≥ −∆W .

This relation becomes an equality only when the integrand in equation (3.17) vanishes,
namely when the BPS equation

dφ
dz

+
dW
dφ

= 0

is satisfied. Noting that this is just equation (3.14), we conclude that domain walls are
the configurations with boundary conditions φw(+∞) = +v and φw(−∞) = −v, which
minimise the tension functional, or, equivalently, which saturate the BPS bound.
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3.4 Domain Walls in Supersymmetric Field Theory

In section 1.1 we have seen how central charges appear in the supersymmetry algebra.
On the other hand, we are considering an N = 1 supersymmetry framework, where a
priori central charges are null. However, this is not the end of the story. Indeed, as noted
first in [44] in supersymmetric theories where solitons are present, the algebra is centrally
extended.

3.4.1 Central Charges in Minimal Supersymmetry

Consider a d-dimensional spacetime, and let nQ be the minimal number of supersym-
metry generators, which we gather in an nQ dimensional vector as

Qi =
(
Q1 . . . QnQ/2 Q†1 . . . Q†nQ/2

)
, Qi = (Qi)

T .

Then, the number of central charges corresponds to the number of independent components
of the nQ × nQ symmetric matrix {Qi, Qj}. We have therefore

Ncc =
1

2
nQ(nQ + 1) ,

which is actually the maximal number of central charges. Indeed, from equation (1.2e)
page 6, one sees that actually d central charges can be reabsorbed in the momentum by a
redefinition of the latter. Nevertheless, there are particular situations in which (some of)
the central charges that may appear in equation (1.2e) are dynamically distinguishable
from the momentum, an thus cannot be reabsorbed therein. Nonetheless, further symmetry
and dynamical constraints as well can diminish the number of central charges. On general
grounds, central charges can be classified depending on their algebraic structure.

The d = 2 and d = 3 cases. For bidimensional (non-chiral) supersymmetric theories
there are nQ = 2 supersymmetry generators. Therefore, one expects at most Ncc = 3. In
particular, two central charges are the component of a two-vector, while the other one is
a scalar, and we have

{Qα, Qβ} = 2(γmγ0)αβ(Pm + Zm) + i(γ5γ0)αβZ ,

where we have used gamma matrices in two dimensions. Actually, if we want to stick
to the case of unbroken supersymmetry, we have to discard the vectorial central charge.
Indeed, if it were present, there would be a vectorial order parameter which breaks Lorentz
invariance as well as supersymmetry of the vacuum. Hence, we can conclude that, within
this framework, only one central charge is possible.

In three dimensions we still have nQ = 2 and hence Ncc = 3, and all the charges are
collected in a three-components vector, so that

{Qα, Qβ} = 2(γmγ0)αβ(Pm + Zm) ,
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where now we have the gamma matrices in three dimensions. The central charge Zm is just
the generalization of the scalar central charge discussed above, indeed by an appropriate
choice of the reference frame it can be reduced to a real number times the vector ( 0 0 1 ).
This charge is associated with a domain line directed along the second axis.

The d = 4 case. In this framework, we have nQ = 4 wich implies Ncc = 10, and these
charges show up in the anticommutators as

{Qα, Q̄α̇} = 2σmαα̇(Pm + Zm) , {Qα, Qβ} = (Σmn)αβZ[mn] , {Q̄α̇, Q̄β̇} = (Σ̄mn)α̇β̇Z̄[mn] ,
(3.18)

where (Σmn)αβ = σmαα̇(σ̄n)α̇β . The antisymmetric tensors Z[mn] and Z̄[mn] are associated
with domain walls, and reduce to a complex number and a three-component spatial vector
orthogonal to the wall. Instead, Zm is a four vector orthogonal to Pm wich is associated
with strings, and reduces to a real number and three-dimensional unit spatial vector
parallel to the string.

3.4.2 Domain Walls in the Wess-Zumino Model

Domain walls exist also in the simplest supersymmetric models, such as the minimal
Wess-Zumino (WZ) model. The model is given by the lagrangian

LWZ =

∫
d2θ d2θ̄ Φ̄Φ +

(∫
d2θ W (Φ) + h.c.

)
= ∂mφ̄ ∂

mφ− iψσm∂mψ̄ + FF̄ −
[
∂W (φ)

∂φ
F +

1

2

∂2W (φ)

∂φ∂φ
ψψ + h.c.

]
,

with renormalizable superpotential

W (Φ) = λ
(
m2

λ2 Φ− 1

3
Φ3
)
,

with m and λ not necessarily real parameters, since φ is complex. However, the phase of
m and λ can be chosen at will thanks to the R-symmetry. We can eliminate the auxiliary
fields F and F̄ by means of their equations of motion, finding the scalar potential. One
finds that there are two degenerate classical vacua at φ0 = ±m/λ: they are physically
equivalent because of the Z2 symmetry, which is however spontaneously broken once
either of the two vacua is chosen.

We want to find the BPS equation for purely bosonic wall configurations: hence,
we put ψ = 0 in the lagrangian. We suppose that the domain wall profile is along the
z-direction, and we assume that we are in the wall rest frame. Then, we can manipulate
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the wall tension functional as

Tw =

∫ +∞

−∞
dz
(dφ̄
dz

dφ
dz

+ F̄F
)

=

∫ +∞

−∞
dz
[(
e−iηF̄

dφ
dz

+ h.c.
)

+
∣∣∣dφ
dz

+ eiηF
∣∣∣2]

=

∫ +∞

−∞
dz
[(
e−iηdW

dz
+ h.c.

)
+
∣∣∣dφ
dz

+ eiηF
∣∣∣2] , (3.19)

using F̄ = −dW/dφ, with η an a priori arbitrary phase. Now, we notice that the second
term in (3.19) is non-negative, while the first term is a total derivative and depends only
on the boundary conditions. Hence, we have

Tw ≥ 2Re
(
e−iη∆W

)
.

The procedure we have followed, sometimes referred to as Bogomoln’yi completion, can
be performed for any value of η. Nevertheless, the strongest bound is obtained when
e−iη∆W is real, and this, in turn, happens if η = arg

(
m3/λ

)
. As far as the solution to

the BPS equation is concerned, the situation seems more complicated with respect to
what we have seen above, because now

dφ
dz

= eiηdW
dφ̄

,

entails actually two equations: one for the real part and one for the imaginary. However,
the following identity holds

d
dz
[
Im
(
e−iηW

)]
= 0 ,

as one can prove taking the derivative of e−iηW with respect to z, applying the BPS
equation and taking the imaginary part. This implies the constraint

Im
(
e−iηW

)
= constant ,

which means that in the complex W plane the domain wall trajectory is a straight line.
The explicit solution for a wall configuration is φw(z) = (m/λ) tanh(|m|z), and is very
similar to the solution (3.15). If we assume now that η = arg

(
m3/λ

)
, when the BPS

bound is saturated we have

Tw = 2|∆W | = 8

3

∣∣∣∣m3

λ2

∣∣∣∣ ≡ |Z| .
The central charge Z corresponds to the central extension of supersymmetry algebra
given in (3.18). In particular, we have

{Qα, Qβ} = −4ΣαβZ̄ , {Q̄α̇, Q̄β̇} = −4 Σ̄α̇β̇Z , (3.20)
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where
Σαβ = −1

2

∫
dx[mdxn] σ

m
αα̇(σ̄n)α̇β

defines the wall area tensor. The algebra (3.20) can be obtained by calculating the Noether
currents Jmα and Jmα̇ associated with the invariance under supersymmetry transformations,
computing the appropriate anti-commutators and finally taking the integral of the zero-
component. The wall is not annihilated by the usual central charges Qα and Q̄α̇. However,
it is possible to define a combination thereof, say Q̃α, such that Q̃α |wall〉 = 0. These new
supercharges satisfy the subalgebra

{Q̃α, Q̃β} = 8Σαβ(Tw − |Z|) ,

and this means that Tw = |Z| on the wall, i.e. the fact that the wall is annihilated by a
supercharge does not imply the vanishing of its energy, but rather that its tension equals
the central charge.

Another remarkable characteristic of the wall solution is that it preserves half of the
supersymmetry, namely two out four supercharges annihilate the wall when act on it.
This is why domain walls (and other solitons of this kind) are called 1/2-BPS saturated.
Let us see where this comes from. First, we recall that we are considering a purely bosonic
configuration, and thus we have taken ψα = 0. Then, we recall also that the action of
an infinitesimal supersymmetry transformation on the field components of the chiral
superfield is

δφ =
√

2 εψ , δψα = i
√

2(σmε̄)α∂mφ−
√

2εαF . (3.21)

Applying the BPS equation

F
∣∣
φ̄=φ∗w

= −e−iηdφw
dz

,

for η = arg
(
m3/λ

)
, to the rightmost relation in (3.21), we see that the latter becomes

δψα =
√

2
[
i(σ3)αα̇ε̄

α̇ + εαe
−iη
]dφw
dz

,

and vanishes provided that
εa = −ieiη(σ3)αα̇ε̄

α̇ .

Hence two out of four supertransformations act trivially on the domain wall.

3.5 Wall Dynamics and Membranes

Domain walls and solitons are dynamical objects, and thus it is natural to think
that they are described by some effective action. Interestingly enough, in the long-
wavelength limit, the dynamics of p-dimensional topological defects is governed by the
action describing a p-brane, which is a p-dimensional extended object which generalises
the notion of point particle. This remarkable feature has been first discovered by Nielsen
and Olesen (NO) [31], who showed that the effective action of a single vortex solution
of the abelian Higgs model is the Nambu-Goto action (to be defined below) governing
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the dynamics of a relativistic string1. The question of the long-wavelength effective
action of topological defects in supersymmetry was first addressed in [26]: in particular,
it was shown that in the supersymmetric generalization of the abelian Higgs model, the
NO-vortex solution is described by the 4-dimensional Green-Schwartz superstring [22, 23].
Moreover, it was shown in [25] that the 4-dimensional vortex solution can be extended
to six dimensions, and there it represents a 3-brane. This observation prompted the
construction of an action for a supermembrane in an 11-dimensional spacetime [9]. A
systematic study of the conditions under which supersymmetric p-dimensional extended
objects exist in a d-dimensional spacetime was first performed in [1]. This work brought
to the first classification2 of the allowed pairs (p, d) in four sequences denoted by the
letters R, H, C and O, which correspond to the four composition-division algebras. It
has been also estabilished that the number of supersymmetries is N = 1 for p > 1, while
N = 1, 2 are possible for p = 1. In [7], it was shown that the p-branes belonging to the
R, C and H sequences are afflicted by gravitational anomalies. Therefore, only those of
the O sequence can be regarded as fundamental objects. Instead, all the other quantum
inconsistent super p-branes are to be interpreted as effective actions for p-dimensional
topological defects in supersymmetric field theories [39].

3.5.1 Free Bosonic Membrane

Now we want to see how it is possible to obtain the effective action for a domain wall
in the so-called thin wall approximation, i.e. supposing that the thickness is much smaller
than the other length scales characterising the wall.

Let us first reason by analogy. As a (relativistic) particle sweeps a worldline, we expect
a p-dimensional object to sweep a (p + 1)-dimensional worldvolume: a string outlines
a worldsheet, a membrane a worldvolume. Introducing an arbitrary parameter τ , so as
to parametrise the motion of a (single) massive3 relativistic particle with four functions
Xm(τ), we have

Ip=0 = −m
∫

dτ

√
ηmn

dXm

dτ
dXn

dτ
.

The choice of the parameter τ is arbitrary, i.e. different parameterizations of the same
path are physically equivalent, and any physical quantity must be independent of this
choice: that is, for any monotonic function τ ′(τ), the paths X ′m(τ ′(τ)) and Xm(τ) are
the same. We have introduced a redundant – though more symmetric – notation in order
to have time and space on the same footing, i.e. to render Lorentz invariance manifest.
Parametrization invariance has to be mantained consistently also in the case of the generic

1A particle is also called 0-brane, a string – 1-brane, a membrane – 2-brane, while for p > 2 the object
is referred to as simply p-brane.

2Further studies have expanded the set of known p-branes, e.g bringing to the identification of Dirichlet
p-branes in string theory.

3This action is not suited for massless particles. The issue can be overcome introducing a new
field e(τ) defined along the worldline, and using the action I = − 1

2

∫
dτ
[
e−1(τ)Ẋ2 + e(τ)m2

]
, for

Ẋ2 = ηmn
dXm

dτ
dXn

dτ . In this action one can consistently set m = 0. The field e(τ) is often referred to as
einbein, and transforms in an appropriate way in order to guarantee parametrization invariance. The
einbein can be interpreted as the square root of the metric of the worldline.
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p-brane action. Keeping this in mind, we can postulate the action for a string and a
membrane. Let σa = (τ, σ) and ξi = (ξ0, ξ1, ξ2) be the coordinates parametrizing the
worldsheet and the worldvolume of the string and the membrane, respectively. Then,
the string defines a surface Xm(σa), and the membrane a volume Xm(ξi). The obvious
generalizations of the action for the relativistic particle are the Nambu-Goto actions

Ip=1 = −Ts
∫

d2σ
√
−det h , Ip=2 = −Tm

∫
d3ξ

√
−det g , (3.22)

where Ts denotes the tension of the string, and Tm the tension of the membrane, and

hab = ηmn
∂Xm

∂σa
∂Xn

∂σb
, gij = ηmn

∂Xm

∂ξi
∂Xn

∂ξj

are, respectively, the induced metric on the worldsheet and the worldvolume, obtained
by the pull-back of the Minkowski metric. On physical grounds, these actions seem
reasonable. However, if they arise as effective actions for topological defects of some
model, there should be some reminiscence of the original field theory in the final result.
At this stage, we cannot tell where the link with the underlying model is: we can only
suppose that all the information inherited from the field model should be in the tension.
This is indeed true, as we will see in a moment. Let us first outline the general strategy
to deduce the long wavelength effective action for a soliton. In a semi-classical approach:

i. expand a generic perturbation around the soliton solution in terms of normal modes
of non-zero frequency and collective coordinates for the zero-frequency modes;

ii. integrate out the non-zero modes.

One ends up with an effective action describing the zero-modes, which, in turn, are
determined by the symmetries which are spontaneously broken by the soliton. As we
discussed in section 3.2.3, once we pick one soliton out of the whole family of solutions,
translational symmetry is spontaneously broken. By introducing collective coordinates,
translational symmetry is recovered as non-linearly realized symmetry, with the collective
coordinates as Goldstone modes. Thus, if we let X(t) be the collective coordinate
associated with translational symmetry, it can only appear through Ẋ. The soliton is
static to lowest order in the semi-classical approximation, thus the kinetic energy shows
up only at the next order, and it will take the non-relativistic form 1

2mẊ. How do we cope
with the lack of Lorentz symmetry? We can introduce a new variable X0(t) and describe
the soliton with four functions Xm = (X0,X), provided that the action is invariant under
world-p-volume reparametrizations: this invariance allows us to remove X0 by means of a
gauge choice.

In order to see where is the link between the effective action of the p-dimensional
topological defect and the underlying field theory, let us focus on the case of membranes
in d=4. We consider a generic bosonic field theory L(φ, ∂mφ) having a domain wall
solution φw(z) ≡ φ0(z). As usual, we consider the wall in its rest frame, and we assume
that it lies in the z = 0 plane. Following the afore outlined strategy, we separate the
field as φ(t,x) = φ0(z) + δφ(ξ), with ξ = (t, x, y). To lowest order in the semi-classical
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approximation, the lagrangian becomes L0 ≡ L(φ0, ∂zφ0). Now, we want to specify the
position of the membrane parametrically through the functions Xm(ξ), which describe
the embedding of the membrane worldvolume in spacetime. Introducing a time-like vector
Nm(ξ) orthogonal to the membrane, the position of any point having position ξi on the
membrane and displaced orthogonally to the membrane by a little amount z is specified
by

xm = Xm(ξ) + zNm(ξ) .

This constitutes a change of coordinates, and, ignoring o(z) terms, the new metric reads

gIJ = ηmn
∂xm

∂ξI
∂xn

∂ξJ
=

(
gij(ξ) 0

0 −1

)
=

(
∂iX · ∂jX(ξ) 0

0 −1

)
,

with ξI = (ξi, z), and we used a short-hand notation for scalar product A ·B = ηmnA
mBn.

The fact that gzz = −1 is due to Nm being a timelike vector, i.e. N ·N = −1. It follows

I =

∫
d4x L(φ, ∂mφ) ≈

∫
dz d3ξ

√
−gL(φ0, ∂zφ0) =

(∫
dz L0

)∫
d3ξ
√
−g ,

and identifying −Tm =
∫
dz L0, we end up with

Ieff = −Tm
∫

d3ξ
√
−g , (3.23)

which coincides with the membrane action in equation (3.22). As we guessed above, the
tension of the wall contains the contribution of the underlying field model.

3.5.2 Free Supermembrane and κ-symmetry

Let us now consider supersymetric membranes. In particular, we want to underline
which are the consequences of the presensence of supersymmetry.

We have seen in section 3.4.2 that domain walls which may form in supersymmetric
field theories are rather peculiar, in that they break half supersymmetry. Therefore,
a spinor collective coordinate, say θα(t), is also needed for the effective description of
the supermembrane. Only half of the supersymmetry is broken, hence only half of
the component of θα(t) are needed, but at the same time, to enforce manifest Lorentz
invariance, all the components of θα(t) are to be included. These requirements are
compatible only if we arrange the effective action to possess a fermionic gauge symmetry
which allows us to sweep away the redundant components of θ(t): this is the so-called
κ-symmetry. Therefore, the effective action of a super membrane:

• Must be a Lorentz-invariant functional of ZM = (Xm, θα);

• Must be invariant under worldvolume reparametrizations and κ-symmetry;

• Must be invariant under a non-linearly realized translation and supersymmetry
invariance, for which d− 3 coordinates X and half of θ in Z are Goldstone bosons
and fermions;
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• Must reduce to the (standard) bosonic membrane action (3.23) for θ = 0.

In the non supersymmetric case, we have described the membrane via the embedding
ξi → Xm(ξ), with the coordinates ξi = (ξ0, ξ1, ξ2) parametrising the worldvolume.
Similarly, we now think of supermembranes as objects living in superspace. In particular,
in what follows we will concentrate on the N = 1, d = 4 superspaceM4|1. Using ξi to
parametrise the worldvolume, we describe the membrane via the super-embedding

ξµ 7→ Z(ξ) =
(
Xm(ξ), θα(ξ), θ̄α̇(ξ)

)
.

The action of a N = 1, d = 4 supermembrane reads [2]

Ip=2 =

∫
W3

d3ξ
√
−g +

∫
W3

B3 , (3.24)

where the induced metric on the 2-brane is

gij = ηabE
a
i (ξ)E b

j (ξ) ,

with E a
i (ξ) ≡ ∂jZM (ξ)E a

M (Z(ξ)), and

Ea(ξ) = dZM (ξ)E a
M (Z(ξ)) ≡ dξiE a

i (ξ) = dXa + iθσadθ̄ − idθ σaθ̄

denotes the worldvolume pull-back of the flat superspace bosonic vielbein. The real 3-form
B3(ξ) is given by

B3 =
i

2
Eb ∧Ea ∧Eα(σab θ)α−

i

2
Eb ∧Ea ∧ Ēα̇(σ̄ab θ̄)

α̇ +
1

2
Ea ∧Eα ∧ Ēα̇(σa)αα̇(θ2 + θ̄2) ,

and we can compute

F4 ≡ dB3 =
i

2
Eb ∧ Ea ∧ Eα ∧ Eβ(σab)

β
α −

i

2
Eb ∧ Ea ∧ Ēα̇ ∧ Ēβ̇(σ̄ab)

α̇
β̇
.

The action (3.24) is invariant under the local fermionic κ-symmetry transformation, that
is under

δκX
m(ξ) = iκσmθ̄ − iθσmκ̄ , δκθ

α(ξ) = κα(ξ) , δκθ̄
ᾱ(ξ) = κ̄α̇(ξ) ,

which we can rewrite in a more compact fashion as

δκZ
M (ξ) = κα(ξ)E M

α (ξ) + κ̄α̇(ξ)E M
α̇ (ξ) . (3.25)

Actually, the action is κ-symetric provided that κα and κ̄α̇ are related by

κα = (Γκ̄)α , κ̄α̇ = (Γ̄κ)α̇ , (3.26)

where

Γαα̇ =
i εijk

3!
√
−g

εabcdE
b
i E

c
j E

d
k (σa)αα̇ , Γ̄α̇α =

i εijk

3!
√
−g

εabcdE
b
i E

c
j E

d
k (σ̄a)α̇α , (3.27)
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with Γ̄α̇α = εα̇β̇εαβΓββ̇. One can easily see that trΓ = tr Γ̄ = 0 and that Γαα̇Γ̄α̇β = δβα.
Hence, equation (3.26) defines two constraints, which are just projection condition which
halves the number of independent components of the fermionic κ-symmetry.

We will now demonstrate that (3.24) is κ-symmetric. First, we review a number
of useful results. Even though the κ-symmetry transformation acts on the coordinates
ZM (ξ), it is more convenient to consider how it acts on the super-vielbein. In such case
we have [6]

ικE
a(ξ) ≡ δκZME a

M (Z(ξ)) = 0 ,

ικE
α(ξ) ≡ δκZME α

M (Z(ξ)) = κα , ικE
α̇(ξ) ≡ δκZME α̇

M (Z(ξ)) = κ̄α̇ ,

where ικΩ(p) denotes the interior product of the p-form Ω(p) with the vector field δκZM ,
i.e. the contraction between Ω(p) and δκZM

ικΩ(p) = EMp ∧ EMp−1 ∧ · · · ∧ EM2 ∧ ικEM1 ΩM1...Mp .

Then, thanks to the Cartan formula δκ• = d(ικ•) + ικ(d•), we find

δκE
a(ξ) = d(ικE

a) + ικ(dEa) = −2i ικ(E ∧ σaĒ) = 2i(κσa)α̇Ē
α̇ − 2iEα(σaκ̄)α . (3.28)

It is useful to consider the worldvolume Hodge dual of the bosonic super-vielbein, which
is defined as

?Ea(ξ) ≡ 1

2
dξi ∧ dξj

√
−g εijkg

klE a
l .

Adopting the convention dξi∧dξj ∧dξk = d3ξ εijk for the integration on the worldvolume,
we have

d3ξ
√
−g =

1

3
?Ea ∧ Ea , (3.29)

and thus we can rewrite the Nambu-Goto term in the action directly in terms of the
vielbein. Moreover, we can see that

δκ(?Ea ∧ Ea) = 3 ?Ea ∧ δκEa . (3.30)

Proof. Let us demonstrate (3.29) and (3.30). In order to avoid confusion, target
space indices will be underlined. For equation (3.29) we have

?E
¯
a ∧ E¯

a =
(

1

2
dξi ∧ dξj

√
−g εijk gklE ¯

b
l η

¯
b
¯
a

)
∧ dξrE ¯

a
r

=
1

2
d3ξ
√
−g εijrεijk gklE ¯

b
l E ¯

a
r η

¯
b
¯
a = d3ξ

√
−g gkr

(
E ¯

b
k E ¯

a
r η

¯
b
¯
a

)
= d3ξ

√
−g gkrgkr = 3 d3ξ

√
−g .

For equation (3.30) instead, we have

?E
¯
a ∧ δE¯

a = d3ξ
√
−g gijEi

¯
a δE ¯

a
j ,
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and from the variation of the determinant

δ
√
−g =

1

2

√
−g gij δgij =

√
−g gijEi

¯
a δE ¯

b
j ,

we see that
d3ξ δ(

√
−g) = ?E

¯
a ∧ δE¯

a .

Therefore, applying (3.29) we get (3.30).

Finally, the last relations we need are

1

2
Eb ∧ Ea ∧ Eα(σab)

β
α = ?Ea ∧ Eα(σa)αα̇Γ̄α̇β , (3.31a)

1

2
Eb ∧ Ea ∧ Ēα̇(σ̄ab)

α̇
β̇

= − ?Ea ∧ Ēα̇(σ̄a)α̇βΓββ̇ . (3.31b)

Proof. To prove that (3.24) is κ-symmetric, we have to compute the variation of

Ip=2 =
1

3

∫
W3

?Ea ∧ Ea +

∫
W3

B3 ≡ ING + IWZ ,

and show that it is null. From equations (3.28) and (3.30) the variation of the first
term is

δκING =

∫
W3

?Ea ∧ δκEa =

∫
W3

?Ea ∧
[
2i(κσa)α̇Ē

α̇ − 2iEα(σaκ̄)α
]
. (3.32)

Appliying Cartan formula to the second term we have

δκIWZ =

∫
W3

[d(ικB3) + ικ(dB3)] =

∫
∂W3

ικB3 +

∫
W3

ικF4 , (3.33)

where we have used Stoke’s theorem, which we assume to be defined as in the bosonic
case (see appendix B.1). At this pont, we suppose that membrane is closed so that
∂W3 = ∅ and the boundary term in (3.33) vanishes. By a direct computation we get

ικF4 = i
[
Eb ∧ Ea ∧ Eα(σabκ)α − Eb ∧ Ea ∧ Ēα̇(σ̄abκ̄)α̇

]
= 2i

[
?Ea ∧ Eα(σa)αα̇(Γ̄κ)α̇ + ?Ea ∧ Ēα̇(σ̄a)α̇α(Γκ̄)α

]
,

where we have used equations (3.31a) and (3.31b) in passing from the first to the
second line. Putting (3.32) and (3.33) together we get

δκIp=2 = 2i

∫
W3

?Ea ∧
[
(κσa)α̇Ē

α̇ − Eα(σaκ̄)α + Eα(σa)αα̇(Γ̄κ)α̇ + Ēα̇(σ̄a)α̇α(Γκ̄)α
]

= −2i

∫
W3

?Ea ∧
[
Ēα̇(σ̄aκ)α̇ + Eα(σaκ̄)α − Eα(σa)αα̇(Γ̄κ)α̇ − Ēα̇(σ̄a)α̇α(Γκ̄)α

]
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and provided that (3.26) holds, we end up with

= −2i

∫
W3

?Ea ∧
[
Ēα̇(σ̄aκ)α̇ + Eα(σaκ̄)α − Eα(σa)αα̇κ̄

α̇ − Ēα̇(σ̄a)α̇ακα
]

= 0 .

Therefore, the action (3.24) is κ-symmetric.

We want to see now, more precisely, which are the physical degrees of freedom of
the membrane. Let us start with the bosonic degrees of freedom. We have described
the volume swept by the membrane in spacetime by means of four functions Xm(ξ) of
the worldvolume coordinates (ξ0, ξ1, ξ2). We can fix the gauge of the reparametrization
invariance by choosing, for instance, the static gauge, i.e. imposing the condition Xm(ξ) =
(ξ0, ξ1, ξ2,φ(ξ)). Therefore, we end up with only one physical bosonic degree of freedom,
which is described by the function φ(ξ). The fermionic degrees of freedom, instead, are
halved by the κ-symmetry. Indeed, a κ-symmetry transformation is given by

θα 7→ θ′α = θα + κα ,

θ̄α̇ 7→ θ̄′α̇ = θ̄α̇ + κ̄α̇ ,

where the parameters of the transformation are related one another by the relations
in equation (3.26). From these transformation laws, we see that the κ-symmetry can
eliminate those components of θ and θ̄ which satisfy the same projection relations as
(3.26); the remaining independent component are orthogonal to those that have been
gauged away, and satisfy the same constraint but with opposite sign. All in all, we are left
with two real independent degrees of freedom, which we can identify with the two degrees
of freedom of a two-component Majorana spinor ψα(ξ). All in all, the physical degrees of
freedom of the membrane are {φ(ξ),ψα(ξ)} ≡M: the first represents the displacement of
the membrane from its rest position, and we have identified it with the Goldstone boson
associated to the spontaneous breaking of translational symmetry; the second one is a
Goldstino, which signals the (partial) spontaneous breaking of global supersymmetry [25]
due to the presence of the membrane. Therefore, M is a Goldstone supermultiplet which
lives on the membrane worldvolume.

At this point, it is natural to ask how to couple the supermembrane to other physical
objects as, in particular, superfields. We will see this in the next chapter, in the case of
an N = 1, SU(N) Super Yang-Mills theory: interestingly enough, this coupling sources
BPS domain walls configurations.
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Chapter 4
SU(N) SYM Theory

In section 2.3.3 we have seen which is the generic lagrangian of a pure N = 1
supersymmetric non-abelian gauge field theory. In this chapter we want to consider in
some more detail the structure of these theories, focusing on the gauge group SU(N).

The first appearance of pure N = 1 SYM theories dates back to the ’70s [19, 33, 43].
Though at a first glance this kind of theories seems rather simple, extensive studies of its
structure carried on over the years have pointed out a complicated quantum behaviour. In
particular, it is known since the ’80s that SU(N) SYM has N degenerate supersymmetric
vacua, each of which is characterised by a different vev of the gluino condensate [35]

〈λa,αλaα〉 = Λ3 exp
{

2πi
n

N

}
, n = 0, 1, . . . , N − 1 , (4.1)

where Λ is a dynamically generated scale at which the condensate forms due to non-
perturbative effects. Later on, in [16], it was suggested that there shoud exist BPS domain
walls interpolating between different vacua, say e.g. j and k, whose BPS saturating tension
is

Tw =
N

8π2

∣∣〈λλ〉j − 〈λλ〉k∣∣ . (4.2)

An explicit solitonic solution describing domain walls in an effective theory of SYM has
been found only recently [5].

4.1 Symmetries and Anomalies

We begin with the analysis of the SU(N) SYM theory

LSYM = tr
[
−1

4
FmnF

mn − iλσm∇mλ̄+
1

2
D2
]

+
ΘYM

8π2 g
2 tr
[
∂m(λ̄σmλ) +

1

4
εmnpqF

mnF pq
]
,

(4.3)
starting from its classical symmetries. We recall that both the gauge field and the gaugino
transform in the adjoint representation of SU(N), and we choose the generators as
(taAd)bc = −ifabc. The parameter ΘYM denotes the usual theta angle of YM theory.
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The gaugino sector of the SYM lagrangian

L = −i tr
(
λσm∇mλ̄

)
(4.4)

is invariant under chiral rotations

λα 7→ eiαλα , λ̄α̇ 7→ e−iαλ̄α̇ .

This is the R-symmetry of the theory under consideration. As usual, the invariance under
a continuous transformation is related to the presence of a conserved current. In our case,
such current, often dubbed R-current, is given by

Rm = tr
(
λσmλ̄

)
,

and can be obtained by applying the Noether theorem. Alternatively, one can consider a
local parameter α(x) rather than simply α: as this local transformation is a symmetry
of the lagrangian if the parameter is taken constant, we can define a conserved current
according to

δαI = −
∫

d4x Rm(x) ∂mα(x) =

∫
d4x

[
∂mR

m(x)
]
α(x) .

Provided that the equations of motion are satisfied, then δI = 0 for any variation of the
fields included those induced by α(x), hence ∂mRm(x) = 0. This second point of view
will be useful later on. Together with the R-current, there are two other (classically)
conserved quantities. One is the superconformal current Jmα = 1

2Jβαα̇(σ̄m)α̇α, the other is
the stress-energy tensor Tmn. Moreover, the trace of the stress-energy tensor vanishes,
Tmm = 0: this is due to the scale-invariance of the theory, namely invariance under the
transformations

xm 7→ e−σx′m , Am 7→ eσA′m , λα 7→ e
3
2
σλ′α .

The presence of U(1)R symmetry, Poincarè invariance, scale invariance and supersymmetry
implies that the theory is superconformal: consequently, we have the following identities

∂mR
m = 0 , ∂m(xnT

mn) = Tmm = 0 , (σ̄m)α̇αJmα = 0 . (4.5)

The classically conserved currents belong to a current supermultiplet [20], which, up to a
multiplicative numeric constant, is defined as

Jαα̇ = g2 tr
(
e2gVWαe

−2gVW α̇

)
3 (Rm; Jmα ; Tmn) .

In this framework, the continuity equations (4.5) become

D̄α̇Jαα̇ = 0 .

Yet, this is true only at the classical level : chiral symmetry and scale invariance are broken
at the quantum level. These are anomalous symmetries.
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Anomalies: some general remarks. Before going on, it is useful to stress some gen-
eral features of anomalies. A classical symmetry is termed anomalous when it is broken at
the quantum level. Given a (compact) Lie group G, the occurrence of an anomaly entirely
depends on the matter content of the theory under consideration, or, more precisely, on
the representation of G where matter transforms. The immediate consequence is that
the classical continuity equation for the current associated to the symmetry under G is
spoiled. In particular, if Jm is the classically conserved current which obeys ∂mJm = 0,
quantum effects modify this relation in such a way that ∂mJm(x) = −A(x), where A(x) is
the anomaly function. If G is a global symmetry, this means that a classical selection rule
is not respected at the quantum level, i.e. classically forbidden processes can indeed take
place due to quantum effects. On the other hand, when the anomaly resides in the gauge
group the corresponding quantized theory is not consistent, for it is not renormalizable
and it could contain states of negative norm which violate unitarity.

Let us focus in particular on the anomaly of the R-symmetry. In order to see how the
chiral U(1)R is broken, let us rewrite (4.4) in terms of Majorana (bi)spinors

λ =

(
λα
λ̄α̇

)
, λT =

(
λα λ̄α̇

)
.

Recalling that we chose the gamma matrices as

γm =

(
0 σm

σ̄m 0

)
, γ5 = iγ0γ1γ2γ3 =

(
1 0
0 −1

)
,

the gaugino lagrangian can be rewritten as

L = − i

2
tr
(
λTγm∇mλ

)
.

This lagrangian is invariant under chiral rotations λ 7→ eiαγ5
λ, and the correspond-

ing conserved current is Rm = −1
2λ

Tγmγ5λ, where the trace over the color indices is
understood.

In the path integral formalism the anomaly is due to the determinant of the jacobian
of the transformation which is not unity. In particular, we consider∫

Dλ exp
{

i

∫
d4xL

}
.

By applying the chiral rotation U5(x) = eiα(x)γ5 to the fields, the measure changes
according to Dλ 7→ [DetU5(x)]−1 Dλ, with U5(x) the operator satisfying 〈x| U5|y〉 =
U5(x)δ(4)(x−y). In order to compute the anomaly, we have to compute this determinant1

[11]. However, the determinant is ill-defined as it stands. Indeed, we have

Tr logU5 =

∫
d4x 〈x|Tr logU5|x〉 =

∫
d4x tr logU5(x)δ4(x− x)

= i

∫
d4xα(x) tr γ5δ4(0) ,

1Here and in what follows Tr and Det denote functional trace and determinant, while tr and det
denote matrix trace and determinant.
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and from
[DetU5]−1 = e−Tr logU5 = ei

∫
d4xα(x)A(x) ,

follows that the anomaly function A(x) = − tr γ5δ(4)(0) is the product of the divergent
δ(4)(0) and the vanishing tr γ5. It is possible to regularize the integral by cutting-off the
large momenta contributions, namely by introducing a function f(s) such that

f(s) =

{
1 for s = 0

0 for s =∞
and sf ′(s) =

{
0 for s = 0

0 for s =∞
,

and replacing
∫
d4xα(x)A(x) ≡ −Tr C for C = α(x̂)γ5 with

∫
d4 xα(x)A(x) ≡ − lim

Λ→∞
Tr CΛ , CΛ = α(x̂)γ5f

((
i
/̂∇
Λ

)2)
.

The quantities with a hat denote quantum-mechanical operators. In particular, the Dirac
operator /̂∇ is such that 〈φ| /̂∇|x〉 = /∇〈φ|x〉. Let us compute the trace:

Tr CΛ =

∫
d4x Tr

〈
x
∣∣∣α(x̂)γ5f

((
i
/̂∇
Λ

)2)∣∣∣x〉
=

∫
d4x α(x)

∫
d4q

(2π)4
eiqxTr

[
γ5
〈
q
∣∣∣f((i

/̂∇
Λ

)2)∣∣∣x〉]e−iqx

=

∫
d4x α(x)

∫
d4q

(2π)4
eiqx tr

[
γ5f
((

i
/∇
Λ

)2)]
e−iqx

=

∫
d4x α(x)

∫
d4q

(2π)4
eiqx tr

[
γ5f
(
− 1

Λ2

(
/∂ − i /A

)2)]
e−iqx

=

∫
d4x α(x)

∫
d4q

(2π)4
tr
[
γ5f
(
− 1

Λ2

(
−i/q + /∇

)2)]
.

With a change of variable q 7→ Λp one gets

Tr CΛ =

∫
d4x α(x)

∫
Λ4 d4p

(2π)4
tr
[
γ5f
(
−
(
− i/q +

/∇
Λ

)2)]
.

The only way to get rid of the Λ4 multiplying the measure, is having another Λ4 at the
denominator. Moreover, the trace of the Dirac matrices is non-vanishing if and only if
there are four gammas together with γ5. Both these problems are solved at the same
time picking the second order term of the expansion of the regulator function around p.
In particular, we get

Tr CΛ =

∫
d4x α(x)

∫
d4p

(2π)4

1

2
f ′′(p2) tr

[
γ5

(
/∇ /∇
)2]

.
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On one side, using [∇m,∇n] = −i gFmn, we obtain

/∇ /∇ = γmγn∇m∇n = ∇2 − ig

4
[γm, γn]Fmn ,

from which

tr
[
γ5

(
− ig

4
[γm, γn]Fmn

)2]
= − g

2

16
tr
(
γ5[γm, γn][γp, γq]

)
trFmnFpq

= −g
2

4
tr
(
γ5γ

mγnγpγq
)
trFmnFpq = −i 2Ng2εmnpqF amnF

b
pq ,

using the ciclicity of the trace and tr
(
γ5γ

mγnγpγq
)

= −4iεmnpq, as well as the identity
facdf

b
cd = 2Nδab for the structure constants of SU(N). On the other side, Wick rotating

the momentum integral we have∫
d4p

(2π)4

1

2
f ′′(p2) =

i

16π4

∫
d4pE f ′′(−p2

E) =
i

32π4
V (S3)

∫ ∞
0

dpE p3
E f
′′(−p2

E)

=
i

32π2

∫ −∞
0

dy y f ′′(y) =
i

16π2

[
yf ′(y)− f(y)

∣∣−∞
0

=
i

32π2
,

using V (S3) = 2π2 and changing variable as y = −p2
E . In the very last step the defining

properties of the function f(s) have been used. Putting everything together we arrive at

Tr CΛ =

∫
d4x α(x)

[
N

16π2 g
2 εmnpqF amnF

a
pq

]
,

which defines the anomaly function as

A(x) = − N

16π2 g
2 εmnpqF amnF

a
pq .

The anomaly spoils the conservation of the R-current. This is easily seen from the path
integral, indeed∫

Dλ ei
∫
d4xL =

∫
Dλ ei

∫
d4xL′ =

∫
Dλ ei

∫
d4x α(x)A(x)ei

∫
d4x
(
L+α(x)∂mRm(x)

)
≈
∫

Dλ ei
∫
d4xL

[
1 + i

∫
d4x α(x)

(
A(x) + ∂mR

m(x)
)]
,

from which2

∂m 〈Rm(x)〉 = −A(x) =⇒ ∂m 〈λσmλ̄〉 =
N

16π2 g
2 εmnpqF amnF

a
pq .

Nevertheless, the chiral symmetry is not fully broken: there is still a residual Z2N

symmetry. We can see this by noting that in the full SYM lagrangian (4.3) the U(1)R

2The precise expression involves the vacuum expectation value 〈. . .〉; however, the brakets are usually
omitted for sake of simplicity.
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group becomes an actual symmetry (loosely speaking, we can compensate the anomaly)
if the phase transformation is accompanied with a shift of the theta angle as

ΘYM 7→ ΘYM + 2Nα .

Since ΘYM 7→ ΘYM + 2πk for k ∈ Z is a symmetry by itself, it follows that, whenever
α = πk/N , the symmetry is preserved despite the anomaly. Ultimately, even the Z2N

symmetry is broken: this time the break up is due to non-perturbative effects which
produce the gaugino condensate (4.1). One can easily see that the remaining symmetry
is just Z2.

Keeping into account also the anomaly of the scale invariance, the relations in (4.5)
become [27]

∂mR
m =

N

16π2
g2 εmnpqF amnF

a
pq , (4.6a)

Tmm = −3
N

16π2
g2 F amnF

a,mn , (4.6b)

(σ̄mJm)α̇ = −i 3
N

4π2
g2 (σ̄mnλ̄)a,α̇F amn . (4.6c)

The anomalies, in turn, can be repackaged in a chiral superfield S [20], which is defined as

S(y, θ) = trWαWα = s+
√

2θα χα + θ2F , (4.7)

and whose components are readily found by the definition of the gaugino superfield to be

s = − trλαλα , (4.8a)

χα =
√

2 tr
(
Fmn(σmn) β

α λβ − iλαD
)
, (4.8b)

F = tr
(
− 2iλσm∇mλ̄−

1

2
FmnF

mn +D2 − i

4
εmnpqF

mnF pq
)
. (4.8c)

In the superfield formalism the set of equations (4.6) gets repackaged into [27]

D̄α̇Jαα̇ =
β(g)

2g
DαS , (4.9)

and the conjugate equation, where we have introduced β(g)/2g = −3Ng2/(16π2).

4.2 The Veneziano-Yankielowicz Effective Lagrangian

The Veneziano-Yankielowicz (VY) lagrangian is an effective theory of colourless
degrees of freedom of the N = 1 SYM multiplet associated with (4.8), which describes
the N -fold degeneracy of the SYM vacuum, and demonstrates the formation of the gluino
condensate as well. It was first derived in [40] in a rather heuristical way; soon after it
was systematically shown in [36] how its form is (almost) completely fixed by anomalous
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4.2. The Veneziano-Yankielowicz Effective Lagrangian

superconformal Ward identities. We will now review the main steps outlined in [36] to
build the VY-lagrangian.

The following considerations apply to a generic supersymmetric theory having anomaly
structure

D̄α̇Gαα̇ + 2DαX = 0 . (4.10)

The superfield Gαα̇ is a general superfield containing the conserved currents, while X is
some chiral superfield containing the anomalies of the theory. These superfields do not
coincide necessarily with the Jαα̇ and S of the previous sections. First of all, we assume
that Gαα̇ and X correspond to the low-energy degrees of freedom of the theory under
consideration. Therefore, the low-energy dynamics is determined by the Green functions
of these fields stemming from the generating functional

eiW =

∫
Dϕ exp

{
iI[ϕ] + i

∫
d4x

(∫
d2θ d2θ̄ Jαα̇G Gαα̇ +

∫
d2θ JXX +

∫
d2θ̄ JX̄X̄

)}
,

for W = W[JG , JX , JX̄ ] and ϕ denoting the generic field content of the theory. The
anomalous Ward identities arising from (4.10) take the form[

D̄α̇ δ

δJαα̇G
+ 2Dα δ

δJX
+ 2ωα(JG) + 2ωα(JX)

]
W[JG , JX , JX̄ ] = 0 ,

where ωα(JG) and ωα(JX) are the contact terms produced by the source couplings
accounting for the transformation properties of Gαα̇ and X. We now introduce the
effective action in the standard way as the Legendre transform of W[JG , JX , JX̄ ], i.e.

Γ[G, X, X̄] = W−
∫

d4x
(∫

d2θ d2θ̄ Jαα̇G Gαα̇ +

∫
d2θ JXX +

∫
d2θ JX̄X̄

)
.

Our goal is to find the explicit expression for this effective action. To this end, we use the
identities Jαα̇G = − δΓ

δGαα̇ , JX = − δΓ
δX (similarly for JX̄), ending up with the superconformal

Ward identity
D̄α̇Gαα̇ + 2DαX + 2[ωα(G) + ωα(X)]Γ = 0 . (4.11)

This identity is of great help to find the expression of Γ[G, X, X̄]. With this information at
hand, it is possible to obtain the corresponding identities obeyed by the current superfields
of chiral, dilatation and conformal transformations3 R, D, and K. The aforementioned
identites are

∂mRm − i(D2X − D̄2X̄)− i[ωR(G) + ωR(X, X̄)]Γ = 0 , (4.12a)

∂mDm +
3

2
(D2X + D̄2X̄)− i[ωD(G) + ωD(X, X̄)]Γ = 0 , (4.12b)

∂mKmn + 3xn(D2X + D̄2X̄)− iωKn Γ = 0 , (4.12c)

3Knowing the precise expression these superfields is not necessary for our purposes. All that we need
to know is that they can be defined starting from Gαα̇, and that the lowest component is the current
corresponding to R-symmetry, dilatation and conformal symmetry, respectively.
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where ωR, ωD and ωK are local symmetry operators, whose explicit expression is not
needed here. Actually, the effective theory we are looking for involves the chiral anomaly
superfield X (and its conjugated) only: indeed, on physical grounds, it seems more
reasonable that the low-energy degrees of freedom are those encoded in X. Let us therefore
focus on X and X̄. Luckily enough, it turns out that, in this setting, computations are
simpler. First of all, we have to eliminate the field Gαα̇. This is obtained by considering
the zero-momentum version of equations (4.12), namely by integrating these equations
over the spacetime. Indeed, the first term vanishes being a total spacetime derivative,
and one is left with

Ω̂R(X, X̄)Γ + i

∫
d4x

(
D2X − D̄2X̄

)
= 0 , (4.13a)

Ω̂D(X, X̄)Γ + i
3

2

∫
d4x

(
D2X + D̄2X̄

)
= 0 , (4.13b)

Ω̂K
n (X, X̄)Γ + 3i

∫
d4x xn

(
D2X + D̄2X̄

)
= 0 . (4.13c)

Here, Ω̂G(X, X̄) denotes an operator whose components are differential functional opera-
tors defined as

ΩG ≡ −i

∫
d4x d2θ (δGX)

δ

δX
,

where δGX = i[G,X] represents the variation of X under the action of the generator G
of the superconformal group. Note that Ω̂G is a (coordinate-independent) superfield, and
the index G refers to its lowest component, namely

Ω̂R(θ, θ̄) = ΩR + . . . , Ω̂D(θ, θ̄) = ΩD + . . . , Ω̂K
n (θ, θ̄) = ΩK

n + . . . .

The non-homogeneity of equations (4.13) suggests to write the effective action as Γ =
Γ0 + Γ1, where Γ0 is any particular solution of the complete equation, and Γ1 is the
general solution of the homogeneous equation. At this point, the strategy is to solve one of
the (4.13), and then substitute the solution in the other two equations to check that it is
indeed a legitimate solution. For instance, one could start form (4.13a). In particular, we
can find rather easily the solution of the full equation Γ0, observing that the anomalous
term does not depend on (θ, θ̄): this means that to find a solution it suffices to consider
the lowest component of the superfield operator Ω̂G. Recalling that 4

∫
d2θ X = D2X up

to total spacetime derivatives, and imposing that Γ0 = 4
∫
d4x d2θ h(X) + h.c., using the

explicit expression for δRX one arrives at

X
dh(X)

dX − h(X)− 1

2
X = 0 ,

and a similar equation holds for X̄. This equation is solved by

h(X) =
1

2
X
(

log
X

µ3 − 1
)
,

and similarly for the conjugate. By introducing this function in the other equations (after
some manipulations) one can realise that it is a valid solution. As far as the homogeneous
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term is concerned, we can still focus on the lowest component of Ω̂G only, thanks to the
superfield nature of this object. Therefore, we have:

ΩRΓ1 = 0 , ΩDΓ1 = 0 , ΩK
n Γ1 = 0 .

Requiring that Γ1 =
∫
d4x d2θ d2θ̄ K(X, X̄) for a generic Kähler potential K(X, X̄), we

observe that:

• in order that the first relation be satisfied, K must have null chiral weight;

• in order that the second relation be satisfied, K must have mass dimension equal
to two;

• in order that the third relation be satisfied, K must have null chiral weight and
mass dimension equal to two.

These constraints ensure chiral, dilatation and conformal invariance, respectively. All in
all, one gets

Γ[X, X̄] =

∫
d4x

{
γ

∫
d2θ d2θ̄ K(X, X̄) +

[ ∫
d2θ X

(
log

X

µ3 − 1
)

+ h.c.
]}
,

with K constrained as stated above, and γ a dimensionless constant. Superconformal
invariance has been tacitly assumed: this restricts further the form of K(X, X̄), for it
implies mass dimension d and chiral weight k of a chiral superfield to be related by
d = 3

2k (for an antichiral superfield d = −3
2k instead). Given all the properties K(X, X̄)

has to satisfy, it can be shown that the most general form it can assume is

K(X, X̄) = (X̄X)1/3f(Z̄, Z) , for Z = X1/3(D̄2X̄1/3)−1/2 ,

with the function f(x, y) subject to the condition f∗(x, y) = f(y, x) [36]. This general
term gives rise to an effective potential whose bosonic component is unbounded from
below. In the simplest case in which f(x, y) = 1, the potential is bounded from below (as
we will see later), and we arrive at

LVY = γ

∫
d2θ d2θ̄ (X̄X)

1
3 +

[ ∫
d2θ X

(
log

X

µ3 − 1
)

+ h.c.
]
, (4.14)

which is very similar to the Veneziano-Yankielowicz lagrangian.

4.3 The Special Chiral Superfield

By comparing (4.9) and (4.10), we observe that the superfield X in equation (4.14) is
actually S defined in (4.8) up to a rescaling. We can then rewrite

K(S̄,S) =
1

16π2ρ
(S̄S)1/3 , W (S) =

N

16π2S
(

log
S
Λ3 − 1

)
,
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for ρ a dimensionless positive constant. Recalling equation (4.8c), we see

ReF =
1

2
tr
(
−1

2
FmnF

mn +D2 − iλσm∇mλ̄
)
≡ A ,

ImF = tr
[
−∂m(λσmλ̄)− 1

4
εmnpqF

mnF pq
]

= ∂m

[
−(λσmλ̄) + εmnpq

(
An ∂pAq −

2i

3
AnApAq

)]
≡ ∂mCm .

In particular, the imaginary part of F is an instanton density, and thus it is (locally) the
exterior derivative of a Chern-Simons 3-form (see appendix B.1). Indeed, noting that

d
[

1

3!
dxqdxpdxn εnpqm tr(λσmλ̄)

]
= d4x tr

[
∂m(λσmλ̄)

]
,

and recalling that trF2 ∧ F2 = tr
(
AdA− 2i

3 A
3
)
, we end up with

F4 ≡ d4x ImF = −d4x tr
[
∂m(λσmλ̄)

]
− trF2 ∧ F2

= −d tr
[(
A dA− 2i

3
A3
)

+
1

3!
dxndxpdxqεnpqm(λσmλ̄)

]
= dC3 . (4.15)

The 1-form C1 ≡ Cmdxm is the Hodge-dual of C3, i.e. C1 = ∗C3, and therefore

F = A+ i∂mC
m = A+ i ∗dC3 .

It has been shown in [21] that chiral superfields enjoying such a peculiar structure for the
F -term can always be expressed as

S = −1

4
D̄D̄U , S̄ = −1

4
DDU , (4.16)

for U(x, θ, θ̄) being a real scalar superfield in the case at hand. The latter superfield has
C1 among its independent bosonic components. In particular, one has

1

8
σ̄α̇αm [Dα, D̄α̇]U

∣∣
θ,θ̄=0

= Cm ,
1

4
D2U

∣∣
θ,θ̄=0

= −s̄ , 1

16
D2D̄2U

∣∣
θ,θ̄=0

= F . (4.17)

The F -component is invariant under the gauge transformation C3 7→ C3+dΛ2, where Λ2(x)
is a 2-form gauge parameter. This symmetry property holds also at the superfield level:
indeed, S remains unchanged under the shift U 7→ U +L for L such that D2L = D̄2L = 0;
the superfield L is termed linear superfield, and plays the role of the gauge 2-form Λ2(x).

4.3.1 The Veneziano-Yankielowicz Effective Scalar Potential

We are interested in finding the scalar effective potential to identify the vacua of the
theory. As pointed out in [5], there are some issues concerning how to integrate out the
F -component field of S: indeed, we have just seen that it is not an auxiliary complex field
in the strictest sense, for it contains the dual 4-form of ∂mCm associated with the SYM
instanton density trF2 ∧ F2. On the other hand, the superpotential is not single-valued
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under identical R-symmetry phase transformations of the field S(x, θ) 7→ S ′(x, eiπθ) =
e2πiS(x, θ). Indeed, we have

W (S) 7→W (S) + i
N

8π
S ,

and therefore
LVY 7→ LVY −

N

4π
ImF = LVY −

N

4π
∂mC

m .

According to [4, 5], we can augment the VY lagrangian with the boundary term

Lbd = − 1

128π2

(∫
d2θ D̄2 −

∫
d2θ̄D2

)[(
1

12ρ
D̄2 S̄1/3

S2/3
+ log

Λ3N

SN

)
U

]
+ h.c. , (4.18)

so that the shift of the superpotential is compensated, and considering U as an independent
superfield we can eliminate in a consistent way the auxiliary fields within F by solving
their equations of motion. Actually, we can see that L = LVY + Lbd is not only invariant
under the identical phase transformation we considered before, but also under a generic
U(1) R-symmetry transformation. Indeed, for S(x, θ) 7→ S ′(x, e−iα/2θ) = eiαS(x, θ) one
has

LVY 7→ LVY −
N

8π2α ∂mC
m ,

Lbd 7→ Lbd −
1

128π2 (−2iNα)
(∫

d2θ D̄2 −
∫

d2θ̄D2
)
U = Lbd +

N

8π2α ∂mC
m .

Nevertheless, we know that the R-symmetry is broken down to a discrete Z2N . We can
recover this feature with the requirement

1

16π2

(
1

12ρ
D̄2 S̄1/3

S2/3
+ log

Λ3N

SN

)∣∣∣∣
bd

= −i
n

8π
, (4.19)

where n = 0, 1, . . . , N − 1 mod N characterizes the asymptotic vacua of the theory.
This choice of the boundary makes the augmented lagrangian L invariant under the
transformation U 7→ U + L, because L is a linear superfield. Since our goal is to find
the explicit expression of the scalar potential, we put to zero the fermionic component,
namely χα = 0. According to what we have seen in section 2.3.2, we find

LBVY = Kss̄

[
∂ms ∂

ms̄+ (∂mC
m)2 +A2

]
+
[
Ws(A+ i∂mC

m) + h.c
]

= Kss̄ ∂ms∂
ms̄+

{
Kss̄

[
(∂mC

m)2 +A2
]

+ 2AReWs − 2(∂mC
m) ImWs

}
. (4.20)

where

Kss̄ ≡
∂K(s, s̄)

∂s ∂s̄
=

1

9

1

16π2ρ
(s̄s)−

2
3 , Ws ≡

∂W (s)

∂s
=

N

16π2 log
s

Λ3
. (4.21)

Moreover, after a lengthy calculation one finds

LBbd = −2∂m
[
Cm
(
Kss̄ ∂nC

n − ImWs

)]
. (4.22)
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Now we integrate out the fields A and Cm from the lagrangian by solving their equations
of motion. We do not need to consider (4.22), because it is a total derivative, and therefore
it gives no contribution to the equation of motion. From (4.20) we have, instead,

Kss̄A+ ReWs = 0  A = −K−1
ss̄ (ReWs) , (4.23)

∂m
(
Kss̄∂nC

n − ImWs

)
= 0  ∂mC

m = K−1
ss̄

(
ImWs −

n

8π

)
, (4.24)

where in solving the latter equation we have chosen an integer integration constant which
is compatible with the condition (4.19). Now we can plug equations (4.23) and (4.24) into
LB = LBVY + LBbd to find the scalar potential. Despite the boundary term is unimportant
for the derivation of the equations of motion, it is actually essential to ensure that the
scalar potential is always non-negative. We have

V (s, s̄) = −
{
Kss̄

[
(∂mC

m)2 +A2
]

+ 2AReWs − 2∂mC
m ImWs

+ 2Kss̄(∂mC
m)2 + 2(∂mC

m)ImWs

}
,

hence, one ends up with [29]

V (s, s̄) =
9ρ

16π2N
2|s|

4
3

[
log2 |s|

Λ3
+
(

arg s− 2π
n

N

)2
]
. (4.25)

The variable n is discrete, hence the potential is single-valued as well as multi-branched,
being periodic in n with period N . Moreover, V (s, s̄) vanishes for

〈s〉 = Λ3 exp
{

2πi
n

N

}
, n = 0, 1, . . . , N − 1 ,

which reproduces the gluino condensate in equation (4.1). One can notice also that the
scalar potential presents cusps at arg s = π(k + 1)/N , where n changes value from k to
k + 1. Finally, we notice that the potential is invariant under the simultaneous shifts

n 7→ n + k , arg s 7→ arg s+ 2π
k

N
,

which correspond to the ZN symmetry.

4.4 Coupling the Supermembrane to the VY Model

We are finally ready to consider the issue we mentioned at the end of section 3.5.2,
namely the coupling of a supermembrane and a bulk superfield. In particular, thanks to
the results of [6, 3], we will couple a membrane to the N = 1 SYM theory and its VY
effective description.

In a theory involving only a chiral 3-form superfield as that in (4.16), the most general
action describing its coupling to a membrane in N = 1, 4-dimensional flat superspace is

I2 = − 1

4π

∫
W3

d3ξ
√
−g |kS + c| − k

4π

∫
W3

C3 −
(
c̄

4π

∫
W3

B̂3 + h.c.
)
, (4.26)
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where c = k1 + ik2 and k are real constant charges, which characterise the coupling of
the membrane to a 3-form gauge superfield C3 and a complex super 3-form B̂3 [12, 21].
These superforms are defined as [6, 5]

C3 = 2iEa ∧ Eα ∧ Ēα̇(σa)αα̇U +
1

4
Eb ∧ Ea

[
Eα(σab)

β
α DβU − Ēβ̇(σ̄ab)

α̇
β̇
D̄α̇U

]
− 1

48
Ec ∧ Eb ∧ Eaεabcd(σ̄d)β̇α[Dα, D̄β̇]U ,

and
B̂3 = −1

2
Eb ∧ Ea ∧ Eα(σabθ)α − iEa ∧ Eα ∧ Ēα̇(σa)αα̇θ

2 .

Moreover, the associated field strength 4-forms are given by

G4 ≡ dC3 = −1

2
Eb ∧ Ea ∧

[
Eα ∧ Eβ(σab)

β
α S̄ + Ēα̇ ∧ Ēβ̇(σ̄ab)

α̇
β̇
S
]

− 1

12
Ec ∧ Eb ∧ Ea ∧

[
εabcdE

α(σd)αα̇D̄α̇S̄ − εabcdĒα̇(σ̄d)α̇αDαS
]

+
i

96
Ed ∧ Ec ∧ Eb ∧ Eaεabcd

(
D2S − D̄2S̄

)
(4.27)

and by

F̂4 ≡ dB̂3 = −1

2
Eb ∧ Ea ∧ Eα ∧ Eβ(σab)

β
α .

In (4.27) we have substituted U with S and S̄ using the identities in equation (4.16). The
bulk superfield S is evaluated on the membrane worldvolume ZM = ZM (ξ), which in turn
is parametrised by three coordinates (ξ1, ξ2, ξ3), and exactly like in section 3.5.2 we have

gij(ξ) = ηabE
a
i (ξ)E b

j (ξ) , Ea(ξ) = dξiE a
i (ξ) , E a

i = ∂iZ
M (ξ)E a

M (ξ) ,

for the induced metric on the membrane and the (pull-back of the) bosonic vielbein.
At this point, one could ask why it is necessary to include the constant c and the

3-form B̂3, rather then considering only |S| and the 3-form C3. It has to be noticed that,
in the SYM case, S = trWαWα is a nilpotent superfield. It is thus essential to consider
the modulus |kS + c| rather than simply |S|, in that the latter is not well defined. On
the other hand, the action must be κ-symmetric: since we have included the constant c,
the mere presence of C3 is not enough to fullfill this requirement, and hence the action
must comprise also B̂3 to be κ-symmetric.

We note also that the real part of B̂3 has already appeared in section 3.5.2 as part of
the free supermembrane action.

4.4.1 Worldvolume Symmetries

By construction, the action in equation (4.26) is invariant under worldvolume diffeo-
morphisms ξi 7→ ζi(ξ) and κ-symmetry transformations

δkx
m(ξ) = iκσmθ̄ − iθσmκ̄ , δκθ

α = κα , δκθ̄
α̇ = κ̄α̇ , (3.25)
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which induce the following transformation law of the bosonic supervielbein

δκE
a = −2i(κσa)α̇Ē

α̇ + 2iEα(σaκ̄)α . (3.28)

Moreover, a generic chiral superfield Φ and its conjugate Φ̄ transform as

δκΦ = καDαΦ , δκΦ̄ = κ̄α̇D̄α̇Φ̄ .

Relying on the formulae we have seen in section 3.5.2 we will now show that I2 is indeed
κ-symmetric.

Proof. As we did previously, we assume that the membrane is closed, so that ∂W3 = ∅
and the variation of any of the two superform is given by δκ

∫
W3
• =

∫
W3
ικ d•. From

what we have already seen, it is easy to find

c̄ (ικF4) + c (ικF4) = −2 ?Ea ∧
[
c̄ Eα(σa)αα̇(Γ̄κ)α̇ − c Ēα̇(σ̄a)α̇α(Γκ̄)α

]
, (4.28)

where we have applied the identities in equation (3.31). Then we have

ικG4 = −Eb ∧ Ea ∧
[
Eα(σabκ)α S̄ − Ēα̇(σ̄abκ̄)α̇S

]
− 1

12
Ec ∧ Eb ∧ Eaεabcd

[
(κσd)α̇D̄α̇S̄ + (κ̄σ̄d)αDαS

]
= −2 ?Ea ∧

[
Eα(σa)αα̇(Γ̄κ)α̇S̄ − Ēα̇(σ̄a)α̇α(Γκ̄)αS

]
(4.29a)

+
1

12
Ec ∧ Eb ∧ Eaεabcd

[
D̄α̇S̄ (σ̄dκ)α̇ +DαS (σdκ̄)α

]
, (4.29b)

using again (3.31). Finally, identifying |kS + c| = |Φ|, we have

δκ
(
d3ξ
√
−g |Φ|

)
= (?Ea ∧ δκEa)|Φ|+ d3ξ

√
−g

(δκΦ̄)Φ + Φ̄(δκΦ)

2|Φ|
= ?Eα ∧

[
−2i(κσa)α̇Ē

α̇ + 2iEα(σaκ̄)α
]
|Φ| (4.30a)

+ d3ξ
√
−g

(κ̄α̇D̄α̇Φ̄)Φ + Φ̄(καDαΦ)

2|Φ|
. (4.30b)

Now, we put together (4.28), (4.29a) (4.30a), finding

(4.28) + k (4.29a) + (4.30a) = −2 ?Ea ∧ Eα(σa)αα̇
[
(Γ̄κ)α̇(c̄+ kS̄) + iκ̄α̇|Φ|

]
− 2 ?Ea ∧ Ēα̇(σ̄a)α̇α

[
(Γκ̄)α(c+ kS)− iκα|Φ|

]
,

and thus this variation vanishes if and only if κα and κ̄α̇ obey the conditions

κα = −i
kS + c

|kS + c|
(Γκ̄)α , κ̄α̇ = i

kS̄ + c̄

|kS + c|
(Γ̄κ)α̇ , (4.31)

which are, in some sense, reminiscent of those in equation (3.26). At this point, we
have to check that the constraints (4.31) allow the mutual cancellation of (4.29b)
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with (4.30b). To this aim, we notice that the identities

d3ξ
√
−g Γ =

i

3!
Eb ∧ Ec ∧ Edεabcd σd , d3ξ

√
−g Γ̄ =

i

3!
Eb ∧ Ec ∧ Edεabcd σ̄d ,

follow from the very definitions of Γαα̇ and Γ̄α̇α in (3.27). Paying attention to the
indices, which, when ordered correctly, produce an overall minus sign, we obtain

(4.29b) =
i

2
d3ξ
√
−g
[
D̄α̇S̄(Γ̄κ)α̇ +DαS(Γκ)α

]
.

Since DαΦ = kDαS and similarly for its conjugate, and ignoring the common factor
which is unnecessary, we find

(4.29b) + (4.30b) =
[
iD̄α̇S̄(Γ̄κ)α̇ + iDαS(Γκ)α + (κ̄α̇D̄α̇S̄)

Φ

|Φ| +
Φ̄

|Φ|(κ
αDαS)

]
= −

[
D̄α̇S̄ κ̄α̇

Φ

|Φ| − iD̄α̇S̄ (Γ̄κ)α̇
]
+
[

Φ̄

|Φ|(D
αS)κα + i(DαS)(Γκ̄)α

]
,

and the two terms are (separetely) null provided that the conditions in (4.31) are
satisfied.

We have seen already that the degrees of freedom of the membrane are those of a
supermultiplet M = {φ(ξ),ψ(ξ)}, where the scalar φ(ξ) describes the fluctuations of the
membrane in the transverse direction, and ψ(ξ) is a two-component SL(2,R) Majorana
spinor. The N = 1, d = 3 Goldstone supermultiplet M is associated with the spontaneous
breaking of the translational symmetry in the direction transverse to the membrane, and
to the halving of the bulk N = 1, d = 4 supersymmetry due to the membrane itself.
The broken symmetries are non-linearly realized on the Goldstone supermultiplet, whose
interaction with the chiral superfield S is described by the action (4.26).

4.4.2 Dynamic Membrane as a Source of BPS Domain Walls

Now, we want to see how the presence of a membrane modifies the equations of motion
of the auxuliary fields in the VY effective model, inducing a BPS domain wall solution.
The insertion of the membrane solves the discrepancy between the exact value of the
tension of the BPS saturating wall, and that estimated by means of the potential (4.25),
which appears to be much smaller. This issue was pointed out long ago in [28], where it
was also suggested that at the cusps of the potential there should be an object accounting
for the missing contribution to the tension. This object, in fact, could be identified with
a membrane [5].

We consider a static membrane located at x3 = 0 = θα = θ̄α̇, and whose worldvolume
extends along the directions ξi = xi, for i = 0, 1, 2. In these conditions, the induced
metric on the membrane gij reduces to the flat three dimensional metric4 ηij . Moreover,

4We suppose that the metrics gij and ηij inherit the moslty-minus signature of the metric ηmn of the
target spaceM4.
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the 3-form B̂3 (and its conjugate) is null, while for C3 we have

C3

∣∣
θ,θ̄=0

= d3ξ C3,

according to equation (4.17). Therefore, the action describing the coupling between VY
model and a static membrane is

I =

∫
d3ξ dx3

(
LBVY + Lm

)
,

where, explicitly, the lagrangian is

L ≡ LBVY + Lm
= Kss̄

(
∂ms ∂

ms̄+ FF̄
)

+
(
WsF + h.c.

)
− 2∂m

[
Cm(Kss̄ ∂nC

n − ImWs)
]

− 1

4π

(
|ks+ c|+ kC3

)
δ(x3) . (4.32)

Let us then find the equations of motion for the auxiliary fields A and Cm. Actually, the
equation of motion of A coincides with that we have found previously

A = −K−1
ss̄

(
ReWs

)
. (4.23)

On the contrary, the equation of motion of Cm is amended by the presence of the
membrane term. Indeed, we have

∂m
∂L

∂ ∂nCn
− ∂L
∂Cm

= 0  ∂m
(
Kss̄ ∂nC

n − ImWs

)
= − k

8π
δm3 δ(x

3) ,

and therefore
∂mC

m = K−1
ss̄

[
ImWs −

n′

8π

]
, n′ ≡ n + kH(x3) , (4.33)

where H(x3) denotes the Heaviside step function. With these solutions at hand, we can
find the on-shell value of F and its conjugate

F = − 1

Kss̄

[
W s̄ +

in′

8π

]
, F̄ = − 1

Kss̄

[
Ws −

in′

8π

]
. (4.34)

These equations prompt the introduction of the following modified superpotential

Ŵ (s) ≡W (s)− in′

8π
s ,

and similarly for the conjugate. We see that the modified superpotential has a jump
at the position of the membrane, hence its local minima describe two SYM vacua: one,
say on the left of the membrane, labeled by n; the other, on the right, labeled by n + k.
Furthermore, together with the bulk field equations, we have to consider also the equations
of motion of the membrane field x3(ξ), which, for a static membrane, reduce to(

∂3|ks+ c|+ k ∂mC
m
)∣∣
x3=0

= 0 . (4.35)
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We focus on the BPS configurations interpolating between the vacua at x3 → ±∞ where
the vev of the component field s is, respectively

〈s〉−∞ = Λ3 e2πin/N and 〈s〉+∞ = Λ3 e2πi(n+k)/N .

As we have already seen several times, the wall profile is determined by the x3-dependence
of the scalar field s = s(x3), which is assumed to be constant along the other directions.
Since we are considering a bosonic configuration, we set the fermionic component χα
of S to zero. Moreover, we have to require that the variation of χα is zero under 1/2
supersymmetry preserved by the membrane supporting the wall solution. That is, we
enforce

δχα =
√

2
[
i(σ3)αα̇ε̄

α̇ṡ+ εαF
] !

= 0 , (4.36)

where ṡ ≡ ds
dx3 . On the other hand, for the static membrane we have θα = θ̄α̇ = 0:

these conditions are preserved only by a cobination of supersymetry and κ-symmetry
transformation, that is

δθα = εα + κα = 0 ⇐⇒ εα = −κα.

Now, we have to recall that the κ-symmetry parameters are subject to the constraints
in equation (4.31). Therefore, the previous equation implies that on the membrane the
supersymmetry parameter εα – and ε̄α̇ as well – has to satisfy an analogous condition to
that in (4.31), namely

εα = eiη(σ3)αα̇ε̄
α̇ , (4.37)

where η = arg(ks+ c)|x3=0 and it is constant on the bulk. If we plug equation (4.37) in
(4.36) we find the BPS equation

ṡ = i eiηF = −i eiη Ŵs

Kss̄
. (4.38)

It is possible to assume that, on the membrane, ks(0) + c, ks(0) and c have the same
phase η. This particular choice is convenient in that it makes equations (4.35) and (4.38)
mutually consistent. Moreover, we can easily show that, similarly to what we have seen
in section 3.4.2, the following identity holds:

d
dx3Re(Ŵe−iη) = 0 . (4.39)

Indeed

d
dx3 Ŵ = Wsṡ−

in′

8π
ṡ− ik

8π
δ(x3)s = Ŵsṡ−

ik

8π
δ(x3)s

= iŴse
iηF − ik

8π
δ(x3)s = −i

Ŵ s̄ Ŵs

Kss̄
− i

8π
δ(x3)|ks|eiη ,

and this, upon multiplication of the phase factor e−iη, leads to (4.39). Clearly, the identity
(4.39) implies

Re(Ŵe−iη) = constant . (4.40)
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Let us finally compute the tension of the configuration. The first step consists in
substituting the on-shell value of the auxiliary fields A and Cm in the lagrangian (4.32).
The computations are straightforward but lengthy and we will therefore skip them. All in
all, taking into account that s depends only on x3, one ends up with the action

I = −
∫

d3ξ dx3 Kss̄

[
ṡ ˙̄s+

Ŵ s̄ Ŵs

K2
ss̄

]
−
∫

d3ξ dx3 |ks+ c|
4π

δ(x3) .

This action can be neatly rewritten in a BPS-like fashion as

I = −
∫

d3ξ dx3 Kss̄

(
ṡ± ieiβ Ŵ s̄

Kss̄

)(
˙̄s∓ ie−iβ Ŵs

Kss̄

)
∓ i

∫
d3ξ dx3

(
ṡe−iβŴs − ˙̄seiβŴ s̄

)
−
∫

d3ξ Tm ,

where β is an arbitrary phase and Tm ≡ |ks(0) + c|/4π is the membrane tension. Now,
taking β = η and selecting the upper sign, thanks to equation (4.38) the first line vanishes,
and we are left with the on-shell value of the action

I =

∫
d3ξ dx3 2 Im

(
ṡe−iηŴs

)
−
∫

d3ξ Tm .

The integration of the first term on the variable x3 is easily performed noting that, by
definition

Ŵsṡ =
d

dx3 Ŵ +
i

8π
δ(x3) ks .

Thus, on one hand we have∫
R
dx3 2 Im

(
dŴ
dx3 e

−iη
)

= 2 Im
[
(Ŵ+∞ − Ŵ−∞)e−iη

]
= −2 Im

[
(Ŵ+∞ − Ŵ−∞)e−i(η−π)

]
.

On the other hand, instead, we have

2 Im
(

i

8π
δ(x3) ks e−iη

)
=

1

4π
δ(x3)

(
ikse−iη + iks̄eiη

2i

)
=

1

4π
Re
(
δ(x3) ks e−iη

)
.

Therefore, we arrive at

I = −
∫

d3ξ 2 Im
[
(Ŵ+∞ − Ŵ−∞)e−i(η−π)

]
−
∫

d3ξ
[
Tm −

1

4π
Re
(
ks(0)e−iη

)]
.

Now, taking into account (4.40), and requiring

Im
[
(Ŵ+∞ − Ŵ−∞)e−i(η−π)

]
≥ 0 ,

one finds that the phase of (Ŵ+∞−Ŵ−∞) is given by η− π
2 . Moreover, recalling that on the

membrane arg(ks(0) + c) = arg(ks(0)) = arg(c) = η so that 4πTm−Re
(
ks(0)e−iη

)
= |c|,

we get that the energy density per unit surface of the system is

T = 2|Ŵ+∞ − Ŵ−∞|+
|c|
4π

= Tw + T0 .
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The first term in the expression is the tension of the domain wall saturating the BPS
bound, while the second coincides with the tension of a free membrane. For |c| = 0 we
have T0 = 0: this means that the contribution of the membrane to the overall tension
exactly cancels the jump of the superpotential at x3 = 0. On the other hand, if the
membrane were not there we would have obtained T ′ = Tw − |ks(0)|/4π, which is indeed
less than that of the BPS bound: this is the discrepancy pointed out in [28] which we
mentioned at the beginning of this section. The contribution of the membrane tension is
thus of fundamental importance in order to ensure the saturation of the BPS bound. In
particular, for |c| = 0 the value of the wall tension turns out to be

Tw =
N

8π2 Λ3
∣∣∣e2πi n+k

N − e2πi n
N

∣∣∣ ,
i.e. exactly the one predicted in [16].

4.5 Introducing Dynamical Glueballs

In this last section we proceed along an unexplored direction, analysing the modifica-
tions of the VY theory produced by introducing a mass term for the CP -odd glueball
field Cm, and also a new scalar field u which is related to the CP -even glueball FmnFmn.
To this end, we consider the term proposed in [18], that is

L′ = −1

δ

∫
d2θ d2θ̄

U2

(SS̄)1/3
, (4.41)

where δ is a dimensionless positive constant. This modification is worth to be considered
because, in so doing, the field Cm acquires one degrees of freedom, and therefore becomes
a propagating field. We focus on the bosonic components only: in such case we shall
ignore the χα term of S in (4.7), while the component expansion of the superfield U reads

U = u+ θ2s̄+ θ̄2s− 2 θσmθ̄ Cm + θ2θ̄2
(
A+

1

4
�u
)
. (4.42)

The component u is a real scalar field, which, following [18], describes a CP -even glueball.
We notice that the new term is not invariant under the shift U 7→ U + L, for L a linear
superfield5; however, it is necessary to break this symmetry if one wants to retain the
fields Cm and u as dynamical variables.

In order to obtain the explicit component expansion of the new term, we define

Ĝ(S, S̄) ≡ (SS̄)−
1
3 ,

thus we interpret the denominator in (4.41) as a new ”Kähler potential”. Now, by
expanding Ĝ(S, S̄) as we have seen in section 2.3.2, and then multiplying the resulting

5Alternatively, if we do not want to give up gauge symmetry, following [5] we could introduce a
Stückelberg linear superfield L with transformation properties L 7→ L + L, and consider (U − L)2 rather
than simply U2.
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expression by (4.42), we find the component lagrangian

L′ = −1

δ
u2
[
−1

4
�Ĝ+ Ĝss̄

(
∂ms ∂

ms̄+ FF̄
)]
− 2

δ
u
(
Ĝs sF + Ĝs̄ s̄F

)
+

2

δ
uCmq

m − 2

δ
Ĝ
[
u
(
A+

1

4
�u
)

+ ss̄+ CmC
m
]
,

where now Ĝ = Ĝ(s, s̄), and we have defined

Ĝs ≡
∂Ĝ

∂s
, Ĝs̄ ≡

∂Ĝ

∂s̄
, Ĝss̄ ≡

∂2Ĝ

∂s ∂s̄
,

and also
qm ≡ i(Ĝs ∂

ms− Ĝs̄ ∂ms̄) .

Noting that −2u�u = 2∂mu ∂
mu−�u2, which implies

−1

2
Ĝu�u =

1

2
Ĝ ∂mu ∂

mu− 1

4
Ĝ�u2 ,

we see that
1

4
u2�Ĝ+

1

2
Ĝ ∂mu ∂

mu− 1

4
Ĝ�u2 =

1

2
Ĝ ∂mu ∂

mu

up to a total spacetime derivative6 which we will ignore. Therefore, the full modified VY
lagrangian reads

L = Kss̄

(
∂ms ∂

ms̄+ FF̄
)

+
(
WsF + h.c.

)
− 2∂m

[
Cm
(
Kss̄∂nC

n − ImWs

)]
− 1

4π

(
|ks|+ kC3

)
δ(x3) +

1

2δ
Ĝ ∂mu ∂

mu− 1

δ
Ĝss̄ u

2
(
∂ms ∂

ms̄+ FF̄
)

− 2

δ
u
(
Ĝs sF + Ĝs̄ s̄F

)
− 2

δ
Ĝ
(
ss̄+ CmC

m + uA
)

+
2

δ
uCmq

m . (4.43)

For simplicity, we have taken immediately c = 0. We can notice that for δ → ∞ the
lagrangian reduces to (4.32).

Before we proceed further, an important comment is in order. In the previous sections,
in order to make the elimination of the auxiliary field F a consistent procedure, we have
introduced the independent superfield U accompanied by a boundary term. Now, we
are adding a new contribution, which contains U . Therefore, it is natural to expect
that the boundary terms (4.22) gets modified. This peculiarity has not been noticed
before. Anyway, we will not be able to give the full superfield expression for the modified
boundary term. However, by inspection of the full bosonic lagrangian (4.43) we can see
which is the bosonic component of the term amending the boundary contribution. Indeed,
we observe that the first term in the first line and the last term in the second line of
(4.43) have the same structure, apart from the overall factor: therefore, it is convenient

6Indeed, given two arbitrary functions f(x) and g(x), we have:

(�f)g − f �g = ∂m
[
(∂mf)g

]
− ∂mf ∂mg − ∂m

(
f ∂mg) + ∂mf ∂

mg = ∂m
[
(∂mf)g − f ∂mg

]
.
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to repackage these two terms in a single one by formally defining a new ”Kähler potential”
K̃(s, s̄, u) such that

K̃ss̄ ≡ Kss̄ −
1

δ
Ĝss̄ u

2 .

On the other hand, we observe that the term Kss̄(∂mC
m)2 wich appears in the first

term of the first line of (4.43), shows up in the boundary term, too. Hence, the bosonic
component of new contribution which modifies the boundary term must involve K̃ rather
than K, and thus we have to substitute Kss̄ with K̃ss̄ in the boundary term. Let us be
more precise now. Consider the variation of the kinetic term Ik =

∫
d4x K̃ss̄(∂mC

m)2

with respect to δCm:

δIk =

∫
d4x

{
−
[
∂m
(
2K̃ss̄ ∂nC

n
)]
δCm + ∂m

[
2K̃ss̄(∂nC

n) δCm
]}
. (4.44)

The second term is a total derivative, and it vanishes imposing that the variation of Cm
vanishes on the boundary, i.e. δCm

∣∣
bd= 0. However, this procedure is not well-defined,

because Cm is a gauge field defined up to a total derivative. Instead, one should impose that
the variation of the field strength vanishes on the boundary, namely δ(∂mCm)

∣∣
bd= 0. This

is achieved by adding the total derivative term −2∂m
[
K̃ss̄C

m(∂nC
n)
]
, whose variation

cancels the second term in (4.44) and modifies the boundary term in the lagrangian.
All in all, after some other manipulations, we end up with

L = K̃ss̄

(
∂ms ∂

ms̄+ FF̄
)

+
(
WsF + h.c.

)
− 2∂m

[
Cm
(
K̃ss̄ ∂nC

n − ImWs

)]
− 1

4π

(
|ks|+ kC3

)
δ(x3) +

1

2δ
Ĝ∂mu ∂

mu− 2

3δ
Ĝ uA

− 2

δ
Ĝ
(
ss̄+ CmC

m
)

+
2

δ
uCmq

m .

4.5.1 What Happens to the Degeneracy of the SYM Vacua?

The new lagrangian turns out to be very complicated. As a first thing, we want to see
if the several new terms modify the vacuum structure: in particular, we are interested in
understanding if the new contributions spoil the N -fold degeneracy of the vacua, because,
if this were the case, domain wall solutions would not arise. As a first thing, we want
to solve the equation of motion for the field A only; this is still an easy task because
the equation of motion for A is an algebraic equation. On the contrary, the equation of
motion for Cm is more complicated, in that it contains also the divergence ∂mCm. Then,
by plugging the explicit expression for A back in the lagrangian (4.43), we want to see
how the fiel Cm and its field-strength enter the scalar potential. Finally, by choosing the
vev of any field but that of s and s̄ to be zero, we want to check if we can reproduce the
value of the gaugino condensate that we have obtained in the VY theory.

The equation of motion for A turns out to be

∂L
∂A

= 0 =⇒ K̃ss̄A+ ReWs −
1

3δ
Ĝu = 0 ,
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and the solution is easily obtained:

A = −ReWs

K̃ss̄

(
1− 1

3δ

Ĝ u

ReWs

)
.

Then, we have

K̃ss̄A
2 =

(ReWs)
2

K̃ss̄

(
1− 1

3δ

Ĝ u

ReWs

)2
, (4.45a)

2(ReWs)A = −2
(ReWs)

2

K̃ss̄

(
1− 1

3δ

Ĝ u

ReWs

)
, (4.45b)

− 2

3δ
Ĝ uA =

2

3δ

ReWs

K̃ss̄

Ĝ u
(

1− 1

3δ

Ĝ u

ReWs

)
, (4.45c)

and putting these terms together we arrive at

(4.45a) + (4.45b) + (4.45c) = − 1

K̃ss̄

(
ReWs −

1

3δ
Ĝ u
)2
.

Actually, it is also useful to consider the equation of motion for Cm

∂m
(
K̃ss̄ ∂nC

n − ImWs

)
= −2

δ
Ĝ Cm +

1

δ
uqm −

k

8π
δ3mδ(x

3) .

Even if we cannot find an explicit solution of this equation, it proves useful to write the
on-shell lagrangian (and the potential, too) in a cleaner way. Ultimately, the lagrangian
(4.43) reads

L =K̃ss̄

[
∂ms ∂

ms̄− (∂mC
m)2
]

+
1

2δ
Ĝ ∂mu ∂

mu− 1

4π
|ks|δ(x3)

− 2

δ
Ĝ
(
ss̄− CmCm

)
− 1

K̃ss̄

(
ReWs −

1

3δ
Ĝ u
)2
.

At this point, – ignoring the presence of the membrane for the time being – we can find
the ”potential”7

V = K̃ss̄(∂mC
m)2 +

2

δ
Ĝ
(
ss̄− CmCm

)
+

1

K̃ss̄

(
ReWs −

1

3δ
Ĝ u
)2
.

We are finally ready to consider 〈V 〉, which is meant to be the above potential with all the
arguments evalued at their vevs. We put all vevs but 〈s〉 and 〈s̄〉 to zero, which implies
K̃ss̄ → Kss̄, and (writing s and s̄ instead of 〈s〉 and 〈s̄〉 for sake of simplicity) we find

〈V 〉 =
(ReWs)

2

Kss̄
+

2

δ
Ĝ ss̄

=
9ρN2

16π2
|s|

4
3

(
log2 |s|

Λ3
+

32π2

9ρN2 δ

)
.

7This is not a scalar potential in the strictest sense as we have defined it in section 2.3.5: indeed, there
should not be derivatives, and we should have scalar fields only.
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There is a single value of |s| which produces 〈V 〉 = 0, that is

〈s〉 = 0 , 〈s̄〉 = 0 .

Thus, we observe that the introduction of the new term (4.41):

• spoils the N -fold degeneracy of the SYM vacua;

• allows for only one supersymmetric minimum in which the gaugino condensate does
not form.

However, we can see that it is possible to restore the degeneracy of the SYM vacua.
Following [18], we modify the relation (4.16) between S and U as

S − 〈S〉 = −1

4
D̄D̄U , (4.46)

and similarly for the conjugate. This implies that in the expression (4.42) the composite
fields s and s̄ are to be substituted by ∆ ≡ s− 〈s〉 and ∆ ≡ s̄− 〈s̄〉, respectively, and this
in turn means that the lagrangian (4.43) becomes now

L = K̃ss̄

(
∂ms ∂

ms̄+ FF̄
)

+
(
WsF + h.c.

)
− 2∂m

[
Cm
(
K̃ss̄∂nC

n − ImWs

)]
− 1

4π

(
|ks|+ kC3

)
δ(x3) +

1

2δ
Ĝ ∂mu ∂

mu+
2

δ
uCmq

m

+
4

3δ
Ĝ u
[
ARe(ω)− (∂mC

m) Im(ω)
]
− 2

δ
Ĝ
[
∆∆+ CmC

m + uA
]
, (4.47)

where we have used the relation

−2

δ
u
(
Ĝs∆F + h.c.

)
=

2

3δ
Ĝ u
(
∆

s
F + h.c.

)
=

4

3δ
Ĝ u
[
ARe(ω)− (∂mC

m) Im(ω)
]
,

with ω ≡ ∆/s. Then, solving the equation of motion for A we obtain

A = −ReWs

K̃ss̄

(
1− 1

3δ

Ĝ′ u

ReWs

)
,

where Ĝ′ ≡ Ĝ
(
3− 2Re(ω)

)
. The equation of motion for Cm is instead

∂m

[
K̃ss̄ ∂nC

n − ImWs −
2

3δ
Ĝ u Im(ω)

]
= −2

δ
Ĝ Cm +

1

δ
uqm −

k

8π
δ3mδ(x

3) .

Luckily enough, there is little difference with repsect to what we have seen before.
Therefore, proceeding in the same way as we did previously8, we arrive at the potential

〈V 〉 =
(ReWs)

2

Kss̄
+

2

δ
Ĝ′∆∆ .

8We can notice that the first and the last term in the last line of (4.47) can be easily recombined to
give − 2

3δ
Ĝ′ uA.
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However, we have to remember that s is actually 〈s〉 (similarly for the conjugate) hence
the second contribution above vanishes (since 〈∆〉 = 〈∆〉 = 0) and we are left with only

〈V 〉 =
(ReWs)

2

Kss̄
=

9ρN2

16π2 |s|
4
3 log2 |s|

Λ3 ,

which in fact can reproduce the value of the gaugino condensates

〈s〉 = Λ3 e2πi n
N and 〈s̄〉 = Λ3 e−2πi n

N .

This conclusion need to be treated with care. In fact, we have obtained the structure of
vacua described by the original VY theory only thanks to the shift of the superfield S in
(4.46), which is something that we have imposed by hand. In other words, the conclusion
seems artificial, because the N -fold degeneracy of the vacua does not emerge naturally
from the theory, as it does, conversely, in the VY theory. However, we have to keep in
mind that we are dealing with a low-energy effective field theory, and making aprioristic
assumptions with the aim to reproduce some characteristic of the underlying high-energy
”parent” theory is not actually problematic.

Anyway, further studies are necessary to clarify the ambiguous situation described
here.
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Conclusion and Outlook

In this thesis we have reviewed some fundamental features of classical and quantum field
theories, developing general tools that we have used to analyse, in particular, the classical
and quantum structure of N = 1, SU(N) super Yang-Mills (SYM) theory in d = 4. We
have used the first three chapters to set the stage, recalling the fundamental aspects of
supersymmetry, supersymmetric field theories and soliton theory.

Then, in the fourth chapter, we have studied the symmetries of the N = 1, d = 4,
SU(N) SYM theory, and how they are broken by anomalies: in particular, we have
focused on the anomalous U(1) R-symmetry, providing also an explicit computation of
the anomaly function; despite the result is well known, we have not been able to find
in the literature any explicit derivation thereof, and thus we have decided to include it
here. We have then reviewed the construction of the renown Veneziano-Yankielowicz
(VY) effective lagrangian, which is the low-energy approximation of the SYM lagrangian.
We have shown that this lagrangian reproduces the value of the gaugino condensate,
and it estabilishes that the SYM vacuum is comprised of N distinct vacua, which differ
one from the other by the value of the gaugino condensate. Actually this is true only
after an appropriate modification of the lagrangian. This consists in the introduction of
a boundary term and a new independent superfield U ; this adjustment is necessary to
make the VY lagragian single valued and to integrate-out the auxiliary fields consistently.
Then, we have seen that the degenerate vacua are connected to each other by means of
domain walls, and we have shown that the BPS tension is saturated only if we include
the presence of a supermembrane in the effective theory.

Finally, in the last section of chapter four we have studied the extension of the VY
lagrangian with the term L′ = −1

δ

∫
d2θ d2θ̄ U2

(SS̄)1/3 , which was first considered in [18].
Thanks to this new term, the CP -odd glueball Cm acquires one degrees of freedom and
becomes a propagating field: in fact, in the VY theory Cm disappears because it is
integrated out; however, on physical grounds, there is no reason to think that the CP -odd
glueball field should be absent in the low-energy theory. Moreover, L′ introduces also a
new propagating massive degree of freedom, which is dual to a CP -even glueball field
FmnF

mn. This modification brought us to two original observations:

i. the new term L′ includes the superfield U , which whose consistent variation requires
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the presence of the boundary term as mentioned earlier. Therefore, even the boundary
term has to be modified in an appropriate way. The superfield expression of the
modified boundary term has not been computed here, but, at least, we have found
which should be the bosonic component. The construction of the full modified
boundary term in superfield formalism could be one of the future developments of
this thesis;

ii. the new term spoils the N -fold degenerate vacuum structure of the theory. In
particular, we are left with only one supersymmetric vacuum, obtained when the
vev of all fields is null. However, the degenerate structure of the vacua is recovered
if we assume that the relation between S and U is S − 〈S〉 = −1

4D̄
2U , rather than

S = −1
4D̄

2U . On one hand, this seems artificial, because the degeneracy of the
vacua does not pop out spontaneously as it does in VY theory. On the other hand,
however, we are working in an effective field-theoretical framework, where aprioristic
assumptions are made in order to make the effective theory more adherent to the
underlying ”parent” theory. The situation is ambiguous, and needs to be clarified in
further studies.

Together with the construction of the modified boundary term in superfied formalism and
the clarification of the issue that we have mentioned just above, the work presented in
this thesis can be developed in another way. Indeed, rather than pure SYM theories, one
could consider N = 1, d = 4 super QCD theories containing matter in the fundamental
representation of SU(N) within generalized Wess-Zumino models such as that proposed
by Taylor, Veneziano and Yankielowicz in [38]. On one hand, the presence of matter
ensures the existence of canonical BPS domain walls – i.e. domain walls which saturate
the BPS bound without the need of other dynamical objects as e.g. membranes. Explicit
solutions for these walls and their features are known (see e.g. [8]). On the other hand,
instead, non-canonical walls should also form; it could then be meaningful to understand
if this is actually so, and if it were the case, under which conditions these walls form and
which dynamical object sources the configuration.
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Appendix A
Lorentz and Poincaré Group:
Some Reminders

In this appendix some basic notions of Lorentz and Poincaré group as well as of their
representations are recalled.

We will use dotted and undotted greek letters of the beginning of the alphabet for
spinorial indices. Moreover, (lower case) latin letters of the middle of the alphabet are
denote four-vector indices, while those at the beginning of the alphabet are reserved for
gauge indices. The metric of the Minkowski spaceM1,3 is chosen to have mostly minus
signature, namely

ηmn = diag(+,−,−,−) .

The conventions on the spinorial notation are those of [10]. They will be pointed out in
what follows.

A.1 Lorentz and Poincaré Group

The Lorentz group is the set of linear transformations xm 7→ x′m = Λmnx
n leaving the

quadratic form x2 = ηmnx
mxn invariant. The matrices Λ have to satisfy the condition

ΛTηΛ = η ↔ ΛmpΛ
n
qηmn = ηpq . (A.1)

This defines the constraints

det Λ = ±1 , |Λ0
0| ≥ 1 ,

which divide the parameters space in four disconnected pieces:

• det Λ = +1 and det Λ = −1 are the proper and improper Lorentz transformations
respectively, and only the former subset enjoys a subgroup structure;

• Λ0
0 ≥ +1 and Λ0

0 ≤ −1 are the orthochronous and non-orthocronous Lorentz
transformations respectively, and only the first constitute a subgroup.
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Lorentz group is a non-compact Lie group, denoted by

O(1, 3) =
{

Λ ∈ GL(4,R) |ΛTηΛ = η
}
.

However, we are interested in its subgroup

SO+(1, 3) =
{

Λ ∈ O(1, 3) | det Λ = +1, Λ0
0 ≥ +1

}
,

called special Lorentz group. An in important relation that is worth to keep in mind is
the homomorphism between SO+(1, 3) and SL(2,C) = {M ∈ GL(2,C) | detM = +1}.
In particular, for any A,B ∈ SL(2,C) there exists an associated Lorentz matrix Λ so that

Λ(A)Λ(B) = Λ(AB) .

Proof. Let us start by introducing a set of four matrices σm = (1, σk), where

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(A.2)

are the usual Pauli matrices. We can also introduce σm = (1,−σk). The matrices σm
are a complete set, which is to say that any 2 × 2 matrix can be written as a linear
combination thereof. Given a four-vector xm we can build a map from Minkowski space
M4 to the set of 2× 2 hermitian complex matrices H2 as

ρ : xm 7→ xmσm ≡ X .

in fact, the matrix X is hermitian thanks to the hermiticity of the Pauli matrices. Now
we consider A ∈ SL(2,C), and we act on it with X in such a way that

A : X 7→ AXA† ≡ X ′ .

The new matrix X ′ is still hermitian, hence we have realized a mapping H2 → H2. The
final step consists in the application of the inverse map ρ−1 to X ′ to get back a four-vector
x′m. The inverse map is defined as

ρ−1 =
1

2
tr [• σ̄m] ,

for σ̄m = (1, σk). Indeed, one has

ρ−1(X) =
1

2
tr [Xσ̄m] =

1

2
tr [σnσ̄m]xn = ηmnxn = xm .

We have thus realized a map from Minkowski space into itself

xm
ρ−1 ◦A◦ ρ−−−−−−→ 1

2
tr
[
AσnA

†σ̄m
]
xm = x′n ,

which is nothing else but a Lorentz transformation obtained via A ∈ SL(2,C) as

Λmn(A) =
1

2
tr
[
σ̄mAσnA

†
]
. (A.3)

Moreover, one can notice that the map is two-to-one, since both A and −A give the same
Lorentz transformation. On the other hand, an isomorphism holds between the Lorentz
group and SL(2,C)/Z2.
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Given that SO+(1, 3) and SL(2,C) are homomorphic, they are also related as topo-
logical spaces. Their topology can be determined by studying them as spaces of matrices.
In particular, we can get the topology of the Lorentz group by that of SL(2,C) and
identifying matrices with opposite sign. First, we can notice that any complex matrix can
be written as the product of a unitary matrix, say U , and the exponential of a hermitian
one, say H; thus

A = U eH .

For A ∈ SL(2,C) in particular, one has

detA = 1 = (detU) etrH =⇒ detU = 1 , trH = 0 .

It follows that any A ∈ SL(2,C) can be written as the product of a matrix U ∈ SU(2) '
S3, and the exponential of a traceless hermitian 2× 2 matrix H, which is parametrized
by three real numbers. One can conclude that, topologically,

SL(2,C) ' R3 × S3 =⇒ SO(1, 3) ' R3 × S3/Z2 .

This shows that the Lorentz group is indeed non-compact.

Lorentz Algebra and its Representations

As it is often the case, it is more convenient to determine the representations of the
algebra rather than those of the group directly. By linearising the relation (A.1) around
the identity, one gets that the Lorentz algebra is Lorentz algebra is

so(1, 3) =
{
ω ∈M(4,R) | ηω = −(ηω)t

}
.

This implies that dim(so(1, 3)) = 6, because this is the number of independent components
in a 4 × 4 antisymmetric matrix. The six generators are J = (J1, J2, J3) and K =
(K1,K2,K3), and they satisfy the following commutation relations:

[Ji, Jj ] = iεijkJk , [Ji,Kj ] = iεijkKk , [Ki,Kj ] = −iεijkJk . (A.4)

While the Jj are hermitian, the Ki are anti-hermitian, this being due to the non com-
pactness of the group. Moreover, the first commutator in (A.4) shows that the Ji are the
generators of the rotation group SO(3) < SO+(1, 3), while the second relation means that
the boosts Ki are spatial vectors. Nevertheless, to build non-unitary finite dimensional
irreducible representations of this algebra, it is more useful to introduce the complex
linear combinations of J and K

S =
1

2
(J + iK) , T =

1

2
(J− iK) ,

which are both hermitian. These combinations satisfy the commutation relations

[Si, Sj ] = iεijkSk , [Ti, Tj ] = iεijkTk , [Si, Tj ] = 0 (A.5)
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which are the commutators for two SU(2) algebras. This means that the complexified
Lorentz algebra splits into two commuting su(2). However, in order that all rotations and
boost parameters be real, one takes all Ji and Ki to be imaginary, and this means that

(Si)
∗ = −Ti , (Ti)

∗ = −Si .

In terms of algebras, this can be summarised by writing

so(1, 3)C ' su(2)⊕ su∗(2) . (A.6)

This identification implies that we can classify irreducible representations of the Lorentz
algebra in term of those of the special unitary group algebra, since there is a one-to-one
correspondence between the irreducibe representations of a complex Lie algebra and those
of any of its real forms. We have a Casimir for each of the su(2) component, which is

3∑
i=1

SiSi ,

3∑
i=1

TiTi ,

respectively, and they have eigenvalues s(s+ 1) and t(t+ 1), with s, t ∈ N/2. All in all,
each representation of so(1, 3) is labeled by the pair (s, t), has dimension (2s+ 1)(2t+ 1),
and since J3 = S3 + T3, the spin of the representation is given by j = s+ t.

It is useful to gather all Lorentz generators in an antisymmetric tensor Mmn with

M0i = Ki , Mij = εijkJk ,

so that the commutators in (A.4) become

[Mmn,Mpq] = iηmqMnp + iηnpMmq − iηmpMnq − iηnqMmp .

Poincarè Group, its Algebra and its Representations

According to Einstein’s principle of special relativistic covariance, the most general
transformations leaving all relativistic observables invariant are Lorentz transformations
and spacetime translations. These symmetries form a group, which is named after the
mathematician Henri Poincaré. In group theoretical language, the proper Poincaré group
is given by

ISO(1, 3) = R1,3 o SO+(1, 3) ,

and its algebra reads

[Pm, Pn] = 0 ,

[Mmn, Pp] = iηnpPm − iηmpPn ,

[Mmn,Mpq] = iηmqMnp + iηnpMmq − iηmpMnq − iηnqMmp ,

where Pm is the generator of spacetime translations, that is the four-momentum.
Finite dimensional non-unitary irreducible representations of the Poincaré group

are organised according to the classification of those of so(1, 3) as we have seen before.
Without entering into the detail, we will quote here the main results [30, 41]. There are
two quadratic Casimir’s operators, namely:
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• one is PmPm;

• the other one is provided by the square of the Pauli-Lubanski vector Wm =
1
2εmnpqP

nMpq, i.e. WmW
m.

According to the first of the two Casimirs, we can identify two kind of irreducible
representations.

Massive representations. They are characterised by PmPm = m2 > 0, where m is
the mass of the representation. Given that WmW

n is a scalar, it can be computed in any
frame. In particular, it is convenient to consider the rest frame of the particle, namely
Pm = (m,0), so that

Wm =
m

2
ε0mpqMpq ⇒ W0 = 0 , W i =

m

2
ε0ijkMjk = mJ j .

HenceWmW
m = −W2 = −m2J2, which means that its eigenvalues are given by −m2j(j+

1), where j is the spin of the representation. On the other hand, one can notice that
the previous choice of the four-momentum still leaves the freedom to perform spatial
rotations; in other words, the space of one particle states with momentum given above is
a basis of the representation of spatial rotations. The group of transformations which
leave invariant a given choice of Pm is called little group; since we want to include spinor
representations, the little group is SU(2), so that j ∈ N/2. All in all, this means that
each massive representation is distinguished by its mass m and its spin j, and the states
within are labeled by jz = j, j − 1, . . . ,−j. This in turn implies that massive particles
fall into (2j + 1)-dimensional multiplets.

Massless representations. They are characterised by PmPm = 0. In this case there
is no rest frame, but we can still perform a Lorentz transformation to the frame where
e.g. Pm = (ω, 0, 0, ω), with ω the energy of the particle. The little group is now1 SO(2),
i.e. the group of rotations in the z = 0 plane generated by J3. This is an abelian
group and therefore its irreducible representations are one-dimensional: indeed, states
are distinguished by the eigenvalue of J3, and they coincide with the helicity λ of the
particle, for we have chosen P along the direction 3. Moreover, it can be shown that
λ is quantized, which is to say λ = 0,±1

2 ,±1, . . . . All in all, this shows that massless
particles have only one degree of freedom. From the point of view of the representations
of the Poincaré group, a massles particle with helicity +λ is different from one whose
helicity is −λ; nevertheless, it holds that in this case Pm and Wm are linearly dependent,
the costant of proprotionality being the helicity, namely Wm = λPm. On the other
hand, W 0 = 1

2ε
0ijkPiMjk = P · J, and finally λ = P · J/P 0, hence given that P and

J are, respectively, a vector and a pseudo-vector under parity, we understand that the
representations (i.e. states) with +λ and −λ are related by a parity transformation.
Electromagnetism and Gravity are parity-invariant interactions, thus it is more natural to

1More precisely, the little group is now ISO(2,R). However, the translations are associated with states
of continuous spin: they are not present in Nature, hence we neglect them.
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define photons and gravitons to be at the same time irreducible representations of both
the Poincaré group and parity.

A.2 Spinorial Representations of the Lorentz Group

We can conveniently introduce spinors as those objects carrying the basic representa-
tions of SL(2,C). We have two such representations:

• the fundamental D(M) = M ∀ M ∈ SL(2,C). Spinors trasforming in this represen-
tation are two components objects

ψ =

(
ψ1

ψ2

)
such that ψα 7→ ψ′α = M β

α ψβ ,

for α, β = 1, 2, where ψ1,2 are complex Grassmann numbers;

• the complex conjugate D(M) = M∗ ∀ M ∈ SL(2,C). Spinors in this representation
are instead

ψ̄ =

(
ψ̄1̇

ψ̄2̇

)
such that ψ̄α̇ 7→ ψ̄α̇ = M∗ β̇

α̇ ψ̄β̇ ,

with ψ̄1̇,2̇ complex Grassmann numbers.

For a generix matrix M ∈ SL(2,C) it holds that

M = exp {(uj + ivj)σj} , M∗ = exp
{

(uj − ivj)σ
∗
j

}
.

This shows that SL(2,C) matrices can be expressed in terms of the generators of the
spin-1

2 representation of the complexified su(2)C in accordance with (A.5). More precisely,
M is built through the exponentiation of S, while M∗ through exponentiation of T: this
means that ψα transforms in the representation

(
1
2 , 0
)
and ψ̄α̇ in the

(
0, 1

2

)
of the Lorentz

group. Stated differently, due to the homomorphism between SO+(1, 3) and SL(2,C)
the spinor representations ψα and ψ̄α̇ are also representations of the Lorentz group, and
given the isomorphism so(1, 3)C ' su(2)⊕ su∗(2), they can be labeled in terms of SU(2)
representations as

(
1
2 , 0
)
and

(
0, 1

2

)
, respectively.

The representations M and M∗ are not equivalent, i.e. there is no similarity matrix
which relate them. Let us now introduce the antisymmetric tensors

εαβ = εα̇β̇ =

(
0 1
−1 0

)
, εαβ = εα̇β̇ =

(
0 −1
1 0

)
.

These are invariant tensors of SL(2,C). Indeed, if we take for instance εαβ we have

εαβ 7→ ε′αβ = M γ
α M δ

β εγδ = (det M)εαβ = εαβ ,

and similarly for the others. The epsilon tensors can be viewed as a metric in spinor
space, in the sense that we can use them to build higher spin representations as well as
to rise and lower spinor indices with the following conventions:

ψα = εαβψβ , ψα = εαβψ
β , ψ̄α̇ = εα̇β̇ψ̄

β̇ , ψ̄α̇ = εα̇β̇ψ̄β̇ .
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These tensors are the similarity matrices by means of which we can build the representation
M−1T and M∗−1T, which are equivalent to M and M∗, respectively. Indeed, we have

(M−1T)δγ = εδαM β
α εβγ (M∗−1T)δ̇γ̇ = εδ̇α̇M∗ β̇

α̇ εβ̇γ̇ .

From our conventions ψα are row vectors and ψα are column vectors, while undotted
indices follow the opposite convention. Moreover, we have (M β

α )∗ = (M∗−1T)α̇
β̇
, hence

one can see that (ψα)∗ = ψ̄α̇ and (ψα)† = ψ̄α̇. Since ψα transforms with M and ψα with
M−1T we can build invariant quantities contracting an upper index with a lower index −
the same mutatis mutandis applies for ψ̄. In particular, we choose the convention for the
scalar product of spinors to be the so-called ”ten to four” and ”eight to two” for undotted
and dotted indices, respectively. Namely, we contract spinor indices according to what
follows:

ψχ ≡ ψαχα = εβαψβχα = −εβαχαψβ = εαβχαψβ = χαψα = χψ ,

ψ̄χ̄ ≡ ψ̄α̇χ̄α̇ = εβ̇α̇ψ̄
β̇χ̄α̇ = −εβ̇α̇χ̄

β̇ψ̄α̇ = εα̇β̇χ̄
β̇ψ̄α̇ = χ̄α̇ψ̄

α̇ = χ̄ψ̄ .

Finally, recalling that a hermitian matrix X transforms as MXM† under SU(2), and
that the index structure of M and M† is M β

α and M∗ β̇α̇, respectively, one can see that
σm naturally has a dotted and an undotted index, namely σmαα̇. On the other hand
σ̄m = (σ̄m)α̇α and the two sets are related by

(σ̄m)α̇α = εα̇β̇εαβσm
ββ̇

= −εαβσm
ββ̇
εβ̇α̇ .

Moreover, we have the following properties:

tr[σmσ̄n] = 2ηmn ,

σmσ̄n + σnσ̄m = 2ηmn1 , σ̄mσn + σ̄nσm = 2ηmn1

(σm)αα̇(σ̄m)β̇β = 2δαβ δ
α̇
β̇
, (σm)αα̇(σ̄m)β̇β = 2εαβεα̇β̇ .

The four-components spinor notations. It may be useful to keep in mind the
relation with Dirac spinors. In the Weyl representation the gamma matrices are

γm =

(
0 σm

σ̄m 0

)
, γ5 = iγ0γ1γ2γ3 =

(
1 0
0 −1

)
,

and a Dirac spinor is defined as

Ψ =

(
ψα
χ̄α̇

)
∼
(

1

2
, 0
)
⊕
(

0,
1

2

)
,

hence, we can see that

γ5Ψ =

(
ψα
0

)
γ5Ψ = −

(
0
χ̄α̇

)
,
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which means that they are left-handed and right-handed Weyl spinors, respectively.
Moreover, Lorentz generators are

Σmn =
i

2
γmn =

i

4

(
σmσ̄n − σnσ̄m

σ̄mσn − σ̄nσm
)
,

with the two-indices Pauli matrices being defined as

(σmn) β
α ≡

1

4
[σmσ̄n − σnσ̄m] β

α , (A.8a)

(σ̄mn)α̇
β̇
≡ 1

4
[σ̄mσn − σ̄nσm]α̇

β̇
, (A.8b)

which act respectively as Lorentz generators on ψα and ψ̄α̇.
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Appendix B
Differential Forms and Vielbeins:
Working Definitions

In this appendix some basic features of differential forms and the vielbein formalism
are recalled [11, 17]. These notions will be also generalised to flat superspace [13, 42].
Mathematical rigour is put aside in favour of collecting practical tools for manipulations.

B.1 Differential Forms

Differential forms are totally antisymetric covariant tensor fields. Introducing the symbol
dxm, one can define the antisymmetric tensor product, dubbed wedge product, as

dxn ∧ dxm = dxn ⊗ dxm − dxm ⊗ dxn .

It is clear that dxm ∧ dxn = −dxn ∧ dxm and dxm ∧ dxm = 0. In an analogous way
one can define higher order wedge products, which are totally antisymmetric tensors. A
p-form is an object defined as

ξ(p) =
1

p!
dxmp ∧ · · · ∧ dxm1 ξm1...mp ,

whose coefficients ξm1...mp are totally antisymmetric tensors. Antisymmetry implies that,
for a d-dimensional spacetime, the maximum degree a differential form can have is d = p.
Given a p-form and a q-form we can build a (p+ q)-form by means of the wedge product
as

ξ(p) ∧ ζ(q) =
1

p!q!
dxmp ∧ · · · ∧ dxm1 ∧ dxnq ∧ · · · ∧ dxn1 ζn1...nqξm1...mp

=
1

p!q!
dxmp ∧ · · · ∧ dxn1 ζ[n1...nqξm1...mp] .

With our conventions one has

ξ(p) ∧ ζ(q) = (−1)pqζ(q) ∧ ξ(p) ,

95



B. DIFFERENTIAL FORMS AND VIELBEINS: WORKING DEFINITIONS

i.e. odd forms anticommute. The advantage of dealing with differential forms is that
they are scalars under coordinate transformations, for ξm1...mp transforms as a covariant
tensor and dxmp ∧ · · · ∧ dxm1 transforms as a contravariant tensor. There is a number of
operations on differential forms one can define. The first one we are interested in is the
exterior derivative, which acts on a p-form as

dξ(p) =
1

p!
dxmp ∧ · · · ∧ dxm1 ∧ dxm ∂mξm1...mp .

One can notice that, with our choice of conventions, we have

d
(
ξ(p) ∧ ζ(q)

)
= ξ(p) ∧ dζ(q) + (−)qdξ(p) ∧ ζ(q) .

We see that the exterior derivative maps a p-form into a (p + 1)-form. Moreover, it is
nilpotent, namely it satisfies the property d2: this is due to the fact that the derivatives
∂m∂n are symmetric and the wedge product is antisymmetric. A p-form which vanishes
upon acting with the exterior derivative, dξ(p) = 0, is termed closed. If, instead, a
globally well defined (p − 1)-form ζ(p−1) exists, such that ξ(p) = dζ(p−1), then ξ(p) is
said exact. Interestingly enough, differential forms automatically provide an invariant
integration measure. Since dxmd ∧ · · · ∧ dxm1 is antisymmetric in all its indices, on a
d-dimensional (sub-)manifold it has to be proportional to the Levi-Civita symbol εmd...m1 .
This is referred to as symbol because it is not a true tensor on a curved manifold, but a
tensor-density: in such a case the genuine Levi-Civita tensor is εm1...md , for which we have

εmd...m1 =
√
−gεmd...m1 , εmd...m1 =

1√
−g

εmd...m1 .

We have therefore dxmd ∧ · · · ∧ dxm1 =
√
−g ddx εmd...m1 , hence for any d-form

ξ(d) =
1

d!
dxmd · · · dxm1 ξm1...md =

1

d!

√
−g ddx εmd...m1ξmd...m1 ,

where the wedge product is understood. It will be omitted from here on for sake of
brevity. We can thus directly integrate any d-form on the d-dimensional manifoldMd or,
for p < d, any p-form on a p-dimensional submanifoldMp. In this framework, Stokes’
theorem reads ∫

Mp

dξ(p−1) =

∫
∂Mp

ξ(p−1) .

Another interesting operation in this framework is the Hodge-dual, which transforms
p-forms into (d− p)-forms. Its action is defined by

∗(dxmp · · · dxm1) =
1

(d− p)! dx
nd · · · dxnp+1 ε

mp...m1
np+1...nd ,

hence, the dual of a p-form is

∗ξ(p) =
1

p!(d− p)! dx
nd · · · dxnp+1 ε

mp...m1
np+1...nd ξm1...mp .
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Gauge Fields as Differential Forms

Non-abelian gauge theories can be written in a rather elegant way by means of differential
forms. The basic objects one deals with are the gauge-connection 1-form and the field-
strength 2-form

A = dxmAm , F2 =
1

2
dxndxmFmn ,

for Am = Aamt
a and Fmn = F amnt

a with ta generator of the gauge group. Now the forms
are matrix valued, hence their commutation properties are less trivial than above. In
particular A2 = 1

2dx
ndxm[Am, An], and one can write

F2 =
1

2
dxndxmFmn =

1

2
dxndxm (∂mAn − ∂nAm − i[Am, An]) = dA− iA2 .

The covariant derivative is defined as ∇ = dxm∇m = d− iA: when applied to a p-form in
the adjoint representation, the A acts as a commutator if p is even, as an anticommutator
otherwise. Thus the Bianchi identity ∇[mFpq] = 0 can be written as

∇F2 = dF2 − i(AF2 − F2A) = 0 .

We can now get rid of the imaginary unity with the redefinition Ta = −ita, so that

A = −iA , F = −iF2 ↔ F = dA + A2 , ∇ = d + A .

When spacetime is topologically non-trivial, the associated manifold is composed of a finite
number of domains Uj which locally look like Rd or open subsets thereof. Tensor fields are
defined on each region separately, along with transition maps in the intersections Uj ∪Uk.
For a non-abelian gauge theory, in the overlapping region different gauge connections and
field-strength tensors are related by a finite gauge transformation as

A(i) = b−1
ij

(
d + A(j)

)
bij , F(i) = b−1

ij F(j)bij .

These transformation laws define the gauge bundle, and the group valued transition
function bij contains the topological information of the gauge bundle itself.

Chern-Simons Form

Let us consider gauge-invariant polinomials of the field strength tensor defined as

Pr(F) = tr Fr ,

where r denotes the number of F in the trace. This object is a closed form, as one
can prove through the Bianchi identity. Moreover, integrals of Pr(F) are topologically
invariant, i.e. they are invariant under continuous deformations of A which leave the
transition functions unchanged. This second property can be also equivalently rephrased,
stating that the difference of two Pr is exact

Pr(F1)− Pr(F0) = dQ2r−1(F1, F0) .
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On the other hand, the Pr(F) are locally exact by themselves, because they are closed.
Therefore, on each patch Uj one has Pr(F) = dC2r−1(A(j), F(j)), with

C2r−1 = r

∫ 1

0
dt tr

[
A
(
dA + tA2

)r−1
]
tr−1 = r

∫ 1

0
dt tr

[
A
(

F + (t− 1)A2
)r−1

]
tr−1 .

The form C2r−1(A, F) is called Chern-Simons form. If we are e.g. interested in the 2-form
P2(F) = tr FF, one can straightforwardly compute

C3(A, F) = tr
(

AdA +
2

3
A3
)

= tr
(

AF− 1

3
A3
)
,

or, equivalently

C3(A,F2) = − tr
(
AdA− 2

3
iA3
)

= − tr
(
AF2 +

1

3
iA3
)
.

B.2 Vielbein Formalism

Suppose to have a four-dimensional non necessarily flat spacetime M, endowed with
a metric gmn(x) in local coordinates xm. At some point P ∈ M, we introduce an
orthonormal frame {ea}, ea = dxmeam

∣∣
P
, for a = 0, . . . , 3, in such a way that we can

decompose the metric as

gmn(x) = eam(x)ebn(x)ηab , ηab = eam(x)ebn(x)gmn(x) , (B.1)

where ηab = ηab = diag(+,−,−,−) is the usual Minkowski metric. The uppercase indices
a, b, . . . are sometimes called Lorentz indices, while lower case ones are referred to as
world indices. The set {ea} is called vielbein: its elements can be interpreted as matrix
valued 1-forms, despite the fact that they carry indices which are conceptually different.
The matrices eam can be seen as the similarity matrices providing the trasformation from
the coordinate basis {dxm} of the cotangent space at P , T ∗P (M), to the orthonormal
basis {ea} of T ∗P (M). Clearly, we can define the inverse relations to (B.1) introducing at
some P ∈M the inverse vielbein {ea}, ea = ema ∂m

∣∣
P
, so that

gmn(x) = ema (x)enb (x)ηab , ηab = ema (x)enb (x)gmn(x) .

Analogously to eam, the matrices ema provide the similarity transformation from a coordinate
basis {∂m} of the tangent space in P , TP (M), to the orthonormal basis {ea} of TP (M).
Using the fact that the matrix ema is the inverse of eam, i.e. eameMb = δab and eamena = δnm,
and by means of equation (B.1) we obtain the relations

ema = ηab g
mnebn , eam = ηab gmne

n
b .

We notice also that the vielbein and its inverse can be used to translate Lorentz indices
into world indices an viceversa. Therefore we can write e.g. V m = V aema or Vm = Vae

a
m.

Recalling the transformation law of the metric under diffeomorphisms xm 7→ ym

gmn(x) 7→ g′mn(y) =
∂xp

∂ym
∂xq

∂yn
gpq(x) ,
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one can verify that the vielbein changes according to

e′am(y) =
∂xp

∂ym
eap(x) .

B.3 Differential Forms and Vielbeins in Flat Superspace, a
Brief Analysis

The extension of the objects we introduced above to the superspace is rather straightfor-
ward, at least at the level of complexity at which we are considering them.

We denote elements of the superspace by ZM ∼ (xm, θα, θ̄α̇). The nature of zM can
be either bosonic (M = m) or fermionic (M = α, α̇), hence one has to keep in mind that

ZM ZN = (−)σ ZN ZM ,

for σ = 0 when at least one index is bosonic, and σ = 1 otherwise. The wedge product is
defined in the same way as in ordinary space, with added anticommutation properties
depending on the nature of the index, namely

dZM ∧ dZN = −(−)σ dZN ∧ dZM , dZM ZN = (−)σ ZN dZM .

We can thus define 1-form in superspace as

Υ = dZMΥM = dxmΥm(z) + dθαΥα(z) + dθ̄α̇Υα̇(z) ,

and, in general, p-forms are defined as

Ξ(p) = dZMp ∧ · · · ∧ dZM1 ΞM1...Mp .

We notice that, by definition, the coefficient functions of p-forms in superspace have
mixed symmetry, hence there is no value of p above which all forms vanish. This is in
contrast to what happens in the usual d-dimensional spacetime, where any p-form with
p > d vanish because of antisymmetry. All the features we have seen in appendix B.1 are
easily generalised to the present case. In particular, one has

Ξ(p) ∧Υ(q) = (−)pq Υ(q) ∧ Ξ(p) ,

and one can introduce the exterior derivative of a p-form as

dΞ(p) = dZMp ∧ · · · ∧ dZM1 ∧ dZM ∂MΞM1...Mp ,

and which enjoys the properties

d
(

Ξ(p) ∧Υ(q)
)

= Ξ(p) ∧ dΥ(q) + (−)qdΞ(p) ∧Υ(q) ,

d2 = 0 .
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Differential forms in superspace, like those in the usual spacetime, are invariant under
coordinate transformations ZM 7→ YM .

We considered differential forms using the superspace differential dZM as a natural
basis. However, this is not a particularly meaningful choice in supersymmetry: indeed,
the exterior derivative does not map superfields into superfields, because ∂/∂ZM does
not commute with supersymmetry generators. On the other hand, we know that the
supercovariant derivatives Dα and Dα̇ do commute with Qα and Q̄α̇. Hence, roughly
speaking, we want a new basis where we can trade d with DA = (∂m,Dα, D̄α̇). Let
us be more precise. We introduce the (flat) supervielbein basis EA = (Em, Eα, Ēα̇) =
dZME A

M (Z), with E A
M an invertible function of the superspace coordinates. Therefore,

we can introduce the inverse E A
M so that

E A
M E N

A = δNM , E A
M E M

B = δAB . (B.2)

We thus define the differential

d ≡ dZM
∂

∂ZM
= EADA = dZME A

M E N
A

∂

∂ZN
,

so that
DA = E M

A

∂

∂ZM
.

From the explicit expression of the super-covariant derivatives

Dα = ∂α + iσmαα̇θ̄
α̇∂m , D̄α̇ = ∂̄α̇ + iθασmαα̇∂m ,

we can find the explicit expression of the matrix EAM , and then, from (B.2), we can obtain
the expression of E A

M . It turns out that

E M
A =

 δ m
a 0 0

iσmαα̇θ̄
α̇ δ µ

α 0

iθασmαα̇ 0 δ µ̇
α̇

 , E A
M =

 δ a
m 0 0

−iσaµµ̇θ̄
µ̇ δ α

µ 0

−iθµσaµµ̇ 0 δ α̇
µ̇

 .

From the defining expression EA = dZME A
M and the explicit matricial expression of

E M
A we can find

Eα = dθα , Ēα̇ = dθ̄α̇ , Ea = dxa + iθσadθ̄ − idθσaθ̄ .

Thus, we have

dEα = 0 , dĒα̇ = 0 , dEa = −2i dθ ∧ σadθ̄ = −2iE ∧ σaĒ .

Similarly to the usual vielbein, general coordinate transformations ZM 7→ YM acts on the
supervielbein according to the law

E′ A
M (Y) =

∂ZN

∂YM
E A
N (Z) .

Also in this case, we can use the supervielbein to convert indices of type A (tangent space
indices) into indices of type M (world indices) and viceversa.
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