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Abstract

The capabilities of an OpenFOAM solver recently developed in the detonation Team of

l’Institut Pprime were tested to reproduce the behavior of the transition of reactive mix-

tures to detonation in narrow channels. The process is challenging numerically as it involves

the initial ignition of a ŕame kernel, its subsequent propagation, acceleration, formation

of shock waves ahead, and őnally detonation onset. Two conőgurations were considered:

(i) channels with wavy walls (10-mm high × 1-m long) that mimic the behavior of fence-

type obstacles but prevent abrupt area changes. In this case ŕame acceleration (FA) is

strongly affected by shock-ŕame interactions, and detonation onset (DO) often results from

the compression of the gas present between the accelerating ŕame front and a converging

section of the channel. The effect of increasing the blockage ratio (BR) at constant initial

pressure, as well as the effect of initial pressure at constant BR were investigated; the

experimentally reported dependence of the run-up distance, xDDT, on the aforementioned

parameters is properly captured by our numerical framework. (ii) smooth channels (1-mm

high × 1-m long) in which the mechanism responsible for FA is heating due to friction, and

in which the effect of ŕow-induced ŕame instabilities is suppressed due to the low Reynolds

numbers characteristic of this conőguration. As a result, the only way of sustaining the in-

crease in burning rate is by the development of łlongž őnger ŕames that remain unchanged

until DO. Boundary layer heating induced by the ŕow ahead of the ŕame makes the ŕame

tip expand towards the walls. Upon contact, a seemingly constant volume explosion takes

place that leads to the formation of a cell-less detonation. The effect of resolution on xDDT

was assessed; DO occurred further downstream as resolution was increased. The ŕame

morphologies and the DO mechanism, on the other hand, were not found to be affected by

resolution. Finally, preliminary tests for a 3-D channel (5-mm × 5-mm cross section; 1-m

in length) using Adaptive Mesh Reőnement (AMR) are being carried out. Flame inversion

and the formation of a tulip ŕame has been captured so far with the incipient development

of asymmetries in one of the ŕame lobes propagating along the channel’s corners. The

results so far are encouraging but a detailed analysis of mesh-induced instabilities to the

ŕame morphology needs being done before using AMR conődently.
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Pprime description

Pprime Institute (P’) is a research laboratory specialized in the őelds of Physics and Engi-

neering Sciences. It is a UPR CNRS linked with the University of Poitiers (The Faculty of

Fundamental and Applied Sciences, the Faculty of Sport Sciences, ENSIP (National Higher

School of Engineers of Poitiers)) and ISAE-ENSMA (National Higher School of Mechanics

and Aeroengineering).

Its research activities cover a large range of topics from physics of materials to ŕuids

and mechanics of materials, mechanical engineering and energetics. It is about using this

set of competences, recognized at both national and international levels, to favor collabo-

rations and synergies between different disciplines/subjects, and to respond appropriately

the needs of the socioeconomic sector. The privileged areas of application are the trans-

portations and the energy, with a careful consideration given to environmental aspects.

Pprime Institute research activities are developed over 38,000 m² of facilities, mainly

located at the Futuroscope, but also on the University of Poitiers, Angouleme and Niort

universities. The PROMETEE/CEAT technological platform is actually based on Biard

and will be established at the Futuroscope at the end of 2016.

Pprime laboratory has been awarded the EQUIPEX programme for its GAP project

(Groupe Aéro Propulseur), held by ISAE-ENSMA. It is also a member of the national

network of robotics platforms EQUIPEX ROBOTEX held by CNRS and is associated to

NANOIMAGESX center (Synchrotron SOLEIL). Pprime controls LABEX INTERACT-

IFS, a project held by the University of Poitiers which covers the research programme

about ŕuids and solids interfaces.

Research activities

The department develops fundamental research activities in the őeld of ŕuids and energy.

It aims to address upstream issues in an original and innovative way in response to prob-

lems encountered in the őelds of aeronautics and space, land transport, energy and the

environment. The main themes addressed concern passenger safety, respect for the envi-

ronment through performance optimisation and the reduction of polluting emissions and
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2 Pprime description

noise pollution in transport.

The "FTC" department thus brings together an important set of skills in complemen-

tary disciplines:

• ŕuid mechanics and aerodynamics, with or without compressibility effects

• heat transfer and associated systems

• premixed or unmixed combustion, possibly heterogeneous, detonation and its appli-

cations, (iv) transfer physics and physics applied to electrical phenomena in ŕuids.

The research carried out within each of the "FTC" axes is based on the development of

common methodologies, most often combining the theoretical approach, the development

of a wide range of numerical approaches and the implementation of dedicated and con-

sequent experimental installations associated with varied and sophisticated measurement

and analysis techniques.

This department is strongly involved in numerous research actions supported by na-

tional programmes (ANR, CNRT, GDR), by competitive clusters (Aerospace Valley, Astech,

Moveo), by Foundations (FNRAE) and federations (FANO), by the State-Region Project

Contract and by the European Community, as well as by all the industrial players.



Introduction

The materialization of a hydrogen economy calls for practical and fundamental understand-

ing of the risks associated with its production, storage and handling. Accidental combustion

events include phenomena such as ignition, ŕame propagation/acceleration, ŕame-obstacle

interactions, shock formation, shock-ŕame interactions, transition-to-detonation, and deto-

nation propagation. Among these, deŕagration-to-detonation transition (DDT) is the most

fascinating. From a scientiőc viewpoint, DDT is an outstanding, physics-rich fundamental

problem in combustion. From a practical viewpoint, it is important to understand DDT

to develop engineering correlations and simulation tools that can be applied to propulsion,

and the prevention/mitigation of explosions. To answer fundamental questions about DDT

and examine the details of the process, an in-depth combined experimental, numerical and

theoretical effort is needed.

Reacting ŕows in general, and DDT in particular, are challenging, both experimen-

tally and numerically because of the wide range of spatial and temporal scales at which

important physical and chemical processes take place, oftentimes spanning over six orders

of magnitude. Conventional methods relying on the discretization of the Reactive Navier-

Stokes equations using őnite differences/volumes have proven to be effective, and very

useful in unveiling the interplay between the chemical heat release and the gas dynamics

in high-speed ŕows. However, their main limitation lies on the fact that the natural path

towards tackling larger and more complex, industrially relevant problems is dependent on

availability of/access to more computational power (i.e., large computing clusters); special-

ized mesh treatments such as static/adaptive mesh reőnement and recycling meshes are the

exception in which the computational power variable is taken as constant and alternatives

are sought to do more with less.

This report assesses the capabilities of an OpenFOAM solver [1] recently developed in

the detonation Team of l’Institut Pprime to reproduce DDT in partially obstructed and

unobstructed narrow channels (i.e., characteristic lengths of the order of mm in which heat

and momentum losses to walls are expected to be large) and shows preliminary results on

our attempt to implement adaptive mesh reőnement (AMR) to the solver. DDT is partic-
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4 Introduction

ularly expensive to compute because the physics at play during each stage of the process

changes, and with it, the numerical methods/schemes that would allow for an efficient

integration of these type of ŕows. The initial stages are governed by diffusive processes

whereas the latter stages by shock compression. However, the dynamics of ŕame accelera-

tion (FA) and detonation onset (DO) is highly dependent on the initial acceleration rates

that rely on properly capturing the early development of intrinsic ŕame instabilities, as well

as of hydrodynamic boundary layers. Therefore, numerical schemes that perform well for a

wide range of Mach numbers are needed. Our solver uses a hybrid implementation for the

computation of numerical ŕuxes. That is, typical pressure-velocity coupling (i.e., Poisson

solvers) for low ŕow velocities (M ≤ 0.3), and ŕux-splitting together with appropriate ŕux

limiting (i.e., central-upwind Kurganov-Tadmor scheme [2] with van Albada’s limiter) to

capture the discontinuities that arise in high-speed ŕows while avoiding spurious oscilla-

tions. The solver is not part of the OpenFOAM standard distribution, and it is based on

combining pisoFoam, rhoCentralFoam and reactingFoam.

The ultimate goal, to which the work being done during this internship is contributing,

is to develop appropriate tools to reliably simulate the fully optically accessible narrow

channel built during the doctoral thesis of Yves Ballossier. So that we can carry out side-

by-side comparisons with the experimental data previously/currently being collected. The

latter comparison between numerical modeling and experimental data will enable a better

understanding of the controlling role exerted by the physical processes occurring at the

gas-solid interface (i.e., development of hydrodynamic/thermal boundary layers, species

transport, etc.). This report is structured as follows. Chapter 2 brieŕy describes the

physical and numerical methods used. Sections 3.1 and 3.2 describes the domain, initial

and boundary conditions used. Sections 3.3 and 3.4 shows results for narrow channels

with wavy walls in which the effect of blockage ratio and initial pressure are independently

examined. Section 4 includes results for unobstructed channels in which the effect of

resolution is discussed; preliminary results with AMR are also included. Finally, concluding

remarks and avenues for future work are given in section 5.



Chapter 1

State of the art

The objective of this section is to deepen the review of the current knowledge on DDT in

unobstructed and obstructed channels. The work presented in this manuscript is based on

publications published between 2008 and 2021. This choice makes it possible to draw up

a synthesis of the most recent research published after the literature review by Ciccarelli

and Dorofeev [3].

We will use numerical simulations of hydrogenśair in a tube to understand the funda-

mental mechanisms of deŕagration to detonation transition (DDT). We can then apply this

understanding to future risk assessment studies for more complex scenarios. Researchers

have studied various aspects of ŕame propagation and the transition from deŕagration

to detonation in both numerical and experimental studies in an effort to understand the

mechanisms associated with DDT [3, 4, 5].

1.0.1 Numerical simulations and theoretical input

In a channel with obstacles, the distance to the DDT is shorter, and thus requires a smaller

computational domain, and therefore requires a smaller computational domain. As a re-

sult, channels with obstacles are more restrictive in terms of industrial safety. Because

of these applied challenges, these channels are the subject of much research. Thus, three-

dimensional numerical studies are now common in channels with obstacles [6, 7], sometimes

to the detriment of research on unobstructed channels. A better understanding of DDT

in channels, which is the central issue of this thesis, is nevertheless crucial on a fundamen-

tal level, in order to understand the mechanisms of ŕame acceleration in a controlled of

ŕames and controlled environment, without the presence of an obstacle. Numerical studies

with unobstructed channels examine the DDT in channels of the order of a few square

millimetres. This length scale preserves a small computational domain, while capturing
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6 Chapter 1. State of the art

the acceleration of the ŕame as well as the initiation of the detonation. The main results

of the numerical studies conducted under these conditions are presented below by author.

Ivanov in [8] őrst examined 2-D channels, closed on both sides, 5 and 10 mm thick,

őlled with a stoichiometric mixture of H2 - O2. Their results show that the mechanism

involved in DDT is the formation of a very high pressure region just in front of the ŕame.

This region favours the propagation of the ŕame at the local speed of sound. Subsequently,

these researchers analysed a channel closed on the ignition side and open on the other side

and tested the inŕuence of the height of the D-channel for dimensions of 0.5 mm, 0.8 mm, 1

mm, 2 mm, 3 mm, 5 mm and 10 mm [9]. With a stoichiometric mixture of H2 - O2 initially

at ambient pressure and temperature, they distinguish a different acceleration dynamic

between channels with a height above and below 1 mm. The őrst phase of exponential ac-

celeration gives way to a phase of deceleration for the larger channels which does not exist

in the smaller channels. Using Riemann invariants, these researchers predict the distance

between the shock and the ŕame (5D) and thus the thickness of the laminar boundary

layer. Their results highlight that Poiseuil ŕow is not achieved for channels with > 1 mm

before DDT, in contrast to channels with < 1 mm. The deceleration of the ŕame observed

after the initial exponential acceleration phase is therefore due to the coupling between the

ŕow and the ŕame. Eventually, this coupling tends to enlarge the ŕame surface but also to

cause its inversion ("tulip" ŕame), temporarily decreasing the ŕame surface. Their work

calls into question the Zel’dovich gradient in the initiation of detonation. As a reminder,

the Zel’dovich theory of detonation initiation is based on the formation of the induction

time gradient and the one-step Arrhenius chemical model. However, Ivanov compare the

Arrhenius model with a model involving detailed chemistry. Their results show that the

length of the temperature gradient required to initiate of detonation is one to two orders of

magnitude longer than the case with one-step chemistry. The size of a hot spot is therefore

too small for the temperature gradient to trigger direct initiation. Their hypothesis is that

the cause of detonation initiation lies in the exponential increase of a pressure pulse in

front of the ŕame. However, there is no consensus in the őeld on these postulates. Indeed,

subsequent more detailed research [10, 11] shows that the Zel’dovich gradient is neverthe-

less responsible for detonation initiation. However, the formation of a hot spot alone is

not sufficient and must be accompanied by a signiőcant pressure rise (close to the Von

Neumaan state).

Kiverin [12] conducted numerous ŕame acceleration simulations with a stoichiometric

mixture of H2 - O2 , in channels with and without obstacles. The unobstructed channel is 5

mm wide and 1 m long, closed on the ignition side and open on the other side. Under these

conditions, the researchers examine the structure and stability of the "shocked" ŕames. To

do this, they break down the acceleration of the ŕame into three stages:

(i) acceleration of the ŕame to the speed of sound in fresh gas. From this point on, the
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pressure disturbances are shocked;

(ii) additional acceleration to the speed of sound in the ŕue gas. At this point, the

inŕuence of compression on the chemical kinetics drives the acceleration of the ŕame;

(iii) potential initiation of detonation.

In the second phase, if the increase in pressure changes the chemical kinetics in such a

way that the burning rate increases, there is a transition to detonation. If, on the other

hand, it leads to a decrease in the burning rate, a quasi-stationary supersonic ŕame regime

appears. The authors continue the analysis in a more general way in a closed volume [13].

They conclude that the "shocked" regime transits to detonation when the increase in the

reaction rate, due to compression, becomes more intense than the increase in the speed of

sound in the burnt gases. Their research led to the development of a criterion based on

"shocked" ŕames [14, 15].

Valiev [16] also conducted 2-D numerical simulations in channels that were closed at

the ignition and open at the other side. The initial conditions are at ambient pressure and

temperature and the fuel used has properties properties of methane and propane. By vary-

ing the width of the channel between 0.6 mm to 2 mm, they change the Reynolds number.

With a unitary Lewis number, they avoid the number, the researchers avoid the develop-

ment of thermo-diffusive instabilities. The authors observe several acceleration phases: (i)

exponential; (ii) linear increase in velocity (iii) saturation at a deŕagration velocity asso-

ciated with the CJ deŕagration velocity [17]. Due to the low Reynolds numbers involved

(6.67, 10 and 13.3), the boundary layer does not have time to develop a Poiseuille ŕow

despite the narrowness of the channel. The quasi-stationary propagation mode is further

investigated [18]. In order to analyse the effect of hydraulic resistance generating thermal

and viscous losses due to the walls, they put forward the work of Brailovsky [19, 20]. The

results show that the heating of the reactants by viscous friction becomes important after

a őrst propagation phase. Kagan [21] model the transition from slow ŕames driven by

diffusive effects to a fast ŕame, accelerated by the compression of the reactants. These

researchers show that the asymptotic study of a reduced model correctly captures the

thermal runaway caused by the feedback between ŕame acceleration and preheating by

compression and friction. The reduced model employed is only valid for subsonic combus-

tion but can be adapted for supersonic cases. These researchers continue their analysis in

[22]. The authors carry out a numerical parametric study based on the model developed

by Deshaies and Joulain [23] which takes into account the degree of stretching of the ŕame.

The variation of the tested parameters, the pressure and temperature scaled as well as the

degree of stretching, allows the observation of the DDT. The researchers then show the

importance of the acceleration of the ŕame due to the stretching of its surface and/or the

proximity of the auto-ignition point in the DDT process.
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Akkerman [24] explore the impact of DDT in channels of the order of 0.25 − 1.5 mm

in width. The authors conclude that during the last phase of acceleration, if the reaction

time is sufficiently short after the shock, detonation initiation occurs. On the contrary, if

the induction length is greater than the ŕame-shock distance, the ŕame propagates as a

CJ deŕagration. Work on millimetre channels and channels with obstacles is summarised

in [25]. More recently, Alkhabbaz [26] test the assumption of unit Lewis number in the

early stages of acceleration. In the cases of Le > 1, different ŕame distortion and inversion

lead to higher ŕame acceleration. Furthermore, in cases with Le > 1, an increase in the

Reynolds number leads to ŕame acceleration, whereas it moderates it for a very low Lewis

number. This, however, only applies to the őrst phase of ŕame acceleration.

Dzieminska [27] focus on the interaction between shocks and the boundary layer in the

initiation of detonation. The authors show, in a 2 mm wide channel, that the self-ignition

generated in the boundary layer formed by a precursor shock is initiated by the interaction

with the following shock wave.

Fukuda [28] pursue this line of research by studying the inŕuence of boundary condi-

tions imposed on the walls (adiabatic or isothermal). Using a 2 mm wide channel, they

compare the inclusion of the presence or absence of turbulence in their calculations. The

authors note that the self-ignition scenario in the boundary layer is related to the adia-

baticity condition on the walls. With an isothermal wall, the ŕame propagates essentially

in the centre of the channel and the initiation of detonation is caused by the interaction of

the ŕame with a curved shock. In contrast, the inclusion of turbulence does cause detona-

tion initiation in the boundary layer, even with isothermal walls.

Machida [29] perform a 3-D simulation of DDT for a stoichiometric mixture in a chan-

nel with a cross-section of 1 mm . When an adiabatic condition is imposed on the walls,

their results qualitatively reproduce the observations of Urtiew in [30]. A pleated, ogive-

shaped ŕame propagates with its tip located in the centre of the channel. The initiation

of detonation then takes place behind the tip of the ŕame and the shock. The 3-D simu-

lation then locates the explosion coupling the ŕame and the shock in a corner of the channel.

Melguizo-Gavilanes [31] perform a 3-D simulation in a 100 mm2 channel. Assuming

that the ŕame propagates symmetrically, the domain size is reduced to one quarter of the

channel. The authors observe ŕame inversion, which persists until the detonation transi-

tion. The wall conditions are adiabatic, as in [29], but the difference in cross-sectional size

allows the observation of different ŕame dynamics.

Han [32] corroborate the previous work with a 2-D numerical simulation in channels of
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0.22 mm and 12 mm width. In the smaller channel, the authors observe a direct initiation,

caused by a bent shock, followed by a velocity deőcit of the detonation due to the ŕuid

viscosity. In the largest channel, the transition mode is different. In the early stages of

ŕame propagation, instabilities override the viscosity effect to promote ŕame acceleration.

The role of viscosity is important in the initiation of detonation, compared to its impact in

the smaller channel. Indeed, detonation initiation does not take place by direct initiation,

but in the near walls, due to the effect of shocked hot spots.

Wang [33] study the impact of channel width (from 5 mm to 20 mm) on the propagation

of an ethylene ŕame using 2-D LES simulations modelling turbulence. They observe a de-

creasing distance to detonation as the channel width is reduced. Zhao in [34] use the same

model to compare the propagation of the methane ŕame experimentally and numerically

in a closed channel of 20 mm width. Under these conditions, the Poiseuille ŕow is not

achieved and the ŕow remains laminar. The originality of their work lies in the modelling

work which, despite a large mesh, reproduces the ŕame structure before and during the

transition.

Huang [35] study the impact of thermal and viscous losses at the walls via 2-D simula-

tions in channels less than a millimetre wide. These losses appear to be more important in

small channels. In addition, the heat losses in the boundary layer cause an adverse pressure

gradient that leads to oscillatory ŕame propagation. Numerical simulation work allows to

isolate the mechanisms at the centre of ŕame acceleration and detonation initiation: the

compression of the formed shocks, the development of the boundary layer and their in-

ŕuence on the chemical reactions. However, these studies are carried out in 2-D and do

not take into account real DDT scenarios. Experimental studies are therefore necessary to

verify the validity of these simpliőed calculations.

1.0.2 Experimental studies

A summary of experimental studies on acceleration and/or DDT in unobstructed channels

is given in Tab. 1.1

Xiao [36, 37] investigate the inŕuence of the boundary condition applied at the channel

outlet and controlled by the degree of opening. The partially open conőguration allows

strioscopic observation of the H2-Air ŕame acceleration. The degree of openness shows a

variety of ŕame dynamics associated with different modes of ŕame inversion and distortion.

This degree of opening causes variations in the amplitude of the ŕame position oscillations.

By combining experimental studies and numerical simulations [38], these researchers con-

clude that pressure waves and vortex generation in the ŕow are involved in the formation
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of "tulip" ŕames and their distortion. The paper [39] presents in more detail the early

stages of ŕame propagation in this conőguration.

Yu [40] observe the early phases of ŕame propagation. The authors test őve stoichio-

metric mixtures of H2-CH4-Air by varying the proportion of H2. Using several channels,

these researchers also observed the effect of the channel size on the ŕame inversion. The

"tulip" ŕame is not present in the widest channels, those whose length is too short, or if

the proportion of H2 is too high.

Wu [41] compare the acceleration of an ethylene (C2H4) and O2 ŕame and its DDT

in 0.5 mm, 1 mm and 2 mm diameter tubes. The ŕame speed increases faster in the 1

mm tubes than in the 2 mm tubes. This is proportional to the ratio of the distance from

ignition to the diameter of the tube. In the 0.5 mm tube, detonation is not systematic.

Furthermore, the authors observe cases of detonation initiation followed by ŕame extinc-

tion as well as ŕame propagation at supersonic, quasi-stationary velocity below the CJ

detonation velocity. Subsequently, Wu [42] examined the impact of a 3 mm diameter tube

and deviated from stoichiometry to extend the experimental range. The authors then map

the observed propagation modes as a function of tube diameter and mixture equivalence

ratio. As the tube diameter decreases, the range for which DDT is possible becomes nar-

rower. In the case of the 0.5 mm tube, when DDT occurs, a deőcit of about 5% of the CJ

detonation velocity is reported.

Chan [43] also test the propagation of C2H4-O2 ŕames in a 1 mm2 channel. The authors

break down the ŕame acceleration into four stages: (i) őrst acceleration phase followed by

the formation of a precursor shock, (ii) quasi-stationary evolution with an increase in the

distance between the shock and the ŕame, allowing the boundary layer to develop, (iii)

second acceleration phase triggered by the stretching of the ŕame, which is itself caused

by the boundary layer, (iv) third acceleration phase with the formation of a shock at the

front of the ŕame that develops into a series of oblique shock waves. The end of the last

acceleration phase leads to the initiation of detonation. The development of oblique shock

waves is analysed in more detail by Ssu [44]. The angle formed by these shocks depends on

both the equivalence ratio of the mixture and the size of the channel. The ŕame propagates

at about 45-50% of the CJ detonation velocity when this group of oblique shocks occurs.

The authors show a correlation between the angle of these shocks and the distance to the

transition.

Wang[45] use a closed channel of 400 mm2 to examine, by direct observation, the inŕu-

ence of the proportion of H2 and the pressure on the DDT. The authors őnd an increased

number of ŕame oscillations as the H2 content decreases, an increase in ŕame speed and
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a decrease in the distance to the DDT as the pressure increases. They also conőrm that

the explosive limit of an H2-O2 mixture is located between 10% and 90% of the volumetric

fraction of H2 for a pressure between 8 kPa and 60 kPa.

Blanchard [46] investigate the minimum distance to the DDT in a closed channel as

a function of the ignition position. Their results show that the position of the ignition

inŕuences the reŕection of acoustic (or shock) waves on the ends. The distance to the

DDT is thus divided by a factor of two if the ignition is not located at one end, or too

far from the middle of the channel. Proust [47] compiles his own experiments on ŕame

acceleration in large tubes (100− 250 mm) with those conducted by Kerampran in [48, 49]

in small tubes (22− 40 mm). While the ŕame acceleration and distance to the DDT vary

with tube diameter, the inŕuence of mixing is most pronounced. Proust then concludes, in

agreement with Keramprans observations, that turbulence plays only a minor role in these

conőgurations.

Thomas [50] address the risk of DDT in linear and curved tubes to be more representa-

tive of industrial pipelines. The curvature of the tube is thus of primary importance during

the initial phases of acceleration, but its inŕuence decreases as the ŕame accelerates. The

tests conducted with a C2H4-Air mixture do not show any sensitivity to the variation of

the tube diameter, contrary to the H2-Air ŕames, which show that the latter mixture is po-

tentially more sensitive to turbulence. The authors therefore recommend paying particular

attention to the ignition conditions of the mixture and the length of the tubes/channels

studied. In addition, they point out the limitations of establishing a single criterion for

estimating the risks associated with DDT, as it is highly dependent on the geometry, initial

conditions and conőguration.

Maeda [51] present a study comparing wall roughness in a small channel (12 mm 10

mm). In the case of a rough wall with an arithmetic mean of 100 µm , the ŕame accelera-

tion is more pronounced. A second ŕame front forms on the rough walls and results in an

inverted funnel-shaped ŕame.

Aizawa [52] conducted studies of the propagation of premixed and unmixed ŕames in

tubes of various diameters. They control the ŕow rate of reactants to vary the Reynolds

number of the ŕow and measure its inŕuence on the distance to the DDT. Their results

show that the range of equivalence ratios favouring a transition decreases as the tube diam-

eter is reduced. These results are consistent with the observations of [42]. The distances

to the DDT are similar to the stoichiometry between the pre-mixed and non-pre-mixed

cases. However, this observation is no longer valid when deviating from stoichiometry.

Finally, the authors point out that for a low Reynolds value (Re < 1800), no inŕuence of

the distance to the DDT is visible. If Re becomes larger (Re = 8800), the distance to the
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DDT decreases by 10%. The increase of the turbulent boundary layer would thus reduce

the distance to the DDT, in agreement with the analysis of [53].

Kuznetsov [53] analyse the inŕuence of pressure on the DDT of a H2-O2 ŕame. As a

reminder, the authors propose a criterion linking the thickness of the turbulent boundary

layer and the size of the cells to evaluate the risk of DDT. Subsequently, these researchers

conduct experiments in smaller square channels (50 mm x 50 mm) with different rough-

nesses [54]. In a channel of this size, the authors observed by strioscopy the formation of a

turbulent boundary layer, even in the smooth channel. Kuznetsov and co-workers analyse

the length of the preheating zone between the shock and the ŕame as well as the tempera-

ture of this zone, obtained from the shock velocity. Compilation of the results with H2-O2

and C2H4 mixtures and those obtained by Urtiew and Oppenheim [30], makes it possible

to establish a criterion independent of the cell size for anticipating DDT. However, the

calculated temperature in the preheating zone does not allow to reach a sufficiently low in-

duction time to cause self-ignition. These results are in agreement with the measurements

made by Meyer [55]. Kuznetsov conclude that the preheat zone causes a restructuring of

the ŕame and then the formation of a temperature gradient allowing the formation of a

spontaneous wave. The length of the preheat zone favours the propagation of this wave. If

the preheat zone is shorter, its temperature must be higher to allow DDT. Liberman [56]

compare these experimental results with those from numerical simulations in a narrower

channel. They add that the DDT is triggered by a pressure spike generated directly in

front of the ŕame by the formation of a shock in this preheat zone.

Yanez [57] are the only researchers to have published ŕame spread results of H2-O2 and

its DDT in a 10 mm, 10 mm, 1000 mm channel, closed at ignition and open on the opposite

side. These researchers analyse a particular ŕame structure but provide only a limited set

of data on ŕame propagation compared to the studies cited above.

Baranyshyn [58] adjust the position of the DDT with the initial pressure in order to

examine ŕame-shock interaction and ŕame extension. The initiation of detonation occurs

mainly between the ŕame and the shock and sometimes behind the front of the ŕame.

From the data collected, the authors conclude that, in view of the post-shock conditions,

the ŕow must reach an additional 100−200 K to correspond to the induction time required

for DDT initiation. Transverse shock waves, which are not taken into account in the cal-

culation, could be responsible for increasing the temperature by 100− 200 K and reducing

the induction time to a value that allows for DDT.

Krivosheyev [59] visualise the propagation of an acetylene (C2H2) ŕame using two

cameras positioned at an angle of 90◦. This is, to our knowledge, the őrst simultaneous
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direct visualisation of ŕame propagation in an unobstructed tube. Although the authors

are not able to visualise the shocks with this method, it nevertheless allows them to reveal

the three-dimensional structure of the ŕame and to conőrm that the initiation of the

detonation takes place mainly on the wall (86% of the cases). The ŕame appears very

stretched, with a "horn" shape, followed by a "comet tail". This structure then gives way

to a variety of initiation modes: (i) spontaneous ignition of two ŕames and initiation of

detonation between these two new secondary ŕames, (ii) initiation between a secondary

ŕame and the main ŕame, (iii) initiation in front of a secondary ŕame, (iv) initiation in

front of the main ŕame (with the absence of a secondary ŕame)
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Source articles Mixtures Dimension (mm) Initial Conditions (kPa) Configuration

Xiao [36, 39] H2-Air 8, 2× 8, 2× 530 p = 100 F-O ventilated

Yu [40] H2-CH4-Air 5× 5× 25 to 15× 15× 100 p = 100 F-O ventilated

Wu [41, 42] C2H4-O2 L = 61 ; φ0, 05/0, 1/0, 2/0, 3 p = 100 O-O

Chan [43] C2H4-O2 0, 1× 0, 1× 93 p = 100 F-F

Ssu [44] C2H4-O2 0, 06× 0, 06× 75 to 0, 12× 0, 12× 75 p = 100 F-F

Wang [45] H2-O2 2× 2× 150 p = 5− 35 F-F

Blanchard [46] H2-Air L = 1800 ; φ15, 9 p = 100 F-F

Proust [47] CnHm/H2-Air L = 2600 ; φ10/25 p = 100 F-O

Thomas [50] CnHm/H2-Air L = 600− 3000; φ5/15/30 p = 100− 140 F-F

Maeda [51] H2-O2 1, 2× 1× 48, 6 p = 60− 100 F-F

Aizawa [52] H2 -Air L = 500 ; φ2, 5/5/10 p = 100 F-O

Kuznetsov [53] H2-O2 L = 2500 ; φ10, 5 p = 20− 800 F-F

Kuznetsov [60, 54] C2H4/H2-O2 5× 5× 340/606, 5 p = 20− 75 F-F

Yanez [57] H2-O2 0, 5× 0, 5× 100and1× 1× 100 p = 100 F-O

Baranyshyn [58] C2H2-O2-Ar/N2 L = 664 ; φ4 p = 13, 6− 50 F-F

Krivosheyev [59] C2H2-O2-Ar/N2 L = 600 ; φ6/9 p = 16− 17, 5 F-F

Table 1.1: Parameters for experimental studies of ŕame acceleration and detonation initiation in unimpeded channels.

Dimensions in width (W) × height (H) × length (L) format, or length and diameter. F-O closed at the ignition side -

open at the exit; F-F closed on both sides. These studies are performed at room temperature.
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Experimental studies of ŕame propagation in unobstructed channels cover a wide range

of dimensions, conőgurations and mixtures. Several key issues in the DDT phenomenon

remain to be elucidated. In particular, what characteristic length to use to determine the

Reynolds number of the ŕame (height, diameter, thickness of the ŕame, etc.)? From what

Reynolds number and what shock-ŕame distance can the boundary layer be considered as

turbulent? What are the main mechanisms responsible for the temperature rise between

the ŕame and the shock? Is the temperature rise mainly due to pre-compression by the

precursor shock, viscous friction in the boundary layer, reŕections from transverse shocks?

Is the Zeld’ovich gradient always the cause of DDT initiation? Are these direct ignitions

behind a strong shock? In order to contribute to the answers to these questions and to

understand the fundamental aspects of DDT, experimental studies in an unobstructed

channel are still needed.

1.0.3 Obstacles conőgurations

We were particularly interested in conőgurations involving obstacles, and were performing

numerical simulations, so we generally focused on numerical studies of DDT involving ob-

stacles. Many of the studies on DDT have considered obstructed ŕows because literature

has shown [61, 62, 63] that the addition of obstacles reduces the time and distance to a

potential detonation, making it easier to run experiments and numerical simulations that

capture DDT.

Gaathaug [64] showed that even one obstacle in the ŕow can result in transition to det-

onation. With the addition of obstacles, a number of additional parameters are variable

such as size, shape, and placement of obstacles. Teodorczyk [61] conducted experiments

with rectangular obstacles in a hydrogenśair environment to determine regimes for de-

ŕagrations, transition, and detonations. The results showed that increasing the blockage

ratio decreased the DDT hazard, while increasing the spacing between obstacles with high

blockage ratios increased the DDT hazard. These accelerated ŕames drive pressure waves

with large overpressures, a concern in the present work for risk analyses, and can then

transition to detonation.

Also the review of Strebel [65] faces many different types of geometries that have been

used in heat exchangers and subsequently studied numerically and experimentally. For

this thesis the serpentine wavy channel is used, but a review of all types of geometries is

used to minimize the soot deposition. A fully implicit BFC code was developed to solve

the Navier-Stokes equations in conjunction with the energy and concentration equations.

The friction factor times the Reynolds number was shown to oscillate periodically due to

the wavy geometry, with peaks in the values occurring every time the ŕow was required
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to change direction. Overall the pressure drop was shown to increase with increasing

wall temperature and decrease with increasing wall temperature. Compared to the planar

channel the pressure drop was larger, as expected. The Nusselt number was also shown to

oscillate, and increase with both increasing Reynolds number and increasing temperature

gradient. Again, the overall heat transfer was larger for a wavy channel than for a planar

channel. Finally the deposition efficiency was shown to increase with temperature gradient

and decrease with Reynolds number. But the decrease with Reynolds number is likely due

to the lower ŕuid residence time for larger Reynolds numbers. The comparison between

wavy and planar channels showed that the wavy geometry does cause the deposition to

increase.

Zakaria [66], in this work, an innovative MC conőguration with wavy walls for thermo-

photovoltaic applications it has been proposed. The innovative wavy walls could contain

2-waves, 4-waves or 8-waves. The wavy walls ensure an enhanced heat transfer between

the reactor and the absorber of the MTPV system. Within the proposed MC conőguration

the micro-combustion characteristics of 2D laminar premixed CH4śair ŕames (ϕ = 1) have

been studied numerically.

Reza Soleimanpour and Hossain Nemati [67] faced with the DDT of H2śO2 in some

closed ducts that have been investigated using OpenFOAM package and the results have

been compared with experimental data. It has been seen doubling the amplitude changes

of the wall, the ŕame progresses with a highly different approach and the speed of the

ŕame tip is much higher. In the second geometry, according to the considered amplitude,

the sinusoidal wall again increases the turbulence intensity as well as the reaction rate, and

all of this help to accelerate the DDT phenomenon.

Based on the studies mentioned above, we focused on a channel with smooth obstacles; a

symmetrical corrugated channel to study its pressure wave reŕection characteristics and its

effects on detonation initiation and ŕame morphology. We then move on to an unobstructed

channel to numerically analyse the evolution of the ŕame and the effects of the boundary

layer. These analyses were carried out by testing our solver on OpenFOAM, which is

capable of analysing the evolutionary characteristics of reactive ŕows and their chemical

kinetics using an H2-Air mixture. Different types of channel obstruction ratios and the

comparison of different initial pressures were also compared, analyses that have not yet been

covered by the mentioned studies. These results can be compared with the experiments

that have already been done, and as far as the unobstructed channel is concerned, it can

also be compared with the practical experiments that we are carrying out in the Pprime

laboratories, with the same channel dimensions, conducted by PhD student Cristian Camilo

Mejia Botero under the supervision of our supervisor Dr. Josué Melguizo-Gavilanes in the

Fluides, Thermique and Combustion department.
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Physical Model

2.1 Governing equations

The ŕow őeld in the channel was modeled using the reactive Navier Stokes equations

with detailed chemistry and temperature dependent transport and thermodynamics (i.e.,

JANAF tables to compute species/mixture heat capacities, enthalpies and entropies) [68].

The Sutherland Law [69], modiőed Eucken relation [70] and JANAF polynomials [68]

are used to account for the functional temperature dependence of mixture viscosity (µ),

thermal conductivity (κ) and speciőc heat (cp), respectively.

∂tρ+∇ · (ρu) = 0 (Mass) (2.1)

∂t(ρu) +∇ · (ρuu) = −∇p+∇ · τ (Momentum) (2.2)

∂t(ρYk) +∇ · (ρuYk) = −∇ · jk + ω̇k (Species) (2.3)

∂t[ρ(hs +K)] +∇ · [ρu(hs +K)] =
dp

dt
−∇ · jq + τ : ∇u+ q̇chem (Energy) (2.4)

p = ρ
Ru

Wmix

T (2.5)

with K = 1
2
|u|2; τ = µ(∇u+∇uT )− 2

3
µ(∇ · u)I; q̇chem =

∑N

k=1 ∆h0
f,iω̇k

Where ρ is the density, u is the velocity, p is the pressure, h is the sensible enthalpy per

unit volume, Y is the mass fraction of the k-th species, ω̇k is the reaction rate for the k-th

species . With a number of equations which increase as much as there are species, with τ ,

viscous stress tensor, jk is the species diffusion ŕux, jq is the heat ŕux, q̇chem is the rate of

conversion of chemical into thermal energy, ∆h0
f,i is the enthalpy of formation of species,

Ru is the speciőc gas constant, µ is the mixture viscosity. The species diffusion term, jk,

17
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uses Fick’s law for binary mixtures. For multicomponent mixtures where one component

is present in large amounts (i.e., N2 for combustion in air) all other species may be treated

as trace species. Writing the binary diffusion coefficient with respect to N2 only yields:

jk = −ρDk∇Yk (2.6)

where Dk is the effective diffusion coefficient. In Eq. 2.6, thermodiffusion or Soret effect has

been neglected. We solve the mass conservation equation, Eq. 2.3, and only for N−1 species

equations. The last species mass fraction, N2 , is obtained by writing YN2
= 1−

∑N−1
k=1 Yk

and absorbs all inconsistencies introduced by Fick’s law. This error is negligible when the

last species, YN2
, is at a high concentration as is the case for combustion in air [71]. The

heat ŕux jq includes the effect of sensible enthalpy transport by diffusion

jq = −
κ

cp
∇hs +

N−1
∑

k=1

hs,k

(

jk −
κ

cp
∇Yk

)

(2.7)

In Eq. 2.7, the Dufour effect (i.e., energy ŕux due to a concentration gradient) has not

been taken into account [72]. Substituting Eq. 2.6 into 2.7 yields:

jq = −
κ

cp
∇hs +

N−1
∑

k=1

hs,k

(

1−
1

Lek

)

κ

cp
∇Yk (2.8)

where Lek = κ/(cpρDk) is the Lewis number of species k. The Lewis number is as-

sumed to be unity for all species which results in κ/cp = ρDk. Hence, the dynamic thermal

diffusivity of species is used to model its mass diffusivity. The second term on the right

hand side of Eq. 2.8 vanishes if the Lewis numbers of all species are assumed to be unity,

simplifying the energy equation signiőcantly. The governing equations were solved in a

two-dimensional planar geometry using the OpenFOAM Toolbox [1]; chemical kinetics

was modeled with the 9-species, 21- reactions Mével’s mechanism for hydrogen-oxidation

[73], whose ignition delay time predictions (metric of in-terest in the current study) are nei-

ther the fastest nor the slowest among the available alternatives. The spatial discretization

of the solution domain is performed using őnite volumes (FV) which allows for body-őtted

6hexagonal meshes that avoid the staircasing present when numerically integrating curved

geometries with őnite differences. The solver includes a hybrid implementation for the nu-

merical ŕuxes that make it suitable for a wide range of Mach numbers; this is achieved by

combining PISO methods (i.e., pressure-velocity coupling) in regions with low ŕow veloci-

ties (M ≤ 0.3), together with standard techniques for high speed ŕows (i.e. ŕux-splitting

and limiters). The numerical ŕuxes at cell-faces are thus computed using a central-upwind

Kurganov-Tadmor scheme [2]. The ŕow variables on cell faces are reconstructed through a

second-order interpolation with a symmetric van Albada ŕux limiter which results in non-

oscillatory bounded transitions across shocks and contact discontinuities. The chemical
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source terms are computed using a stiff ODE solver (i.e., fourth order Rosenbrock). The

PBiCGStab (Preconditioned Biconjugate Gradient Stabilized) method is used for all the

linear systems resulting from the discretization of the governing equations, preconditioned

through the DILU (Diagonal Incomplete-LU) technique. Finally, the time integration uses

a second order Crank-Nicolson method, and the time step is dynamically adapted dur-

ing the computation with an acoustic Courant number of 0.4 to ensure stability of the

numerical scheme.





Chapter 3

Obstructed channels

3.1 Domain, initial and boundary conditions

First of all, the domain of our interest was created, via a C++ script within the blockMesh

dictionary. It has permitted us to recreate the geometry of a wavy channel and using some

geometry parameters to change it and analyze more wide cases of study.

Figure 3.1: Physical domain and geometrical parameters used to deőne it.

Geometry parameters:

• h = 10; channel height in mm

• L = 1000; channel length in mm

• δ = 0.38; ŕame thickness in mm

• Npts/δ = 3; number of points per ŕame thickness

• z = 1; depth of channel in mm

21
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• a = 0.1; amplitude of wave percentage of height of channel [0,1]

• b = 1.25; wavelength; multiple of ŕame thickness delta

• c = 0.5; offset of sine wave top wall; multiple of ŕame thickness delta

• c1 = 0.0; offset of sine wave bottom wall; multiple of ŕame thickness δ

ytop = ah sin

(

x− cbδ

bδ
2π

)

+ h(1− a) (3.1)

ybottom = ah sin
( x

bδ
2π

)

+ ah (3.2)

The simulation has been carried in 2D. The number of cells in each direction is 7894 in

x-direction, 78 in y-direction, 1 in z-direction, for a total of 615732 of cells for the entire

domain and with uniform expansions in the local x, y, z (simpleGrading (1 1 1)). This

corresponds to an approximately uniform mesh along the length and height of the channel

of ∆x = ∆y = 0.128 mm. The a parameter, amplitude of wave percentage of height of

channel is represented as follows.

And the blockage ratio (BR) is computed as follows:

BR =
h− ht

h
= 1−

h− 4a

h
(3.3)

With a expressed as function of the height of the channel (i.e., a = xh), where x = [0, 1].

Modifying with the ‘a’ parameter we are able to modify the blockage ratio (BR) of our

channel and investigate on additional cases.

Three blockage ratios are considered:

• BR = 0.2; a = 0.05h

• BR = 0.4; a = 0.1h

• BR = 0.6; a = 0.15h

3.2 Initial and boundary conditions

Three initial pressures were considered p0 = 25, 50, 100 kPa to investigate the FA dynam-

ics in the channel for BR = 0.6, when investigating the effect of BR on the aforementioned

dynamics one initial pressure was őxed to 100 kPa. The channel was őlled with quiescent



3.2. Initial and boundary conditions 23

Combustion properties p0 = 25 kPa p0 = 50 kPa p0 = 100 kPa

Laminar burning velocity, sL 2.18 m/s 2.32 m/s 2.38 m/s

Expansion ratio, σ 6.71 6.77 6.81

Flame thickness, δ 2.31 mm 0.91 mm 0.36 mm

Burnt products sound speed, cb 999.34 m/s 1002.93 m/s 1005.8 m/s

CJ speed, DCJ 1936.93 m/s 1952.82 m/s 1967.84 m/s

Induction length, lind 0.56 mm 0.27 mm 0.14 mm

Table 3.1: Combustion properties for stocihiometric H2-air at different initial pressures

and T0 = 300 K.

mixture at T0 = 300 K, and mass fractions YH2
= 0.02851, YO2

= 0.22628, YN2
= 0.74521,

corresponding to a stoichiometric H2-air mixture in all cases, and the chemistry was mod-

eled using the detailed mechanism of Mével that includes 9 species H2, O2, O, H2O, H, OH,

HO2, H2O2, N2, and 21 reactions. No turbulence models are used. Regarding boundary

conditions, the channels are closed at the ignition end and open on the other end; zero gra-

dient for all scalars, i.e., (p, T, Yk), and no-slip for velocity on the channel’s walls. Given

the chosen mesh size, there are ∼ 18 pts, 7 pts, 3 pts, per ŕame thickness for 25 kPa, 50 kPa

and 100 kPa, respectively. In terms of the detonation induction length there are 5 pts,

2 pts and 1 pts as the initial pressure increases. Finally, the ŕame was ignited by imposing

three equally spaced hemi-spherical regions (r = 1.2 mm) of high pressure (pign/p0 = 5)

and temperature (Tign/T0 = 6.6) at the channel closed end, as shown in Fig. 3.2.

Figure 3.2: Set őeld ignition, p (Pa) and T (K), (BR = 0.4).
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3.3 Effects of BR at őxed initial pressure

Several cases were tried out to test the reliability and concreteness of the OpenFOAM

software in a 2D case. The results of these cases are divided according to the chan-

nel’s blockage ratio (BR) and according to the setting of the initial ignition conditions.

The numerically predicted and experimentally observed dynamics of the detonation as it

propagated through the wavy channel is shown below as graphically represented through

space-time diagrams, post-processed after completing the simulations, comparing the cases

of őxed initial pressure and change in blockage ratio vs. őxed blockage ratio and change in

initial ignition pressure. The trend of ŕames topology is presented in the subsection from

3.3.2 to 3.3.5.

3.3.1 Overall dynamics

By simulating through our numerical model, the dynamic trend of the evolution of the

ŕame inside the channel and post-processing the acquired data, we were able to recreate

an evolutionary trend showing the differences in the attainment of the detonation state

between different cases of BR at őxed pressure in the őrst graph, őg. 3.3 and 3.4. (For őg.

3.4, BR = 0.2 we missed some data after DDT onset as we stopped the simulation shortly

after obtaining the detonation regime.)

Figure 3.3: x− t diagram at different BR

In addition, studies by Lindsted and Michels [74] and Kuznestov et al. [3, 60, 53, 75],

concerning the run-up distance, i.e., the necessary distance the ŕame must reach in order

to transition into detonation using a simple analytical model, were presented, equation

3.4. This experimental mathematical model, used for a straight ŕow in the presence of

a boundary layer, shows where the ŕame practically reaches the speed of sound in the
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Figure 3.4: u− x diagram at different BR

BR xDDT (m) Evolution % x = xDDT0.5 (m)

0.6 0.09 50 0.05

0.4 0.21 50 0.11

0.2 0.62 50 0.31

Table 3.2: X evolution ŕame distances at őxed p0 = 100 kPa

products of combustion before detonation occurs, using a simple equation as a function

of tube diameter. The model has a prediction accuracy in the range of ±25%. Using

such a model for our case we őnd a deviation of about 40, 50%, probably due to having

a corrugated channel, furthermore the run-up distance is closely related to the BR of the

channel and the mixture used.

xDDT

D
=

γ

C

[

1

κ
ln

(

γ
D

h

)

+K

]

(3.4)
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)
]

(
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2m+7
3

)

(3.5)

Dealing with ŕame evolution that change depending on the boundary conditions is

not useful to compare them in the same simulation time or at the same channel distance.

Therefore, the evolution distances for comparison were normalized to the distance reached

by the őrst DDT phase (xDDT), (see őg. 3.5) even if the detonation regime does not

then set up correctly, see example below, in the tables 3.2. In such a way as to compare

approximately the same evolutionary state for each difference in BR.

The evolution of ŕame acceleration is subdivided as follows:
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Figure 3.5: xDDT vs. differents BRs

• Early stages: likely between 10-50

• Intermediate stages: 50-70%

• Late stages: 70-90%

• Moments prior to DDT: 90-98%

• >100%: Detonation propagation

3.3.2 Early and intermediate stages of ŕame acceleration

We focused on the differences in ŕame topology as the blockage ratio changes while keeping

the initial conditions unchanged, of p0 = 100 kPa and T0 = 300K. Making the simulation

go, the ŕame starts to propagate through the channel, generating an initial shock wave,

which begins to propagate through the channel, driven by the chemical combustion process

and the dimensional parameters of the channel, with a maximum height of 10 mm and a

total length of 1 m, as seen in őg. 3.6. Likewise, the ŕame speed and temperature increase

upon entering the ŕame acceleration regime, the deŕagration propagates through the mix-

ture of fuel and oxidizer in a subsonic combustion, thermal expansion of the combustion

products produces movement in the unburned gas. The ŕow interaction with the bound-

aries causes an increase of the ŕame surface; and this results in an increase of ŕame speed

and ŕow velocity relative to a őxed observer. The pressure in turn begins to increase at the

converging and diverging edges of the channel due to the formation of shock waves at the

ŕame front. Although deŕagration occurs throughout the channel, recirculation zones form

along the edges of the diverging zones, leaving behind pockets of fresh, unburnt mixture,

behind the ŕame. The phenomenon occurs due to the fact that the undulating domain
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of the channel slices the ŕame surface, resulting in an increase in ŕow velocity during the

compression in the converging part. The sudden onset of accelerated ŕow in the expansion

of a diverging part produces a pair of laminar vortices on the downstream edge after each

throat. These eddies grow in a recirculation pocket that occupy a part of the inner volume

of the duct. At the same time, a shear layer develops separating the recirculation zones

and the core ŕow, and if the ŕame reaches a vortex after the shear layer has developed

the ŕame propagate in the core ŕow and only after, burns into the pocket’s regions. This

leads to the development of intense recirculation within the ŕow. This turbulence increases

the combustion ratio, the surface area of the ŕame and the transport of mass and energy,

causing the ŕow to approach high and near transonic velocities. The ŕame morphologies

for the various BRs at x = 0.65xDDT are shown in őgs.3.7 .

Figure 3.6: Initial ŕame propagation and downstream shock wave generation (BR = 0.6),

early stage 10%

As can be seen from the pictures, the recirculation zones are more pronounced, moving

from small BR towards larger BR. In őgure 3.7(c), the recirculation pockets of unburned

gas are much more deőned, and this behavior due to the amplitude of the convergent-

divergent sections can lead to the formation of critical zones of high pressure, density

and temperature as the ŕame velocity increases and the ŕame surface increases due to

interaction with shock waves, which impact a larger blockage along the channel, shown in

a Schlieren őg. 3.8.This behavior is the same as that described for obstructed channels,

using fenced type obstacles presented in the review by G. Ciccarelli and S. Dorofeev [3].

3.3.3 Moments prior to DDT

The detonation initiation is the result of ŕame acceleration, the ŕame run-up distance,

xDDT, is considered a property of the mixture, the domain and in our case also of the
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a) BR = 0.2

b) BR = 0.4

c) BR = 0.6

Figure 3.7: Recirculation zones for each blockage ratio at 65% (intermediate stage) of the

evolution ŕame from the beginning of the channel.



3.3. Effects of BR at őxed initial pressure 29

Figure 3.8: Schlieren picture of recirculating zones (rho density) BR = 0.2

mesh resolution. Several past papers dealing with ŕame acceleration in tubes, see [3], have

described the transition process as a phenomenon requiring: 1) that the ŕame should reach

a sufficiently high velocity for detonation to occur, at least of the order of the speed of
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sound of the combustion products. 2) The opening of the obstructed channel must be

sufficiently wide, at least of the order of the detonation cell width of the mixture in tube.

In sufficiently long channels the velocity proőle is expected, at some stage, a shock wave

coalesce is generated in front of the ŕame front, as is shown in őg. 3.9, and the behavior

is the same for each BRs. The shock waves formed at the ŕame front are reŕected on

the edges of the channel, bouncing from one wall to the other and also propagating in

the opposite direction to the ŕame motion. The thermal expansion of the combustion

products generates motion in the unburned gases, this leads to the formation of strong

movements and temperature and pressure increases at the most critical points. Pressure

waves, which propagates at the local speed of sound, coalescence, generating shock waves

and impacting the edges of the converging channel, creating areas of very high density and

pressure that could trigger the detonation phenomenon. In our case it is the interactions

of the ŕame with the boundaries and shock waves that result in a signiőcant increase of

the burning rate near the channel’s walls. A few moments before the detonation regime

sets in, when the ŕame reaches considerable velocity, it gets closer and closer to the shock

waves created at the ŕame front. This characteristic causes the induction zone, shown in

the following images of the channel őg. 3.10, characterized by the green band, the reaction

zone represented by the orange band and the combustion gas zone, represented by the red

band behind the ŕame, to become increasingly thinner, leading to an extremely critical

condition. The closer we approach the velocities of the shock waves in front of the ŕame,

the more these bands ŕatten out, thus shortening the time and space required for the

reactions to take place. In particular, reactions take place in the orange band around the

surface of the ŕame, and it can be seen that in an intermediate state of ŕame evolution, the

orange band is more spread out and affects much more of the surface of the ŕame. This

state is also characterized by a ’őnger’ shape of the ŕame, after which the accelerating

ŕame changes shape due to the increasingly intense instabilities generated, which leads to

a reduction of the ŕame surface where reactions can take place, and to a ŕattening of the

reaction zone.

3.3.4 Onset of detonation

The conditions necessary for the onset of detonation is the localized formation of small

explosions occurring somewhere in the fresh mixture subjected to critical conditions of

high pressure, density and temperature. Generally, such conditions are generated by strong

compressions and/or turbulent mixing of products and reactants, and the process can be

triggered in a wide variety of situations. According to past experience, the occurrence

of detonation can be classiőed into two categories: 1) Onset of detonation arising from

reŕection of shock waves in coalescing shockwave packing zones. 2) Onset of detonation

caused by instabilities, discontinuities and particular mixing processes in the mixture:
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a) BR = 0.6

b) BR = 0.4

c) BR = 0.2

Figure 3.9: Shock wave ahead at 90% of the evolution: a) BR = 0.6; b) BR = 0.4; c)

BR = 0.2
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a) x ∼ 0.7xDDT

b) x ∼ 0.85xDDT

c) x ∼ 0.95xDDT

Figure 3.10: Induction, reaction zones of the ŕame at different stages of the evolution at

BR = 0.4 a) 70% intermediate stage of the ŕame; b) 85% late stage of the ŕame; c) 95%

moments prior ddt



3.3. Effects of BR at őxed initial pressure 33

• instability near the ŕame front;

• Flow interactions with pressure waves and contours or obstacles along the way;

• Eventual explosion of quenched pockets of fresh mixture behind the ŕame front,

(which can accelerate the ŕame further);

• Pressure and ŕuctuations in the ŕow and boundary layer.

In sufficiently long channels typically a fuel-air mixture can reach speeds in the order

of 600 − 1000 m/s. The transition to detonation can be observed when the ŕame reaches

speeds on the order of the speed of sound of the products of combustion. For these cases,

with this mixture composition and initial conditions, the calculated speed of sound in the

products of combustion is approximately 1000 m/s; see table 3.1 for exact number.

In our case, we observe a combination of the two categories of DDT onset. The shock

waves generated ahead of the ŕame that result from the strong acceleration of the ŕame

itself, which is drawn in and propelled by a complex system of reŕection of shock waves

and probably small explosions due to the critical points created in the impact between the

shock waves themselves, producing shock focusing, as depicted in the őg. ?? of BR = 0.4

channel.

Figure 3.11: Flame propelled by shock waves ahead, 95% of evolution, BR = 0.4

3.3.5 Detonation propagation

It can be seen how the shock waves formed in front of the ŕame front interact with the edges

of the converging channel, probably arising in small explosions and in turn generating a

pair of reŕection waves, which propagate towards the centre of the channel, impacting more

or less at the centre of the domain and generating a critical point which may be subject to

detonation. These explosions generate pressure waves that propagate both along the ŕame

direction and in the opposite direction, creating the conditions for a possible transition to

detonation. This process is repeated for each converging diverging channel section with

increasingly critical conditions, until the ŕame front is pushed sufficiently beyond the shock
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waves, then the onset of detonation sets in, and the ŕow attempts to sustain this regime.

Before the detonation has occurred, depending on the properties of the mixture, boundary

conditions, the interaction of the ŕame with the ŕow in the unburned gas, the roughness

(inexperiments) of the channel or the shape of the domain, in simulations leads to an energy

release rate that is high enough to result in supersonic combustion, which may reach:

• A steady state detonation;

• Quenching;

• Choking;

• Quasi-detonation regime.

The later stages of the process, namely the propagation of detonation for cases with

different BR is shown below through numerical soot foils, which represent the trajectory

of triple points in the domain, őg 3.12.

In our cases, the reaction front reaches a steady state of propagation with speeds of 1000

m/s, for BR = 0.2 and BR = 0.4. As for the case with BR = 0.6, the detonation regime

never settles completely; subsequent reinitiation and failures result in the development of

a quasi-detonation regime. An actual indication of this type of regime is given by the

numerical soot foil, őg. 3.12(c), where the characteristic cellular structure of detonations

(which will be explained below) is not as well deőned and clear as in the other two cases.

Fig. 3.12(a,b). As illustrated in the picture, the reaction front has reached a steady state

and reappears with the same characteristics for each section in front of it, until the end of

the channel. The reŕection of the shock waves in front of and behind the ŕame continue

to propel it at high speed and chemical reaction takes place at the head of the detonation

wave where a shock wave is followed by a thin reaction zone, őg. 3.13

We can also observe the formation of the characteristic cellular structure of detonations,

as depicted in the soot foils images őg. 3.14, where the triple points [76] are formed by

the intersection of the detonation wave, oblique shock wave and Prandtl Meyer expansion

waves. Experiments have demonstrated that most self-sustaining detonations are intrin-

sically unstable, the lead shock consists of weak incident wave and stronger Mach stem

intersect at triple point with the transverse waves, which sweep laterally across the leading

shock and collide with each other. The leading wrinkled shock consists of alternate weak

incident shocks, stronger Mach stems and transverse waves that interact at the so-called

triple points.

Although detonation fronts appear remarkably ŕat in images, the ŕow is clearly non-

uniform behind the front with a series of periodic streaks extending horizontally to the

rear of the main ŕow. Although these transverse waves appear to be weak perturbations

on a predominantly one-dimensional ŕow, they can have a profound effect on the behavior
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a) BR = 0.2

b) BR = 0.4

c) BR = 0.6

Figure 3.12: Detonation propagation, sootfoils images
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a) BR = 0.2

b) BR = 0.4

c) BR = 0.6

Figure 3.13: Detonation propagation of reaction zone-shock complex
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a) BR = 0.2

b) BR = 0.4

c) BR = 0.6

Figure 3.14: Soot foils images of detonation and triple points after DDT
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of the detonation wave. The characteristic spatial wavelength λ observed in soot foil

patterns is referred as the detonation cell size. Usually measured as the distance between

parallel soot traces. This is empirically correlated with other length scales that can also

be deőned for the transition from deŕagration to detonation. Cell sizes are known for a

wide range of mixtures and cell sizes and other length scales are strongly correlated with

the ideal induction length, Lind, compute using a 1D laminar description of a detonation

wave [77]. In our case, the detonation cell, size λ, are 6mm and 7mm for BRs of 0.4 and

0.2. Comparing with the experimentally reported λ for a H2-Air mixture at p0 = 100 kPa

and T0 = 300 K from ‘Caltech detonation data base’, λ=7− 8mm, our simulations slightly

underestimate the value of λ.

3.4 Effects of initial pressure at constants BR

The other case study analyzed, refers to the effects of the change in initial pressure on

ŕame evolution while maintaining a őxed blockage ratio of 0.6. Three values of pressures

p0, are considered, 25, 50 and 100 kPa.

3.4.1 overall dynamics

The evolution distances for comparison were normalized to the distance reached by the

őrst DDT phase (xDDT). In őg. 3.15 and 3.16 is represented x − t diagram and u − x

diagram for different initial pressures at the same BR.

Figure 3.15: x− t diagram at different pressure

In such a way as to compare approximately the same evolutionary state for each differ-

ence in pressure. The example in table 3.3 show a distance calculation (x) at 50% of the
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Figure 3.16: u− x diagram at different pressure

p0 kPa xDDT (m) Evolution % x = xDDT0.5 (m)

25 0.3 50 0.15

50 0.18 50 0.09

100 0.1 50 0.05

Table 3.3: X evolution ŕame distances at őxed BR = 0.4

ŕame evolution:

Figure 3.17: xDDT vs. differents p0
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3.4.2 Early/intermediate stages

The initial part of the ŕame evolution within the channel behaves in the same way as

discussed in section 3.3.2 The combustion process begins and drives the ŕame through

the domain, generating pressure waves ahead travelling at the local speed of sound. By

decreasing the initial pressure, the ŕame faces difficulties to reach the same evolutionary

state as the initial pressure studied in the previous case of BR = 0.6, 100 kPa, for this

reason it needs more distance and simulation time to evolve. We can observe a marked

increase in pockets of fresh mixture that are not completely burnt as the pressure decreases,

allowing a larger ŕame surface and a higher reaction and induction zone (orange band and

green band), őg. 3.18.

3.4.3 Moments prior to DDT

As noted in the case study in section 3.3.3, the moment before a possible detonation is a very

delicate condition and set of events, and dependent on several variables. In this particular

case, the occurrence of critical conditions that may lead to a detonation also depends on

the initial pressure. In fact, taking into consideration an evolutionary state of the ŕame

of 95% with respect to an initial onset of detonation, (x = 0.95xDDT) some considerations

can be made in all three cases. As shown in the őgure 3.19 below, the topological behavior

of the ŕame is different; at 100 Kpa, the ŕame begins to take on characteristics close to

detonation with the reaction and induction bands being much thinner, and a reduced ŕame

surface. At 50 Kpa the ŕame surface is larger and has more extensive reaction zone bands,

but still approaches near-detonation behavior; Flame-shock interactions are visible and

affect the ŕame shape. For the 25 kPa case, the topology is very different, the ŕame still

has large recirculation zones, and its shape is very different from the other two, the low

pressure in this case may have altered the necessary conditions and greatly reduced the

ŕame’s ability to accelerate enough to recreate critical conditions for detonation to occur.

The fact that the ŕame is signiőcantly thinner in this case makes it more vulnerable to

eddies present in the ŕow őeld, and as a result the ŕame shape changes signiőcantly.

3.4.4 Onset of detonation/detonation propagation

p0 = 100 kPa

As has already been analyzed in section 3.3.4, the case with BR = 0.6 and 100 kPa presents

a quasi-detonation regime [60]. This regime is characterized by a continuous coupling and

decoupling of the reaction zone with the leading shock, as shown in the sequence of pictures,

Figs. [20]. Another clear proof of this behavior is represented in the image of the soot foil,

őg,[20](c), characterized by a non-distinct deőnition of the cellular structures left behind
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by the reaction zone and the shockwave. In őg [20](a) the reaction front advances almost

coupled to the leading shock, as soon as the ŕow enters the diverging section, őg [20](b) the

reaction zone-shock complex velocity has a deőcit due to heat and energy losses associated

with the large area change of BR = 0.6, and the front decouples even if only slightly from

the leading shock. As the ŕow passes through the converging section, őg [20] (c) and (d),

the front tends to re-couple recovering energy in compression. It has been observed, also

in Ciccarelli and Doroofev’s review [3], that for larger obstacles the velocity deőcit is due

to the detonation wave failing and re-initiating as it propagates through the obstructed

channel with oriőces, a similar outcome to that observe for our wavy channel.

p0 = 50 kPa

By decreasing the initial pressure to 50 kPa, we found a further decrease in reaction zone

performance with larger deőcits and losses, as we expected. We are always faced with a

regime of near detonation with zones of failure and zones of re-initiation that are higher

in density and criticality than others, as is shown in the őgure of the soot foils, őg. 3.21

at some distance from the őrst detonation attempt, the cellular structures present a kind

of pattern where every two converging/diverging sections the reaction zone-shock complex

tries to reach the leading shock ahead, propelled by the explosions of the two shock waves

crashing into the centre of the channel section, generating points of high pressure and

temperature. Different cellular structures than those observed for 100 kPa case, őg. 3.14(c)

soot foils. This trend can also be seen in the sequence of őgures, őgs. where the evolution of

the ŕame morphology is shown. One can see signiőcantly larger losses and larger distances

of the reaction zone-shock complex from the leading shock than in the previous case. In

őg. 3.22 (a) one can see a high critical point in the centre of the channel, due to the impact

of two or more shock waves, which push the ŕame only to the centre, generating a central

pinnacle, or lead ŕame tip, as in őg. 3.22 (b), which increases losses. The following őgures

show how the ŕame tries to re-couple with the leading shock, until in őg. 3.22 (e), thanks

to a more intense explosion in the centre, the reaction zone-shock complex re-couples with

the leading shock. This sequence represents the pattern seen in the images of the soot foil,

which is constantly repeated until the end of the channel.

p0 = 25 kPa

Continuing to decrease the pressure, we now analyze the last case with a pressure of

p0 = 25 kPa. In this particular situation, detonation or quasi-detonation does not occur,

but a particular regime called łchoked ŕamež or łchoking regimež occurs. A term that is

often used to characterize fast ŕame in ducts with obstacles that travel at a speed just

below the isobaric sound speed in the combustion products, as mentioned in the Ciccarelli

and Doroofev paper [3], this is also veriőed by the u-x diagram shown in őg. 3.16. This
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fast ŕame regime can be distinguished from quasi-detonation by a relatively low strength

lead shock which is not sufficient to cause autoignition of the mixture, where a regular

ŕame is too slow to be responsible for the fast-burning rate required for the propagation

at high supersonic speeds. As shown in the sequence of pictures, őgs. 3.23, the ŕame

brush surface reaches a maximum of speed at the ŕame tip and as soon as the combustion

products ŕow velocity reaches the local sound speed, the ŕow behind the ŕame tip is

choked. Any pressure perturbation generated due to the combustion process cannot reach

the ŕame tip. In őg. 3.23 (a) it is noted that the tip of the ŕame is far from the leading

shock, and how the shock waves that collide crushing in the center of the channel in front

of the ŕame create even more losses and instability, such that the ŕame will never be able

to reach the leading shock ahead. This tendency is also shown in the őgure of the soot

foils, őg. 3.24 where except for the őrst attempt at detonation, subsequent attempts fail;

No cells are formed as a result.
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a) 100 kPa

b) 50 kPa

c) 25 kPa

Figure 3.18: 50% evolution of the ŕame at different pressure at BR = 0.6
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a) 100 kPa

b) 50 kPa

c) 25 kPa

Figure 3.19: 95% evolution of the ŕame at different pressure
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a) b)

c) d)

Figure 3.20: Quasi-detonation propagation for p0 = 100 kPa. a) frame at instant tref =

6.01× 10−4 s, the ∆t between consecutive frames is ∆t= 0.2× 10−5 s. The entire cycle is

6.01× 10−4 s < t < 6.07× 10−4 s

Figure 3.21: Soot foils, Quasi-detonation propagation for p0 = 50 kPa, and pattern of

critical points.
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a) b)

c) d)

e)

Figure 3.22: Quasi-detonation propagation for p0 = 50 kPa. ∆t for each consecutive frames

is ∆t= 2× 10−4 s. From picture a) to e) is 7.99× 10−4 s < t < 8.07× 10−4 s
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a) t=2.71× 10−3s

b) t=2.74× 10−3s

c) t=2.76× 10−3s

Figure 3.23: łChoking regimež propagation for p0 = 25 kPa

Figure 3.24: Soot foil of łChoking regimež propagation for p0 = 25 kPa
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a)

b)

Figure 3.25: Soot foil of łChocking regimež propagation for p0 = 25 kPa. 1) Zoom part 1,

őrst attempt of detonation; 2) zoom part 2, choking regime propagation



Chapter 4

Unobstructed

4.1 Domain, initial and boundary condition

Once we had tested our solver with the łobstructedž wavy channel. We decided to analyze

the case of an unobstructed straight channel, studying the evolution of the ŕame, and

testing the effects of viscous heating. In order to enhance the effects of the boundary layer,

we reduced the size of the channel, to a height of 1 mm, maintaining the total length of

1 m and leaving the initial ignition conditions unchanged, and a pressure p = 100 kPa

and temperature T = 300 K. In this case the ŕame was ignited by imposing only one

hemi-spherical region of radius r = 0.00025 m, as shown in őg. 4.1.

Figure 4.1: Domain, initial and boundary condition with Lx = 27778 (resolution along x

direction)

49
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Lx xDDT (m) Evolution % x = xDDT0.5 (m)

7895 0.27 50 0.14

15790 0.45 50 0.23

27778 0.62 50 0.31

Table 4.1: X evolution ŕame distances at őxed BR = 0.4

4.2 Effect of resolution on run-up distance

4.2.1 Overall dynamics

As the mesh resolution was rather coarse at this size, we considered and analyzed 3 dif-

ferent cases according to the type of qualitative mesh resolution, increasing the number of

cells along the x-direction (Lx) by a factor of two for each case. By normalizing, as in the

previously studied cases, the distance reached along the channel, of the onset of detona-

tion, one can compare the various cases to the same dynamic evolution of the process, as

represented in the example n. 2 and table 4.1, őg. 4.3, and then computing x− t diagram

for each case, őg. [28].

Figure 4.2: xDDT vs. different resolution

4.2.2 Lx = 15790; Early/intermediate and moment prior to DDT

The comparisons between the various cases are not of much interest as the topology of

the ŕame remains the same only seen at a different resolution. However, by increasing

the resolution along the x-direction, and thus increasing the computational cost of the

simulation, we obtained different xDDT distances speciőcally, xDDT occur further in the
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Figure 4.3: x− t diagram for different resolution

Figure 4.4: Lx = 15790 a) Early stage of ŕame, 10% of evolution,(p−T diagram, ŕow őeld

at showing frame and Ux− x diagram, ŕow őeld at showing frame)
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Figure 4.5: Lx = 15790 b) Intermediate stage of ŕame, 70%,(T −U diagram, effect of walls

heating along height of the channel at showing frame)

channel as the resolution increased, as shown also in the x − t diagram őgs. [28]. We

therefore decided to focus on only one of the cases, in order to study the effects of the

boundary layer and the evolution of the ŕame and how transition to the detonation takes

places. We considered the case of Lx = 15790 because it is the case for which we recorded

the most time steps in the simulation.

Figure 4.6: Lx = 15790 c) Moments prior DDT, 99%

Taking this case into consideration, the evolutionary analysis of the process will also

be identical for the other two cases. In the early stages of the ŕame (between 10-50% of

the evolution). The behavior is different as that observed in the wavy channel in section

3.3.2, since no shock wave interaction occur. We are in the deŕagration regime, the ŕame is

accelerating, and the induction and reaction zones are clearly visible, as in őg. 4.4. In the
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intermediate evolutionary state, we can observe a slight effect of the boundary layer slowly

beginning to increase its temperature and its thickness, creating a kind of convergence

condition that drives the ŕame ahead, as in őg.4.5. Very close to detonation (moment

prior DDT) the necessary conditions for the transition are established, the boundary layer

plays a fundamental role, generating a critical point by reŕecting the shock waves formed

downstream of the ŕow, the ŕow is as if sucked in and then shot forward, in what will

become a stationary detonation regime, őg. 4.6.

4.2.3 Onset of detonation

We have acquired detailed images of how the detonation occurs for this case. The sequence

of images, őgs. 4.7, shows a very short simulation range involving a small portion of

the channel length ranging from 0.4476 < x < 0.450 mm, in this minimal distance the

detonation takes place. Following the sequence of the images: In őg. 4.7(a) it can be seen

that the shape of the ŕame changes considerably, swelling towards the edges, in őg. 4.7(b)

one of the critical points on the upper edge of the channel was probably subjected to an

explosion with boundary layer. These detonation points are characterized by temperatures

and pressures, as in őg. 4.8, which releases a strong shock wave, this represents detonation

onset for this case. Fig. 4.7(c), shows that the lower edge also begins to present a critical

point that seems to explode, after which the two shock waves generated by the hot spots,

starting from the edges, expand, pushing the ŕame front, until they impact roughly in the

center of the channel, creating an extremely intense zone which initiates the detonation

propagation regime, őg. 4.7(e).

4.2.4 Detonation propagation

The detonation propagation regime remains the same as in the case of the corrugated

channel in Section 3.3.5. The őgures below, őg. 4.9, show the morphology of the reaction

front, where we can see that the reaction and induction zones are very thin. The diagrams

show the ŕow őeld trends of temperature pressure and velocity őg. 4.9(a). The soot foils

fails does not show the cellular structure of the detonation because the height of the channel

is small compare to the cell size of the mixture.

4.3 Adaptive mesh reőnement -3D channel

Once we experienced the unobstructed channel, preliminary tests for a 3-D channel (5 mm

× 5 mm cross section; 1 m in length) using Adaptive Mesh Reőnement (AMR) are being

carried out. Initially, a general overview will be given on AMR in the subsection 4.3.1.After
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a)

b) c)

d) e)

f)

Figure 4.7: Sequence of critical explosion points turned in DDT, 0.4476 m < x < 0.450 m

that, an explanation of the implementation of AMR in OpenFOAM at the code level within

our executable will be given in the subsections 4.3.2, 4.3.2, 4.3.3, 4.3.4. How the libraries

and functions are called up, how the dynamic mesh is constructed, and how the mesh is

reőned by creating and updating cells. In the subsection 4.3.5, we give an explanation of

how the dynamic mesh dictionary is used to control AMR within our case stud. Finally,

in the section 4.4 and subsections ?? ??, we will discuss how the solver acts on the mesh
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Figure 4.8: Critical pressure detonated points, 0.4476 m < x < 0.450 m

a) a)

Figure 4.9: Detonation propagation regime a) p−t and Ux diagram at Detonation propa-

gation regime

reőnement in our case of interest, and the őrst results obtained will be shown visually.

4.3.1 Adaptive mesh overview

One of the key aspects of numerical simulations is the meshing. Meshing refers to dis-

cretization of the domain over which simulation occurs. Every, discrete numerical scheme
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is limited greatly by the constraints on the mesh. The size, shape and orientation of mesh

elements, play a major role in the stability and accuracy of the numerical scheme. They

also directly inŕuence the computational cost, as more elements lead to direct increase in

number of computations.

The partial differential equations that govern ŕuid ŕow and heat transfer are not usually

amenable to analytical solutions, except for very simple cases. Therefore, in order to

analyze ŕuid ŕows, ŕow domains are split into smaller subdomains (made up of geometric

primitives like hexahedra and tetrahedra in 3D and quadrilaterals and triangles in 2D).

The governing equations are then discretized and solved inside each of these subdomains.

Typically, one of three methods is used to solve the approximate version of the system

of equations: őnite volumes, őnite elements, or őnite differences. Care must be taken to

ensure proper continuity of solution across the common interfaces between two subdomains,

so that the approximate solutions inside various portions can be put together to give a

complete picture of ŕuid ŕow in the entire domain. The subdomains are often called

elements or cells, and the collection of all elements or cells is called a mesh or grid. The

origin of the term mesh (or grid) goes back to early days of CFD when most analyses were

2D in nature. For 2D analyses, a domain split into elements resembles a wire mesh, hence

the name.

The most basic form of mesh classiőcation is based upon the connectivity of the mesh:

structured or unstructured.

• Structured A structured mesh is characterized by regular connectivity that can be

expressed as a two or three dimensional array. This restricts the element choices to

quadrilaterals in 2D or hexahedra in 3D. The regularity of the connectivity allows us

to conserve space since neighborhood relationships are deőned by the storage arrange-

ment. Additional classiőcation can be made upon whether the mesh is conformal or

not.

• Unstructured Meshes An unstructured mesh is characterized by irregular con-

nectivity is not readily expressed as a two or three dimensional array in computer

memory. This allows for any possible element that a solver might be able to use.

Compared to structured meshes, the storage requirements for an unstructured mesh

can be substantially larger since the neighborhood connectivity must be explicitly

stored.

The number of elements in mesh, or rather the size of the mesh is decided by the length

scales of the process being simulated. Length scales are a good measure of a lower limit

on the resolution(points per unit length). Thus, a major problem arises when the size of

the computational domain is orders of magnitude larger than the length scales. Meshing

the whole domain based on desired length scale resolution would lead to computationally
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complex or even unfeasible meshes. Most of these, cases have a relatively small zone of

interest, where the gradients are steep while most of the domain, is slow varying. Thus,

one can get away with, a proper resolution in the zone(s) of interest while keeping rest

of the domain relatively coarse. Since, the zone(s) of interest usually evolve with time,

through the simulation, the mesh has to change accordingly.

This, is precisely the concept of adaptive mesh, or more generally dynamic mesh. the

difference between a dynamic and adaptive mesh is matter of motion. Usually dynamic

mesh, deal with a moving zone of interest, where the motion can be calculated, without any

addition computational complexity. Adaptive meshes on the other hand, őt only according

to the zone of interest. So, some computational maybe be saved by using moving meshes

in cases of simple motion, but Adaptive meshes tend to be more general.

There has been a great deal of recent interest in local mesh reőnement procedures

for solving steady and time-dependent partial differential equations. Such techniques are

being used to calculate solutions having prescribed levels of accuracy. In order to avoid

unnecessary computation and to achieve the required accuracy in an optimal, or at least

an efficient, manner, it is desirable to have a őner mesh in regions where the solution is

varying rapidly and a coarser one in regions where it is varying slowly. [78]

Adaptive mesh implementation follow the following algorithm.

1. Identify zone of interest

2. Identify cells, that can undergo splitting(reőnement)

3. Reőne the cells, and map the ŕuxes

A similar loop is employed to simultaneously combine(unreőnement) in places that are

no longer of interest.The unreőnement is necessary, and better kept separate from the

reőnement process to have more control on the mesh adaption and avoid interference in

mesh altering operations. The zone of interest is usually described by a by user prescribed

őeld, which much like a distribution function peaks in and around the zone of interest. In

the identiőcation step, the parts of mesh with higher őeld value are marked for spliting.

The processes of AMR will be explored in the coming sections with a focus on OpenFOAM

implementation and its application in the solver developed.

4.3.2 Implementation of AMR in OpenFOAM

OpenFOAM provides adaptive mesh support with the help of dynamicFvMesh library. This

library, allows for both mesh motion and adaptive meshes. The dynamicFvMeshReőne is

inherited class which manipulates the dynamicFvMesh object(mesh), based on parame-

ters deőned by user. dynamicFvMeshReőne reads the dynamicMeshDict present in the
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case/constant to read the parameters required. The dynamicFvMeshReőne has member

function which use hexRef8 class to reőne and unreőne the cells. To understand the exact

working, őrst the parts of the mesh and the way they are processed in OpenFOAM, need

to analyzed. Then the libraries and function calls for AMR, are merely a code construct.

Mesh elements

A mesh, consists of points, cells faces and edges(4.10). Each of them are stored as separate

list with relational tables mapping for each cell, points, edges and faces. This allows

hierarchical operation on the cell. So every time reőnement occurs, the operations end

involves simply a insert in cell list and update of cell neighbours. This separates cell level

operations from mesh level operations, making the implementation more modular. The

beneőt of such modularity will become apparent with cell spliting in 4.3.4.

Figure 4.10: The mesh elements, the Cell with Red:Cell centre, Green:Faces, Blue:Corners,

Black:Edges

In terms of code implementation. The elements are deőned as:

• Points: represented by object point is basically a std::vector

• Edge: represented deőned as a pair of two points.(label pair in the mesh pointField)

• Face: represented as list of Mesh vertices; A containers of edges and points

• Cell: A cell is deőned as a list of faces with extra functionality.

Note: that only hexahedral cells are supported for AMR, although OpenFOAM has the

ability to process other kind of cells as static meshes.

4.3.3 Libraries and Function calls

The implementation of AMR algorithm happens with the help of the library őles men-

tioned at the beginnings of 4.3.2. The inclusion of header dynamicFvMesh.H ensures the
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mesh is dynamic and can be changed during runtime. The mesh is created by the create-

DynamicFvMesh.H header.

1. The solver only needs to execute mesh.update(), which is part of the dynam-

icFvMesh library. The dynamicFvMeshReőne reads the dynamicMeshDict in con-

stant directory. The dynamicMeshDict contains the parameters on which reőnement

and unreőnement takes place (Code 1). The effects of these parameters on the mesh

reőnement are discussed in the 4.3.5.

2. The solver determines the cells that need to be reőned by the selectReőneCandidates()

in dynamicFvMeshReőne. The cells are selected based on the őeld and maximum

number of cells speciőed in the dynamicMeshDict. One additional constraint on the

reőnement is nAnchorPoints must have a value of 8, which is determined based on

cellLevel and pointLevel of the cell. These are parameters of Cell and changes based

how many time the cell has undergone spliting. To őnd the value of nAnchors for a

given cell, a loop is taken over all the points of the cell and if the pointLevel is less

than or equal to cellLevel for a point, then this point is added to the nAnchors. In the

dynamicReőneFvMesh őle, the cellLevel and pointLevel are deőned such that each

cell has a cellLevel starting with 0 for the original cell and if the cell is reőned once

then this number becomes 1 for each new cell and so on. The value of pointLevel is

similarly deőned.[79]

3. Once the the cells are marked to split, the reőne() function is called, which inturn

calls setReőnement() in hexRef8.H. This proceeds to split the cells as described in

the next section.

4. selectUnreőnement() is called which based on the pointLevel, nBufferLayers and un-

ReőneValue in the dynamicMeshDict marks points that can be deleted.

5. Unreőnement occurs by calling the unreőne() function, which calls the setUnreőne-

Points(). This function removes the points selected by the function selectUnreőne-

Points() and their connected faces and points.

6. Finally, the őelds are mapped from the old to the new mesh. The values at the

centroid are mapped by taking the average for the small cells.[79]

4.3.4 Cell Splitting

The reőnement step is cell operation and occurs after the cells which need to be split are

marked as explained in Section 4.3.1. The reőnement occurs as follows:

1. For each marked cell add a cell midpoint
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Figure 4.11: The Cell centre marked to add point

2. Identify Faces and Add points in Face Centres. The faces of the cell are obtained

from the relational table, and the face centres are in marked to inserted.

Figure 4.12: The Face centres marked to add points

3. Add Edge midpoints, to each edge

Figure 4.13: The Edge centres marked to add points

4. Split the face in 4 new faces, each face is assigned a neighbour and owner cell.
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Figure 4.14: The Face split.

5. Internal faces are added to the cell by connecting the points in the center of two

neighboring faces, the point in the center of the edge that connects the faces,and the

point in the center of the cell, Therefore, a neighbor and an owner cell are assigned

to each face.

Figure 4.15: The creation of internal face and new cells.

6. Now,the various őeld can be mapped onto the new cells. The őelds are mapped from

the old mesh to the new mesh as an initial condition to speed up the computational

process. The őeld value at the centre of a cell in the original mesh is transferred to

the new cells by assigning them the same values.

4.3.5 Dynamic Mesh Dictionary

As discussed in the 4.3.3, the mesh manipulation is controlled through the dictionary

őle dynamicMeshDict. The dynamicReőneFvMeshCoeff are used to control the AMR as

follows.(Code 1)

• reőneInterval is used to control the frequency of reőnement. In cases, where the

temporal variation is slow, the interval (in time steps) may be changed to higher

values.
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• őeld is a scalarField which is part of the solver and represent the zone of interest.

The upperReőneLevel and lowerReőneLevel are the limits in which to reőne.

Any őeld values below the lowerReőneLevel will trigger mesh reőnement. Any őeld

values above the upperReőneLevel will trigger mesh coarsening.

• unreőneLevel This speciőes the max number of times the cells can be coarsened.

The level you specify is really a power of 2. So in this case, the unreőneLevel states

that cells can increase by a maximum factor of 210 = 1024 times their original size.

This gets to specify a maximum coarsening limit. You typically want this to be a

large number of levels.

• nBufferLayers is the number of buffer layers between levels around a reőned cell.

This speciőes how many layers the mesh must hold a cell size before proceeding to

the next level of reőnement (or coarsening). Typical ranges are between 1 - 4. A

good starting value is 1.0. This is used to control the transitions between cell sizes

and to eliminate any artiőcial pressure waves due to drastic changes in cell size.

• maxReőnementLevel is the maximum number of layers of reőnement that a cell

can experience. This is similar to the unreőneLevel, only now we are considering

reőnement, not coarsening. Again, the reőnement level speciőes a power of 2. So a

max reőnement of 3 is 2−3 = 0.125 times the original cell size.

• maxCells is the max number of cells allowed in the mesh. The dynamic reőnement

will not exceed this maximum number of cells in your domain.

• correctFluxes is a list of őelds that require ŕux correction, with matched velocity

őeld. As reőnement splits cells that already have őeld deőnitions within them, cor-

rectFluxes list speciőes which őelds need ŕuxes correct for the new cell faces.Fluxes

changed on faces get recalculated by interpolating the velocity. Using ’none’ on

surfaceScalarFields prevents reinterpolation.

• dumpLevel is switch to outuput the cell Level as cell array. Can be used to debug

the and visualize the distribution of of reőned cells in the doamin.
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1 dynamicFvMesh dynamicRefineFvMesh;//staticFvMesh is used for static mesh

2

3 dynamicRefineFvMeshCoeffs

4 {

5 // How often to refine

6 refineInterval 1;

7 // Field to be refinement on

8 field normalisedGradT;

9 // Refine field inbetween lower..upper

10 lowerRefineLevel 0.1;

11 upperRefineLevel 1.0;

12 // If value < unrefineLevel unrefine.

13 unrefineLevel 0.05;

14 // Have slower than 2:1 refinement

15 nBufferLayers 1;

16 // Refine cells only up to maxRefinement levels

17 maxRefinement 3;

18 // Stop refinement if maxCells reached

19 maxCells 2000000;

20 // Flux field and corresponding velocity field. Fluxes on changed

21 // faces get recalculated by interpolating the velocity. Use 'none'

22 // on surfaceScalarFields that do not need to be reinterpolated.

23 correctFluxes

24 (

25 (phi_0 none)

26 (phi none)

27 );

28 // Write the refinement level as a volScalarField

29 dumpLevel true;

30

31 }

Listing 1: Dynamic Mesh Dictionary

4.4 Implementation in solver

In the solver developed can be used directly with minor changes to libraries (Code 2). The

dynamic mesh header őles and respective library binary code must be made available during

the build process for the new solver to work. To include the headers and link the libraries,

the Make/options őle needs to be modiőed by adding the following žincludež lines:
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/dynamicMesh/lnInclude and /dynamicFvMesh/lnInclude, then the application is linked

with dynamic mesh libraries by adding the following žlinkingž lines to Make/options:

-ldynamicMesh and -ldynamicFvMesh. After these changes, we begin by including the

dynamicFvMesh.H which and create a dynamic mesh with createDynamicFvMesh.H. In

case of this solver we chose to use the normalized gradient of temperature as it captures

the ŕame rather accurately. The limits of [0.1, 1] is chosen, based on (Figure 4.17). This

interval of normalized gradient best captures the temperature gradient hence the ŕame.

The implementation now reduces to mesh.update(). The solver, before each time step

undergoes AMR (due to refineInterval = 1), since the zone of interest is moving and

the temporal changes have signiőcant effect in case of reacting ŕows. The general rule of

thumb, in the study of laminar ŕames is to ensure, 15 to 20 points per ŕame thickness, for

proper resolution of the problem. This conditioned is well satisőed as seen in Figure

Figure 4.16: The cell levels and mesh size across the normalisedGradT
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Figure 4.17: Normalised Gradient vs. Temperature and species along y direction; (height

of the channel)
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1 ...

2 #include "DynamicFvMesh.H" //included for dynamic Mesh class.

3 ...

4 int main(int argc, char *argv[])

5 {

6 ...

7 //#include "createMesh.H" - for a Static Mesh

8 #include "createDynamicFvMesh.H" // Creating the dynamic mesh

9 ...

10 while (runTime.run())

11 {

12 ...

13 tmp<volScalarField> tmagGradT = mag(fvc::grad(T)); /* store temporarily the

14 magnitude of the gradient of temperature*/

15 volScalarField normalisedGradT(

16 IOobject

17 (

18 ...

19 ),

20 tmagGradT()/max(tmagGradT())

21 );// create a new normalized gradient of Temperature

22 tmagGradT.clear(); // destroy the temporary field

23 ...

24 //AMR

25

26 scalar timeBeforeMeshUpdate = runTime.elapsedCpuTime();

27

28 mesh.update(); //This the main call for AMR

29 //To display the time elapsed in changing the mesh

30 if (mesh.changing())

31 {

32 Info<< "Execution time for mesh.update() = "

33 << runTime.elapsedCpuTime() - timeBeforeMeshUpdate

34 << " s" << endl;

35 }

36 //AMR

37 ...//begin solving

38 }

39 }

40

Listing 2: AMR implementation in the Solver
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Flame inversion and the formation of a tulip ŕame has been captured so far with the

incipient development of asymmetries in one of the ŕame lobes propagating along the chan-

nel’s corners. The results so far are encouraging but a detailed analysis of mesh-induced

instabilities to the ŕame morphology needs being done before using AMR conődently. Be-

low are the őrst images (őg. 4.18) obtained from the simulation, which is still in progress,

showing the structure of the ŕame in 3D at different stages (with U magnitude to observe

the acceleration), and the mesh reőnement at the ŕame front shown through a section cut

along the x-y plane at the center of the channel.
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a)

b) c)

d) e)

f)

Figure 4.18: FA with AMR 3D channel: a) Initial ignition of the ŕame at t = 2× 10−4 s;

b) the ŕame starts to evolve in a characteristic łtulip shapež, t = 3× 10−4 s; c) the łtulip

shapež come out developing four łlobesž, t = 7 × 10−4 s; d) the bottom right corner lobe

begins getting bigger, t = 9.5× 10−4 s; e) the bigger lobe is getting bigger and embedding

the other lobes, t = 1.12× 10−3 s f) the ŕame seems develop a łőnger shapež accelerating,

t = 1.39× 10−3 s
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Figure 4.19: FA with AMR 3D channel clip, showing mesh reőnement at step t = 5× 10−4

s

Figure 4.20: FA with AMR 3D channel clip, U magnitude őeld at the last step recorded

of t = 11.2× 10−3 s





Chapter 5

Conclusion and perspectives

• Numerical framework developed in Open Foam was tested to efficiently simulate ŕame

acceleration and transition to detonation in obstructed and unobstructed channels.

The experimentally observed regimes and trends were captured for increasing block-

age ratio while keeping the initial pressure őxed, and for decreasing initial pressure

while keeping the blockage ratio őxed. Speciőcally see table 5.1 and 5.2

BR Regime

0.2 Steady state detonation

0.4 Sub-CJ detonation

0.6 Quasi-detonation

Table 5.1: Regimes observed at different blockage rations (BR) and initial pressure (p0 =

100kPa).

p0 (kPa) Regime

100 Quasi-detonation

50 Quasi-detonation

25 Choked ŕame

Table 5.2: Regimes observed at different initial pressure p0kPa at the same BR = 0.6.

• Numerical tests for unobstructed channels (1 mm in length) resulted in detonation

onset as a result of viscous heating; xDDT was observed to be dependent on the

resolution used.

• Adaptive mesh reőnement was implemented and currently being teste. The ŕame

shape thus far seems to be reasonable and in agreement with the expected behavior.

71
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• Before the end of my Internship we carried out new simulations using a different

mesh domain, called "Oriőce plate", in order to analyze the abrupt blockage ratio at

different initial pressure (p0 = 25, 50, 100 kPa) and compare it with the studies done

in the paper of [3] . I plan to perform additional quantitative and complete analysis

of results with the aim of having a őrst draft of a conference paper to be submitted

to the 29th International Colloquium on the Dynamics of Explosion and Reactive

Systems.

• High speed reacting ŕows and in particular DDT are cool!
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