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Abstract

The consolidation of fifth generation cellular system (5G) and the imminent
arrival of the sixth generation mobile systems (6G) have improved internet cov-
erage, especially in the urban areas. These advancements promise to revolution-
ize various sectors, including healthcare, transportation, and entertainment, by
enabling faster data transmission and more reliable connections. On the other
hand, this will lead to new challenges to be faced, like extending coverage to
remote areas and enhancing disaster response and recovery. In addressing this,
the research community is focusing on Non-Terrestrial Networks (NTN), which
utilize Unmanned Aerial Vehicles (UAVs), High Altitude Platforms (HAPs), and
satellites as aerial or space gateways. These platforms are positioned to play
a crucial role in achieving the ambitious goals of 5G and beyond, especially in
areas where terrestrial infrastructure is lacking or impractical. Despite their po-
tential benefits, NTN present unique engineering challenges: factors such as the
high mobility and long propagation delays inherent to satellite communications,
and the unpredictability of intermittent connectivity necessitate innovative so-
lutions in network design and management. Efficient scheduling protocols are
particularly critical in these networks, as they directly impact the quality of
service and overall network performance. Acknowledging these challenges,
this thesis adopts a comprehensive approach into the design and optimization
of NTN. Notably, we explore the performance of 3rd Generation Partnership
Project (3GPP)-like terrestrial scheduling, and propose new solutions specifi-
cally tailored to the NTN satellite scenario. To evaluate the performance of our
models, we use the ns-3 full-stack end-to-end network simulator, which guar-
antees that numerical results are realistic. Specifically, we extend the ns3-ntn
module, that currently implements the NTN channel model and physical layer,
to simulate scheduling. First, the work focuses on the weaknesses of User Data-
gram Protocol (UDP) and Transmission Control Protocol (TCP) in scenarios with
large propagation delay. Then, disadvantages of Grant Based Scheduler (GBS)
approach will be highlighted and discussed. For this reason, a dedicated Semi
Persistent Scheduling (SPS) approach will be implemented and tested in periodic
and aperiodic traffic scenarios.
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1
Introduction

Nowadays we are living in the middle of the 5G era, and the technological
advancement it brings is increasingly becoming part of everyday activities. 5G
was developed by the 3GPP, while its global launch began in 2018. It represents
a significant advancement in cellular network technologies with respect to its
old brother fourth generation mobile systems (4G), since it introduces a new set
of standards for devices and applications [1]. These latter includes enhancement
to speed connection and bandwidth, achieving data transmission up to to 10 or
even 20 Gigabits per second (Gbps), which is more than 100 times faster than 4G,
latency reduction, meaning data can travel from one location to another much
faster, and also enhancement to connectivity [2]. This is just the latest step in a
longer development progress of cellular communication systems, as shown in
Figure 1.1.

Figure 1.1: Development of cellular systems over the years. Figure from [3].
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5G networks aim to deliver 1000 times higher mobile data volume per area,
100 times the number of connected devices, 100 times higher user data rate,
ten times longer battery life for low-power massive-machine communications,
five times reduced end-to-end latency, and ten times longer battery life for
low-power massive-machine communications [4]. Although this development
already seems to be yielding great results, researchers around the world are
already working on the definition and development of what will be the future
generation of cellular systems: the 6G. As shown in Figure 1.2, this is necessary
not only to increase the comfort and technological services of everyday use, but
also to keep pace with the explosive growth of data worldwide [5].

Figure 1.2: Volume of data created and replicated worldwide. Figure from [6].

However, this growth is not evenly distributed across all parts of the world.
The digital divide represents a significant challenge in today’s interconnected
world, highlighting the inequity in access to high speed internet among dif-
ferent populations [7]-[8]. This gap does not only affects individuals’ ability
to participate in the global economy but also exacerbates existing societal in-
equities, such as the wealth gap. New and better ways to communicate and
work efficiently are essential for addressing the digital divide, particularly in
the context of cellular communication systems. NTN could act as a promising
solutions to this problem [9]. In a nutshell, they represent a significant progress
in the telecommunication systems, since they offer a novel approach to deliv-
ery connectivity beyond the limitations of traditional terrestrial networks. In
particulars, satellite networks cover vast geographical areas, including remote
rural locations and oceans, where traditional fiber-optic cables cannot reach [10].
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CHAPTER 1. INTRODUCTION

Moreover, they are particular effective in remote or undeserved areas, filling the
connectivity gaps left by traditional ground-based telecommunications infras-
tructure. This is made possible by their resilience and reliability, offering an
alternative path for communication, in particular during natural disasters or
other disruptions to terrestrial networks. This resilience is crucial for main-
taining critical communications in times of need [11]. Furthermore, they play a
crucial role in expanding the the range of cellular applications. The advent of 5G
and upcoming 6G technologies opens up new possibilities for integrating NTN
into the broader cellular communication infrastructure [12]. However, realiz-
ing the full potential of NTN requires addressing several challenges, including
regulatory hurdles, the high costs associated with launching and maintaining
satellites or High Altitude Platform (HAP)s, and the need for compatible devices
and infrastructure on the ground. Collaboration between governments, private
sector entities and researchers will be essential to overcome these barriers and
ensure that NTN contribute effectively to bridging the digital divide.

The recent technological development has led to greater integration between
terrestrial and non-terrestrial technologies to enable more advanced use cases.
Among these, there are communication resilience and service continuity to
help existing Base Station (BS)s, global satellite overlay, ubiquitous Internet
of Things (IoT) broadcasting, advanced backhauling and energy-efficient hy-
brid multiplay. On the other hand, despite the current research in this field,
there are still several open challenges to solve to achive a proper functioning
of these systems. For instance the channel modeling, spectrum co-existence,
physical (PHY) layer procedures, Hybrid Automatic Repeat Request (HARQ),
synchronization, initial access, mobility and costellation managements, higher-
layer design and architecture technologies. They are mainly due to the different
characteristics that a non-terrestrial system has compared to a terrestrial one.
Among these, there are for example the great lengthening of the distances that
causes a large growth of the propagation delay, and the appearance of new
disturbance phenomena, such as larger path loss, atmospheric absorption and iono-
spheric/tropospheric scintillation. The research in this area is therefore still open.
The University of Padua, represented by the SIGNET research group, has been
working on these issues for many years. Initially with the development of the
ns3-mmwave [13] module for the simulation of 5G cellular networks operating
at mmWaves. Continuing then with the expansion of the latter into a new ver-
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sion dedicated to non-terrestrial environments, namely the ns3-ntn module [14].
Currently, a dedicated channel model has been created following the indications
in the 3GPP Technical Report (TR)s. However, much more work is needed to
obtain a module that can make the 5G New Radio (NR) stack [15] work properly
in a non-terrestrial environment. The work of this thesis is therefore focus on the
study, design and implementation of scheduling protocols for NTN. In particu-
lar, trying to understand what is the best way to schedule transmissions based on
the traffic type of the application. The goal is in fact to understand how to adapt
the protocols of the terrestrial 5G NR stack, for an environment that is not, char-
acterized by much higher distances between the nodes of the system. Indeed,
this leads to having propagation delays that are extremely higher than classic
cellular systems, causing the need to develop more advanced mechanisms than
the simple Timing Advance (TA).

1.1 History of NTN

The history of NTN starts in the 1990s, when Globalstar and Iridium Com-
munications companies chose to invest time and resources on the ambitious
project to deploy a global satellite communication network, capable of support-
ing low-bandwidth communication directly to specialized handsets [16]. On
the other hand, the rapid expansion of terrestrial networks and the difficulty
to achieve good performance in a short period of time, in particular on signal
penetration and voice quality, hindered their commercial success [17].
The evolution towards the modern NTN starts from 3GPP: the famous global
consortium responsible for defining the standards for mobile telecommunica-
tions, actually initiated its study on NTN in 2017. This initiative greatly shifted
the focus towards the integration of satellites, aerial platforms and terrestrial net-
works within the broader cellular telecommunications framework. The 3GPP
standard for NTN aims to provide wireless connectivity beyond the Earth’s sur-
face, encompassing various scenarios with different terminal types, frequency
bands, services, and orbits. The key features that 3GPP wants to guarantee are
broad coverage and versatility, integration with existing infrastructure, enhance-
ments and updates, in particular on NTN-IoT and NTN-NR, and finally support
for emerging technologies. Future 3GPP releases are expected to include spec-
ifications for Very Small Aperture Terminals (VSAT), which will enable more
efficient satellite-to-user connections.
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CHAPTER 1. INTRODUCTION

However, besides 3GPP, other companies are also engaging in research in
this sector. In fact, in May 2019, SpaceX’s Starlink project launched its initial 60
satellites, starting a new era in satellite communication. Currently, it is basically
the world’s first and largest satellite constellation using a Low Earth Orbit (LEO)
to deliver broadband internet capable of supporting streaming, online gaming,
video calls and more [18]. Nowadays, the satellite count has risen to 12000, with
the aim to provide global internet coverage always better. Moreover, recently
the need for seamless integration and orchestration across NTN has become
increasingly present. For that reason, several collaboration and partnerships are
being created, such as the one announced between SpaceX and T-Mobile in Au-
gust 2022, with the aim to facilitate the direct-to-device connectivity, allowing
smartphones to connect to satellites outside the reach of terrestrial networks [19].

For what regards the future of NTN, they will play a crucial role on the de-
velopment of 6G, offering enhanced connectivity and addressing the limitations
of terrestrial counterpart [20]. Further, more and more companies and research
organisations are starting to invest in NTN, searching the better way to integrate
them with the standard terrestrial network.

1.2 The thesis structure

This thesis focuses on the study, design and implementation of scheduling
protocols for NTN, in particular, trying to understand what is the best way to
schedule transmissions based on the traffic type of the application. To do so,
an initial review of the ns3-ntn module will be done, trying to understand what
are the limitations and improvements needed to the native GBS of the module,
using UDP and TCP as transport protocols. In particular, the work will focus
on understanding how long distances, and consequently large delays, present
in satellite communications, compromise the proper functioning of these pro-
tocols. For the purpose, the ns-3 end-to-end full stack network simulator will
be adopted, since its ability to offer a highly controlled and reproducible en-
vironment for studying system behavior under various conditions. Moreover,
ns-3 supports both C++ and Python, allowing researchers to implement the
simulation at low level for greater precision and efficiency and, at the same
time, manage the results nimbly with Python. After this initial introduction
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to contextualise the entire work, in Chapter 2 there will be a generic overview
on NTN, explaining what they are, their issues and possible hints for future
works. Chapter 3, on the other hand, will be dedicated to a review of today’s
literature on scheduling protocols, in which the critical points and possible re-
solving approaches will be illustrated. Chapters 5 and 6 are instead dedicated
to the implementation, design and evaluation of results. In particular, a ded-
icated SPS will be implemented and compared to the native GBS, in periodic
traffic scenario, showing how the latter is extremely less convenient in terms of
overhead. Furthermore, a new scheduling protocol, called Smart Scheduler, will
be implemented for cases where the application may vary its traffic over time.
The adaptability of the Smart Scheduler approach showed a fair balance with
GBS in terms of latency and large advantages in terms of overhead, managing
to decrease the PHY-throughput. Specifically in some cases, it was possible to
achieve a 10% saving on PHY-throughput consumption. Finally, all the results
achieved will be summarised in Chapter 7 with any further comments.
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2
Non-Terrestrial Networks

2.1 NTN Overview

While we are still living in 5G era, many organizations and researchers are
already investigating the enabling technologies for the 6th generation of cellular
systems. NTN is considered one of these technologies, since they can play a
kaey role in providing cost-effective ubiquotious connectivity [21]. Among all
the challenges to be faced, we can highlight the difficulty of providing good
coverage to rural regions, particularly in terms of reliability, availability and
promptness. For instance, outages experienced in the ground connectivity in-
frastructure during a natural disaster can prevent a prompt intervention, in
turn leading to the endangering of the impacted population and exacerbated
economic impact. Increasing the density of cellular sites would only be an in-
effective and expensive solution to the problem. In fact, for many researchers,
the best way forward is investigating on [22]. The biggest difference with re-
spect to previous wireless generation networks is that NTN aim to work in a
full three-dimensional (3D) space, instead of a quasi bi-dimensional one. This
is made possible by the use of non-terrestrial nodes, such as UAVs, HAPs and
satellites [23]. This is about wireless communication systems that operate be-
yond Earth’s surface, and so they do not rely solely on terrestrial infrastructure
for connectivity, making them crucial for extending global communication cov-
erage, especially in remote or undeserved areas.

As illustrated in Figure 2.1, the architecture of a generic non-terrestrial net-
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2.1. NTN OVERVIEW

Figure 2.1: A general overview of NTN architecture. Figure from [24].

work may appear very complex. Let’s take a look in more detail at each compo-
nent of the system.

• Terrestrial components: there are several parts that constitute this part
of the system. Two key points, are represented by the NTN Backhaul and
VSAT Systems: they are the infrastructure that connects the non-terrestrial
nodes to the core network on the ground through a feeder link [25]. This
includes also terrestrial base stations, routers, and switches that facilitate
the transfer of data between the non-terrestrial elements and the broader
internet or local networks. In addition, there are also User Equipment
(UE) and IoT sensors (Internet of Things) representing the end-users of the
system. They can in fact send or receive data more effectively and reliably,
thanks to the 3D network to which they are connected.

• UAVs: they are aircrafts that operate at low altitude, approximately below
300 meters, and without any human pilot, crew, or passengers on board.
UAVs can be categorized by their payload capacity, which determines the
weight of cargo they can carry and by their wing types. These nodes are
very useful in providing broadband wireless connectivity, in particular
during disasters or temporary events, thanks to their great movement
flexibility. UAVs promote energy efficiency data collection, in particular
for IoT devices, and they also can be deployed on-demand. On the other
hand, these aircrafts are limited by energy constraints due to high flight
propulsion power and their coverage capabilities are not very extensive
since the low altitude [26].
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CHAPTER 2. NON-TERRESTRIAL NETWORKS

• HAPs: they operate in the stratosphere, i.e., at an altitude of approximately
20 km. HAPs are characterized by a large geographical coverage due to
their high altitude respect to UAVs, and by a low energy consumption,
thanks to the installation of on board solar panels, which guarantees a
good energy autonomy. Some drawbacks are the difficulty to perform
refueling operations when needed and several challenges in terms of flying
stabilization [27].

• Satellites: they can be classified based on their orbit characteristics.
Geostationary Earth Orbit (GEO) satellites are collocated on the Earth’s equa-
torial plane at an altitude around 30000-40000 km [28]. Due to their al-
titude, they have a rotation period of 24 hours, thereby, they are always
visible from the ground and they do not need tracking. Moreover, to
guarantee a complete coverage only 3 to 6 satellites are necessary. Due to
their high altitude, their main disadvantage is the propagation delay that
the signal takes to travel from ground to satellite and vice versa. Other
alternatives are LEO and Medium Earth Orbit (MEO) satellites. They are
collocated respectively at 200-500 km and 10000-20000 km, thus exhibiting
a rotation period of 1.5 and 5 to 6 hours. Unlike GEO satellites, they need
a slow speed tracking system since their positions change over time with
respect to the Earth surface. Constellations of 30 to 60 satellites for LEO
and 10 to 20 for MEO are necessary to guarantee a global coverage. On
the other hand, they are much more convenient than GEO in terms of
propagation delay. Typical Round Trip Time (RTT) values, i.e. the time
required for the signal to travel from the Earth to the satellite and to came
back again to the ground, are of 20-25 ms for LEO, 110-130 ms for MEO
and 250-280 ms for GEO [29].

All these components do not necessarily have to be used as stand-alone de-
ployments. Instead they can be combined in larger and more complex satellite
networks, with the goal of promoting ubiquitous and ultrahigh-capacity global
connectivity. These 3D satellite layers systems are called Multilayered Hierarchical
NTN and they represent an important tool for the imminent arrival of 6G era [20].
Their name derives from the usage of multiple NTN platforms, with a layered
subdivision due to their different altitudes. This orchestration among different
aerial/space platforms represent one of the most promising proposals to solve
coverage and latency constraints associated with individual NTN paradigms
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[30]. For instance, the authros of [31] introduce these multi-layered NTN ar-
chitectures, describing the advantages and downsides of various space nodes
combinations. In particular, the authors have comapred, in terms of capacity
and outage probability, a stand-alone GEO satellite and different cooperative
architectures, such as GEO-to-Earth, GEO-to-LEO-to-Earth, GEO-to-HAP-to-
Earth and GEO-to-LEO-to-HAP-to-Earth (Figure 2.2). They discovered that
HAP relays are superior in connecting satellite signals to the ground, boasting
a capacity that is up to six times greater than what is achievable through direct
point-to-point GEO transmissions.

Figure 2.2: Possible multi-layered NTN configurations. Figure from [31].

2.2 Use Cases and Applications

For many years, the role of non-terrestrial devices was muchlimited to specific
applications, such as navigation, television broad-casting, meteorology, and so
on. However, the research community is increasingly focusing on NTN, in order
to promote new and more complex services,whose were not possible before. In
general, these research efforts target two goals: NTN-IoT and NTN-NR, each
addressing different use cases and markets [32]-[33]. The NTN market has
started establishing itself with the introduction of NTN-IoT, which broadens the
scope of IoT by providing comprehensive global coverage across land, sea, and
air, with a marked focus on GEO-based services. As NTN technology advances,
NTN-NR will become more significant. Indeed, it facilitates direct connections
between smartphones and other 5G devices, supporting low data services, voice,
and messaging for various applications, mainly operating at the LEO altitude
[34]. Over the next years, the NTN-IoT based services will have a growth in
particular for SOS and two-way messaging, farming, asset tracking, disaster
recovery, remote monitoring and autonomous driving. On the other hand, also
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CHAPTER 2. NON-TERRESTRIAL NETWORKS

NTN-NR will have a rapid development in the next years. The scope of this
thesis is more related to the latter type. Recent technological advancements in
the aerial and space industry have paved the way for integrating terrestrial and
non-terrestrial technologies, enabling more advanced use cases. As illustrated
in [21], the main ones are:

• Communication resilience and Service Continuity: NTN enable the tran-
sition from a two-dimensional (2D) to a 3D connectivity layer, thus exploit-
ing Earth’s two-dimensional space. The deployment of NTN is particularly
effective in rural and remote regions, when terrestrial towers are out of ser-
vice or after a natural disaster, or even when the main path is unavailable,
providing a secondary route to maintain the connection. At the same time,
their deployment can be useful in assistance of already existing BS, pro-
viding high-capacity wireless coverage and preventing the overloading of
terrestrial BS. Furthermore, these non-terrestrial platforms can guarantee
Mobile Edge Computing (MEC) services, offering on-the-ground termi-
nals additional computing and storage capabilities [35]. Moreover, they
can promote fairness to all the users of the network, providing on-demand
extra capacity to the most resource-constrained network entities: the cell-
edge users.

• Global Satellite Overlay: achieving ubiquitous global coverage, using
only wired devices, like optical fibers, represents a difficult objective for
economic reasons and also for the impossibility of deployment in adverse
regions [36]. For these reasons, whenever deploying ground base sta-
tions proves infeasible, a constellation of satellites, or other non-terrestrial
platforms, can provide high-capacity access connectivity to on-the-ground
devices, by forwarding the data signal trough an overlay space mesh net-
work. This latter could be represented by the a multilayered hierarchical
network or by a constellation of various satellite at the same altitude or, of
course, a combination of them.

• Ubiquitous IoT Broadcasting: NTN platforms can also provide the ser-
vice of moving aggregators for IoT traffic, or, in other words, offer global
continuity of service for applications that rely on sensors [37]. This makes
possible to convey multimedia and entertainment contests to a huge num-
ber of UEs, including also in-motion terminals that cannot benefit from
terrestrial coverage. This is guaranteed by the wide geographical coverage
and the broadcast nature of NTN platforms.
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• Advanced Backhauling: Non-terrestrial terminals can wirelessly handle
on-the-ground backhaul requests, especially in areas lacking wired back-
haul solutions. This approach preserves terrestrial resources for access
traffic and prevents the expense of traditional fiber-like deployments. Ad-
ditionally, satellites and other aerial platforms can supplement terrestrial
backhaul in densely populated regions with high peak traffic demands,
thereby achieving load balancing.

• Energy-Efficient Hybrid Multiplay: Air-borne and space-borne platforms
can offer high-speed connectivity while enhancing energy efficiency. De-
spite their high energy consumption for hovering, aerial platforms, such
as UAVs can be deployed as needed with smart duty cycle control mech-
anisms, reducing the management costs associated with always-on fixed
terrestrial infrastructures. Conversely, space platforms like satellites can be
powered by solar panels, providing efficient, clean, and renewable energy
compared to the conventional energy sources used by terrestrial devices
[38].

Overall, there are several use cases and applications associated with NTN,
differentiated by their purpose and methods. In summary, NTN offer a range
of advantages, including reduced network costs, expanded coverage, and new
revenue opportunities across various sectors. They are poised to play a crucial
role in future telecommunication networks, supporting the evolution towards
6G and enhancing global connectivity. All this represents a natural starting
point, which we can already experience in our present with numerous services
already made available by various companies, but we will only truly discover
the potential of NTN with the research that will take place in the coming years.

2.3 Challenges and Limitations

Along with the research community, the 3GPP, an international collaboration
among seven telecommunications standard development organizations aimed
at creating and maintaining the technical specifications for mobile telecommuni-
cations [39], is focusing on describing what are the main issues related to NTNs
and where to intervene in order to better integrate them into the NR protocol
stack. In this section we will delve into the potential key impact areas on NR
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to support NTN, and the Radio Layer 1 and Radio protocols issues and related
possible solutions.

2.3.1 Potentially key impact areas on NR for supporting NTN

This subsection refers to TR 38.811 [40], and aims to describe the main NTN
design issues that need to be addressed to correctly deploy NTN in real cellular
scenarios. In particular, 3GPP identifies the following key impact areas:

• Propagation channel: the main differences with respect to standard NR
is related to multi path and Doppler spectrum model, since they generally
depend on the time evolution of the channel due to the transmitter (Tx)
and the receiver (Rx) movements, or scatterer ones [41]. On the other
hand, we usually consider outdoor and line-of-sight conditions for com-
munications via satellite, instead indoor and non-line-of-sight conditions
for HAPs system. Despite propagation problems, a great focus is required
in order to maximize the throughput for Uplink (UL) and Downlink (DL)
communications, and to maximize the availability of the service under
deep fading situations [42].

• Frequency and channel bandwidth: the allocated spectrum for UL and
DL satellite systems is 30 MHz at S band and 5000 MHz at Ka band, mostly
using circular polarizations. Moreover, for efficient spectrum usage, it is
recommended to minimise the risk of inter cell interference.

• Cell pattern generation: when the positions of UEs are unknown by the
network, the contention based access channel can be put under stress. This
is due to the fact that aerial and space systems typically feature larger cells
compared to standard cellular networks. Moreover, if we consider non-
GEOs, their positions may move over the time. All this could cause the
increase of differential propagation delay between a UE at cell centre and
UE at cell edge, especially at low operational elevation angles.

• Propagation Delay: the propagation delay is one of the most difficult
challenges to deal with, and its value varies widely depending on which
NTN system we are considering. This larger delay will in particular impact
the data transfer levels, with access and transport procedures.

• Mobility of the transmission equipment: in cellular networks, when
we talk about transmission equipment we refer to BS or Remote Radio
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Heads (RRH). Except for GEO satellites, the transmission equipment in
NTN are in motion, and this leads to Doppler effects. They depend on the
relative BS velocity with respect to the UE, and on the frequency band. In
turn, this leads to modification of the carrier frequency, of the phase and
of the spacing, and may create Inter Carrier Interference (ICI) [43].

• Service continuity: this point focuses in particular on the service conti-
nuity between land-based 5G access and non-terrestrial based access net-
works, guaranteed by a hand-over procedure to or from satellite/HAPs
system [44]. All this should take into account the support of both non-
transparent air/spaceborne and bent-pipe architectures, handover prepa-
ration and failure handling, the time synchronization, lossless handover
support and specifics related to intra-NTN mobility, as well as between
non-terrestrial and cellular networks.

• Radio resource management: in satellite systems, access control is lo-
cated at satellite BS, and gateway or hub level which may prevent optimal
response time for access control. In order to support different traffic de-
mands while also taking UE mobility requirements into account, requires
minimal response time of the access control functionality, adapting it to
the considered network topology. Moreover, pre-grants, SPS and/or grant
free access scheme could represent possible turning points for this scope
[45].

These differences between the above techniques highlight how each of the NR
features may require adaptations to support NR operation via NTN. The motion
of space/aerial vehicles, especially when considering non-GEO based access net-
work, may cause the movement of cell patterns. The delay variation and all the
issues related to the Doppler effect, causing problems to the hand-over/paging
procedure, TA adjustments [46], initialization synchro-downlink procedure and
Demodulation Reference Signal (DMRS) time density [47]. The huge altitude
instead entails a high latency, which in turn affecting the HARQ [48], the Media
Access Control (MAC), in particular the Radio Link Control (RLC) procedures,
and the Physical layer procedures, specifically the Adaptive Modulation and
Coding and the power control. On the other hand, the huge cell size can cause
high differential delay, due to the fact that two different UEs may be far away
within the same cell, damaging the TA in random access response message and
the Random Access Channel (RACH) procedures. Moreover, the propagation
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channel of HAPs and satellites is mostly respectively direct Line-of-Sight (LOS),
with slow fading and characterized by significant multipath effects. Thus neces-
sitating adaptations to DMRS and to cyclic prefix, to compensate for the delay
spread and the jitter/phase [49]. Another important aspect is the duplex mode,
in which the usage of Time Division Duplexing (TDD) mode becomes difficult,
as the necessary guard time, needed to prevent UEs to simultaneously transmit
and receive, would lead to a very inefficient radio interface, due to the fact that it
should commensurate the huge RTT delay [50]. This results in prefer the use of
Frequency Division Duplexing (FDD) for most NR based NTN access network,
with the possibility to consider TDD for HAPs and LEO satellites where the
RTT still has low values [51]. From a practical point of view, the applicability
of the duplexing mode TDD or FDD depends on the regulations (ITU-R and/or
national) associated to the targeted spectrum. Satellite and aerial payload per-
formance have to be considered too, since they cause phase noise impairment
and back-off effects, bringing issues to Phase Tracking Reference Signal (PTRS)
and to the Peak-to-Average Power Ratio (PAPR) [52]-[53]. Finally, the general
architecture of the system will change, leading to modification of the Radio Ac-
cess Network mapping and the need to develop new protocols specifically for
these new scenarios [40].

2.3.2 Radio protocol issues and related possible solutions

In this subsection, the most important radio protocol issues and the related
proposed solutions will be presented and discussed, starting from the descrip-
tion in the TR 38.821 [54].

• Preamble detection: in the context of NTN, differential delay could be
experienced by two UEs within the same cell. This can lead to receiving
the preambles associated with the same RACH occasion (RO) at different
time. To avoid this situation, the preamble receiving window should
start from 𝑅𝑂 + 𝑅𝑇𝑇𝑚𝑖𝑛 and end at 𝑅𝑂 + 𝑅𝑇𝑇𝑚𝑎𝑥 , where 𝑅𝑇𝑇𝑚𝑖𝑛 is the
minimum RTT and 𝑅𝑇𝑇𝑚𝑎𝑥 maximum one. Another important factor to
take into account is the RO periodicity, since if it is not long enough then the
preamble receiving windows, for two consecutive ROs, may be overlapped
with each other, preventing the network to know the correct association
between ROs and preambles, and ruining the estimation of the specific
timing advance. The two proposed solutions are set the interval between
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two consecutive ROs larger than two times the maximum delay difference
within the cell, and divide the preambles into groups and map them to
different ROs, such that assign different groups of preambles to ROs with
timing separation less than the time limit [55].

• Random access response window: in standard terrestrial communica-
tions, the Random Access Response (RAR), the response from gNB to the
Random Access Preamble of an UE, is expected to be received within few
milliseconds, otherwise the UE will send a new preamble. To account
for on-terrestrial delays, an offset could be introduce for the start of the
waiting window of the UE, taking into account the different possible non-
terrestrial platform characteristics. Moreover, this process have to be done
considering the specific RTT value, in particular for UEs that know their
location, for which this value could be easily computed, deriving the asso-
ciated offset too. Similar considerations can be done for the Radio Resource
Control (RRC) connection request and the correspondent response from
the gNB, for which introducing a dedicated time offset is mandatory to
guarantee the correct working of the process. Moreover, an offset should
be introduced also for the contention resolution timer between RRC Con-
nection Request and the correspondent response from gNB, because, even
if its maximum configurable value is larger enough to cover the RTT in
NTN, it would be useful to avoid UE waste of power.

• Timing Advance: TA is a technique to adjust the uplink frame timing
with respect to the downlink one, and it is specific for each UE, since it
is used to advance or delay the transmission instant so as to compensate
for propagation delay, achieving a perfect alignment within the receiver
window of the gNodeB (gNB). It is derived from the UL received timing
and sent back to the correspondent UE by the gNB. It can be computed
during the random access procedure, measuring the received random
access preamble and notifying the UE via the Timing Advance Command
field in MAC RAR, or measuring the UL transmission and sending back
the correspondent value to the UE. The possible solutions developed so far
are different for the case of regenerative payload and bent-pipe payload,
and they should take advantage of the knowledge of users positions. For
UE without location information, the easiest things to do are broadcasting
a common TA or extending the value range of the existing offset, and then
the specific TA will be compensated via Timing Advance Command field
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in random access response. Instead, for UE with location information
can be applied a specific TA correction during the 4-step random access
procedure, or directly compensate applying the correct offset from UE
side, when sending the random access preamble, broadcasting the delays
in case of movements. A new challenge that can be found is therefore
deal with a scenario in which there are both UEs with Global Navigation
Satellite System (GNSS) and non-GNSS capabilities, and so the random
access scheme, the resource allocation and control access for these might
be different and difficult to apply equally. One possible solution is that
the network configures separate resources and differentiate these based on
GNSS capabilities and on each specific case being considering.

• Discontinuous reception: Discontinuous reception (DRX) is a mechanism
that allows UE to save power by entering a low-power state for periods
when it does not expect to receive data [56]. For this topic, adjustments
are needed to the timers associated to UL and DL HARQ and retrans-
mission processes. If HARQ is enabled, the solution could be to add a
dedicated offset to these values, instead if it is disabled or active only for
a certain number of processes, then the UE might be forced to monitor
the Physical Downlink Control Channel (PDCCH) for retransmission op-
portunities that never will happen, and thus waste energy that reduces
the battery lifetime [57]. Therefore, it is be essentially to confirm that the
implementation does not start the DL and UL HARQ timer in this case.
Furthermore, UE should not always monitor the PDCCH when the system
is characterized by huge delay, since it will not receive something until
at least one RTT, avoiding, in this way, waste of energy. It should switch
from an active mode to a sleeping one cleverly, and this is mainly controlled
by the network configurations. On the other hand, sometimes may occur
some situations in which the UE enters in active mode without the network
control, for example when it sends a Scheduling Request (SR) or when he
has to reply to the RAR in Contention-Free Random Access. These are
tricky situations since the UE would have to monitor the PDCCH for at
least one RTT before receive any response. This could be fixed allowing the
UE to discontinuously monitor the PDCCH during this amount of time,
paying attention to the possible case in which the network schedules the
UE directly after one of the previous cases. Finally, from UE point of view,
after one RTT the network is allowed to reuse HARQ process IDs and it
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could send Downlink Control Information (DCI) allocations. However, in
this period the UE is almost always in sleeping mode and this would rep-
resent a waste of time and resources. For this purpose, a possible solution
could be to introduce an extra delay to any transmission in such a way to
fall into the first available active period, or to allow the UE to leave its DRX
state when there is the possibility to receive DCI by PDCCH.

We have summarised most of the issues that characterized non-terrestrial
communications, proposing also possible implementations that could allow to
fix them. We have also discussed which are the key impact areas of NR to support
NTN, highlighting the main difference with the standard cellular systems.
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Scheduling Protocols for NTN 5G NR

This chapter describes the role of scheduling processes in managing the allo-
cation of resource for the data transmissions between UEs and the network in 5G
NR, with a focus on its limiations and inefficiences when used in a non-terrestrial
context. non-terrestrial extension. These processes are of fundamental impor-
tance for optimizing the utilization of available spectrum, ensuring efficient data
transmission and avoiding waste of resources.

For what regards scheduling mechanism in standard 5G NR, it is quite similar
to those in Long Term Evolution (LTE) [58], but with some enhancements, partic-
ularly in terms of granularity. In both cases, the network dictates the scheduling
decisions to the UEs which must comply with the instructions. This centralized
approach allows optimized resource management based on real-time network
conditions and user demands. Depending on the scenario, on the predictability
of the traffic patterns and on the need of flexibility in resource allocation, we can
distinguish four main types of scheduling approaches.

• Dynamic Scheduling: with this approach, each transmission opportunity
is individually scheduled by sending a DCI message from the gNB to
UE. Therefore, each Physical Downlink Shared Channel (PDSCH) and
Physical Uplink Shared Channel (PUSCH) message is scheduled based on
current network conditions and UE requirements. It is very well suited to
cases where the traffic varies over the time and frequent adjustments are
necessary to optimize resource utilization [59].
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• Semi-Persistent Scheduling: this technique allocates resource for a pre-
defined period, typically for services with predictable traffic patterns and
stable data rates, such as machine-to-machine communications or certain
IoT devices. This approach significantly reduces the signaling overhead
associated with constant adjustments, conserving network resources and
improving overall system efficiency [60].

• Grant-Based Scheduling: with this approach, before trasmitting any data,
the UE sends a SR, in line with the amout of packets in its trasmission buffer,
to the BS, and this latter responds with a grant message allocating specific
resources for data transmission. One of the primary drawbacks of GBS is
the inherent latency introduced by the exchange of grant messages. This
latency can be significant in scenarios requiring low-latency communica-
tion, such as ultra-reliable low-latency communications services [61].

• Configured Scheduling: this approach is less flexible than previous ones,
since it assigns resources to UEs based on pre-configured parameters,
either by the network or via higher-layer signaling. On the other hand,
this approach makes it simpler to manage for predictable traffic flows.
Furthermore, it fits well in scenario in which the traffic patterns is known
ahead of time and does not change frequently, minimizing the need for
multiple signaling between the network and UEs [62].

• Predictive Scheduling: all the above approaches are well suited for the
specific cases for which they are been designed for, but, at the same time, it
is also possible a combination of them in order to optimize resource usage
based on predictions. Indeed, predictive scheduling aims to anticipate
future traffic demands and allocate resource accordingly. It is particularly
efficient for networks with mixed traffic types, allowing for more flexible
management of resources based on prediction of future needs.

Apart from that, it is not only important to have an in-depth knowledge of
scheduling mechanisms in order to be able to optimise them properly, but in
the same way, it is essential to invest some time in a more general study of all
the related subjects. For this reason, the role that the UDP and TCP transport
protocols play in our non-terrestrial system will be discussed in the next section.
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3.1 Transport Protocol Overview

Layer 4 of the ISO/OSI protocol stack, referred as Transport Layer, is where
end-to-end logical communication between application processes running on
different hosts are provided. The transport layer effectively provides to the up-
per layers, in a trasparent manner, an end-to-end connection between any two
endpoints, even if they are located in different parts of the globe. All this is pos-
sible since transport layer protocols are implemented in the end systems and not
in the network routers used to communicate. At this level, from sender point of
view, messages are fragmented into segments and passed to lower layer, instead
from receiver spot, the reverse process occurs, where segments are reassembled
into messages and passed to higher level. For this reason, Transport Layer rep-
resents a junction between Network and App Layers. The main services that
it offers are: process-to-process communication, addressing, encapsulation and
decapsulation, multiplexing and demultiplexing, and also error, flow and con-
gestion control, if it is implemented a reliable protocol, such as TCP.
Starting from that, it is possible to identity two different protocols within Trans-
port Layer: UDP, that is unreliable connectionless, dedicated to simple and
efficient applications, and TCP, characterized by a reliable connection-oriented
approach and used in scenarios where reliability is one of the key points.

3.1.1 UDP - User Datagram Protocol

UDP is a connectionless and unreliable transport protocol that provides
process-to-process communication using socket addresses [63]. In particular,
each user datagram is independent, not numbered and can travel on differ-
ent path. Moreover, UDP does not implemented any flow control or window
mechanism, leading to possible receiver overflow due to receiving too many
messages. Knowing all these characteristics, it may seem strange that UDP
could be really useful as a transport protocol. However, just think of the case
where a process wants to send a small message and does not care much about
reliability: using UDP takes much less interactions between the sender and
receiver than using more sophisticated protocols. In addition, UDP does not
introduce latency delays to establish the connection, and does not have to
wait for acknowledgment (ACK)s, so it is also used for many other applica-
tions.Furthermore, UDP can perform checksum calculation including a pseudo-
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header, the UDP header and the data coming from the application layer. This
can guarantee a useful additional level of protection, with the price of violating
the layering principles, and for that reason, it can be activated or deactivated
as desired. Apart from that, there is no any error control mechanism in UDP,
meaning that the sender has no way to know if a message has been correctly
received or lost. In addiction, it does not use any congestion control mechanism,
starting from the hypothesis that UDP should be used to transmit small and
sporadic packets, therefore with low probability of congestion from the receiver
side. Finally, it adopts encapsulation mechanism, as expected from a transport
layer protocol, applying also multiplexing and demultiplexing procedures, since
for each host running a TCP/IP framework, there is only one UDP but possibly
several processes that may want to use the services of UDP.

3.1.2 TCP - Transmission Control Protocol

TCP is a connection-oriented and reliable protocol, which aims to provide
guarantees on the packet reception, at the cost of additional complexity. To
achieve this, TCP uses a combination of Go-Back-N and Selective Repeat, two
sliding window protocols used for reliable data transmission and they differ
mainly in how they handle the retransmission (RETX) of data frames when errors
occur [64]. To do so, TCP adopts checksum for error detection, byte, sequence
and ACK numbers, cumulative and selective acknowledgments, retransmission
of lost or corrupted packets and reordering of arriving packets.
As UDP, also TCP implements services like process-to-process communication,
multiplexing and demultiplexing. On the other hand, it offers a full-duplex
service, where data can flow in both directions at the same time, in which each
endpoint has its own sending and receiving buffer. As last thing, TCP explicitly
defines three phases to perform a correct communication: a first one in which the
two TCPs establish a connection between them, the next with the data exchange
in both direction and finally the termination of the connection. In this way,
it establish a logical, and not physical, connection, turning the unreliable and
connectionless service of UDP into a reliable and connection-oriented one. Let’s
now focus on the three specific phases that it adopts.

• Connection Establishment: this phase is necessary to establish a single
logical path between source and destination, in which all segments will be
sent through it, facilitating also ACK and RETX processes. The connection
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establishment in TCP usually adopts the three-way handshake procedure:
the first step is the synchronization (SYN), in which the client sends the
first segment in which only the SYN flag is set and without any data. In
the next step, the server replies with a SYN + ACK segment, in which
it acknowledges the correct reception of the SYN and defines the receive
window size for flow control. Finally, the client sends the third segment,
containing just an ACK in the standard case, but with the possibility to
piggyback some data in some situation, starting immediately the commu-
nication at this stage.

• Data Transmission: after the first step, the bidirectional data transfer can
begin, starting from the possible piggyback procedure. What is interesting
to analyse is the delay needed before starting to transmit data. With the
standard connection establishment the delay amounts to at least three time
the propagation delay (𝜏𝑝), since it includes SYN, SYN + ACK and final
ACK processes, instead with piggyback it reduces to only 2𝜏𝑝 . This is true
as first approximation if we assume that the transmission time is much less
than the propagation time, which is the exact case in NTN scenarios.

• Connection Termination: when there is no more data to transmit, the
procedure for closing the connection is initiated. With the three-way hand-
shaking version, the TCP client sends a FIN segment, the server replies with
a FIN + ACK, and then the client replies itself with an ACK.

For what regard the flow control in TCP, it is managed by windows from
client and server sides, necessary to accumulate the sending and received seg-
ments. From the client side we have the sending window: it is the amount of
data that can be in transit between two endpoints at any given time. Instead from
the server side, the receive window represents the amount of data in bytes that
the receiver is willing to accept and buffer during a connection. In particular, it
is the difference between the buffer size and the number of waiting bytes to be
pulled up by the process. Moreover, the window size is communicated from the
receiver to the sender through the TCP segment header. In this way, the sender
can dynamically adjust the sending window according to the receiver’s require-
ments. From this perspective, there is also a window for congestion control: it
defines how many bytes can be transmitted before stopping to wait for ACKs.
In particular, the sending window is defined as the minimum between the con-
gestion and receive counterparts, since the first one is related to the congestion
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in the network and the second to the congestion at the end point. The TCP’s
policy for handling congestion is based on 3 algorithms: the slow start, conges-
tion avoidance and fast recovery. The first one allows to start slowly but increase
the congestion window exponentially up to a certain point, in order to reach
a good throughput fast. Then, when the size of congestion window reaches a
slow-start threshold, the congestion avoidance phase begins. It is characterized
by a linear increase to avoid congestion before it happens, since slow start can
rapidly saturate the link. In conclusion, we have the fast recovery phase that
starts when three duplicate ACKs arrive, which is interpreted as light congestion
in the network. It increases the size of the congestion widow linearly and it is
only an optional algorithm in TCP.
Of fundamental importance is also the TCP error control system, which is char-
acterized by a retransmission time-out (RTO), that can dynamically adjust based
on the RTT value, and by a fast retransmission, for which if three duplicate ACKs
arrive for a segment, then the next segment is retransmitted without waiting for
the time-out (TO).

3.2 Scheduling in 5G NR

Scheduling processes at the MAC layer in telecommunications involves man-
aging how data packets are transmitted over a shared communication medium.
This process is crucial for ensuring efficient use of resources,such as energy
efficiency and bandwidth, and maintaining Quality of Service (QoS) across net-
works. However, there are several problem relating to scheduling processes in
NTN communications. With respect to the terrestrial NR system, factors such
as propagation delay and relative positions between entities in the network can
be orders of magnitude higher, and exhibit higher variability as well. This can
lead to several issues specific to the NTN scenario, and the research community
is focused on finding solutions to address this aspects. This section describes
which are the answers proposed by the 3GPP and to summer up the current
state of the art.
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3.2.1 Solutions of 3GPP for NR to support NTN

In this subsection, we will analyze the most important radio protocol issues
and related solutions on NR to support NTN, which we have not yet dealt with,
with reference to [54].

• Scheduling Request: there is a timer between when a UE sends a request
for Uplink Shared Channel (ULSCH) resources from the gNB to perform a
new transmission. RRC configures this process: the timer at latest expires
after 128𝑚𝑠 and then initiates a SR. In this situation the main problem is
due to the propagation delay, in particular for GEO satellites, where the
the value range is not sufficient because the RTT is larger and the timer
value should be changed, according to the specific use case.

• PHY/MAC HARQ: it is the main procedure to support error correction
and retransmission in NR systems and it ensures delivery between entities
in the network. In the specific case of NTN, the critical and dynamically
conditions, in particular related to propagation delay, make it difficult to
perform HARQ correctly. For that reason, disable HARQ or increase the
number of processes could represent one possible solutions. Enabling or
disabling of HARQ feedback is a network decision signalled semi-statically
to the UE by RRC messages.

• Uplink Scheduling: typically when a UE has data in the buffer to be
transmitted, a Buffer Status Report (BSR) is triggered and, if the UE does
not have any uplink resources for transmitting the BSR, it will send a SR
to ask for them. On the other hand, the network does not know the size
of resources required to schedule the UE, since the SR is only an needed
indication. Thus, first the network may typically schedule the UE with a
grant large enough to send a BSR so that the network will schedule the UE
more accordingly in the following transmissions, as illustrated in Figure
3.1.

The drawback of this procedure is that it takes at least two RTTs from data
arriving in the UE buffer to correctly receive them from the gNB side. Due
to large propagation delay, this process can become extremely hard to be
carried out correctly. In order to mitigate this problem, there are many pos-
sible solutions, each with its pros and drawbacks. The already described
standard one is the SR-BSR procedure, in which low resource overhead
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Figure 3.1: Scheduling for UE transmission. Figure from [54].

is required but it takes at least two RTTs of delay. Another possibility is
to send large grant in response, with potentially low resource overhead,
but it still takes two RTTs and it might be a waste of resources since the
network is not aware of the UE buffer status. Also configured grant and
BSR-indication can constitute an alternative, since they are characterized
by a low latency, equal to one RTT with the right configuration, but it has
larger overhead, so more research is needed to find the best trade-off. Fi-
nally, with BSR over 2-step random access can guarantee low latency and
low overhead but it requires several RACH resources.

• RLC HARQ: the RLC status report is triggered by the polling procedure
or by error detection in reception of an Protocol Data Unit (PDU) segment,
indicated by the expiration of t-Reassembly timer. This procedure is used
in both RLC Acknowledged Mode (AM) and RLC Unacknowledged Mode
(UM). Its value can be configured between 0 and 200𝑚𝑠, since it has to
cover the largest time interval in which an individual segment arrives out
of order at the receiver side due to segmentation and/or HARQ processes
before a status report and consequently an retransmission are triggered.
For that reason, if HARQ is supported by NTN, the value of t-Reassembly
should be modified to compensate the specific case scenario, according to
RTT, HARQ retransmissions and scheduling offset values.

• Packet Data Convergence Protocol: the QoS requirements are mainly
reflected by the discard timer of Packet Data Convergence Protocol (PDCP)
transmissions. A PDCP Service Data Unit (SDU) is discarded when the
correspondent timer expires or when a status report confirms the correct
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delivery. Its value can be configured between 10𝑚𝑠 or 1500𝑚𝑠, based on the
RTT value, number of retransmissions and on the presence of HARQ,with
the possibility to switch it off, setting it to infinite. For that purpose, it is
necessary to change the reordering delivery timer, PDCP sequence number
and window size values, according to NTN scenario characteristics.

3.2.2 State of the Art

Several universities and research groups around the world are currently in-
vesting time and resource on NTN research, looking for new solutions able to
efficiently and reliably enhance NTN performance, given the previously discuss
problems in the above sections.

General Scheduling techniques

In [65], the authors investigate on the extend RTT and increased path loss in
NTN scenarios, resulting in a degraded network throughput. The researchers
showed that the network throughput could be improved by efficiently schedul-
ing the HARQ processes, instead of requesting additional resources and in-
creasing the transmit power. Of course, better performance can be achieved by
the well know solutions of disable the use of HARQ feedback at MAC layer or
increasing the number of HARQ processes. However, the winning idea was
to design a smarter transport blocks scheduling methods, able to increase the
efficiency of resource allocation and utilization. They developed flexible down-
link data-to-acknowledgment delays and uplink grant-to-data delays for more
efficient NTN signaling, ensuring that the proposed solutions works for differ-
ent satellite orbits and even with varied number of HARQ processes. With this
work, they demonstrated noticeable gains in throughput, adopting suitable cod-
ing rates for each specific scenario, enabling NTN system to serve an increased
number of UE, which is one of the most critical points for these network, since
their extended cell-size due to the height of satellites.

A multi-connectivity (MC) scheduler of uplink multi-layer NTN was pro-
posed in [66], where UEs can be served by more than one satellite to achieve
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higher peak throughput. This technique has been introduced by 3GPP origi-
nally for terrestrial 4G and 5G system, but it has the possibility to show gains
also for non-terrestrial ones. MC has the ability of enhance the offered system
capacity and simultaneously improve the spectral efficiency in heterogeneous
networks. Moreover, it achieves higher-per-user data rate, providing mobility
robustness and improving the resilience of wireless communication,that are two
of the most critical points in NTN. All of these advantages require the price of
increasing power consumption at user terminal for UL transmission, that may be
critical in some cases. For that reason, researchers focused on design an efficient
terminal aware multi-connectivity scheduling algorithm, that takes into account
the available radio resources and propagation information to intelligently define
a dynamic resource allocation pattern. In particular, it optimally routes traffic
so as to maximize UL data rate while minimizing energy consumption. They
were able to achieve excellent results by realising a multi-layer NTN resource
scheduling architecture, aggregating the capabilities of LEO, MEO and GEO
satellites. Moreover, radio link parameters are taking into account, such as the
energy per bit to noise power spectral density ratio (𝐸𝑏/𝑁0) and the carrier-to-
noise ratio (𝐶/𝑁), along with the UL information.

The impact of large differential delay and Doppler shifts within a NTN cell
on the 5G-NR resource allocation and MAC protocol are investigated in [67].
The UL performance degradation due to Doppler shift can be compensated if
each individual UE can estimate and consequently correct each shift appropri-
ately before transmitting the signal. Moreover for UL transmissions the UE
must have the time to prepare the data to send, and therefore the gNB takes the
UL scheduling decision in advance and then sends the UL grant accordingly.
This corrections are of course different for each users, but the offset is usually
computed considering the worst case scenario. Therefore, the latency for low
propagation delay users would be too severe and this would impact the gen-
eral system performance. To resolve this, in [67] the focus is on the design of
an UL zone-based scheduling technique to address the high differential delay
and Doppler shifts for the specific case of LEO satellites. Specifically, different
scheduling offsets can be considered for different zones within the same satellite
beam, radically improving the latency of UEs without increasing the complexity
at the UE-side, or required of any additional signalling overhead.
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Semi-Persistent Scheduling

Another possible path to follow for optimizing the scheduling procedures
is the Semi-Persistent approach. It was originally designed for constant bit-rate
voice applications. However, the very low control overhead makes it a potential
latency reduction technique in 4G and 5G systems. In [68], a comparison be-
tween SPS and dynamic scheduling was made in order to analyze the impact of
resource allocation methods on UL latency. The research had the specific focus
on narrowband 4G networks and the conducted simulations were performed
through ns-3. The mainly difference between GBS, referred to as dynamic in
this case, and the semi-persistent one is illustrated in Figure 3.2.

Figure 3.2: SPS and GBS schemes. Figure from [68].

In the first case, the UE requires resource allocation each time it has some-
thing new to transmit, and it does so sending a SR to the BS. This latter will
schedule the user sending to it a grant, that will be used by the UE to send
the data contained in transmitting buffer. On the other hand, SPS periodically
allocates resource to the user, regardless if it has something to transmit or not.
Consequently, it will perform padding or data transmission depending on its
buffer status. Pay attention about the fact that SPS introduces spectral ineffi-
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ciencies and increased energy consumption. The first one happens when the UE
has nothing to send, while the latter is due to the undesired transmissions from
the user even when there is no available data. Moreover, since the scheduling
decisions are taken without any user request, it may happen that the UE has
several data to transmit between two UL grants, and this will lead to undesired
latency inefficiency. However, GBS introduces a transmission delay as well: the
minimum time it takes from the arrival of a new packet in the buffer and a
scheduling grant is correctly received by the UE is at least of one RTT. For these
reasons, it is necessary to adapt the desire scheduling approach to each specific
use case scenario. The results emerged in [68] show that SPS has the potential to
improve system performance in terms of UL latency with a factor of more than
two. Furthermore, it turned out that for a high number of simulations data up-
loads, there is only a small difference between the two types of scheduling, and
also the system bandwidth limits the device density for keeping the latency un-
der the threshold defined by different ultra reliable low latency communications.

On top of NTN, the SPS is identified by 3GPP as one of the most promising
technique even for Vehicle-to-Everything (V2X) systems, and the third genera-
tion partnership project introduces it into the MAC layer of LTE-V2X Mode 4 in
release 14. A mathematical model for SPS reliability in this field can be found
in [69], in which a physical layer and MAC layer representation of sensing-
based SPS are presented, and scheduling reliability and channel busy rate are
given. The simulations results show that the theoretical curve can successfully
represent the scheduler reliability, and that this latter has a quadratic function
relationship with the channel busy rate, which provide theoretical support for
possible future work.
Starting from the well known fact that SPS works fine for periodic transmissions
comparatively to aperiodic messages, in [70], researchers proposed an enhanced
semi-persistent scheduling method for resource reservation for aperiodic traffic.
This will overcome the already reserved unutilized resource and the increase
of resource contention, due to the fact the aperiodic messages compelled the
vehicle to select new resources for its transmission based on the latency asso-
ciated with the packets generation. The proposed algorithm works with the
reinforcement learning mechanism where each vehicle acts as an agent. Look-
ing on the traffic density and speed of vehicle, the protocol dynamically adjusts
the sensing window size and, at the same time, re-evaluation mechanism is
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introduced to confirm the available resources by performing the sensing again
while selecting them. This approach decreases the resource contention and as-
sists in conflict-free resource assignment for aperiodic transmission, resulting in
improved network performance in terms of Packet Delivery Ratio (PDR).
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4
End-to-end simulation of NTN

4.1 The Role of ns-3 in Networking Research

Ns-3 is a free and open-source discrete-event network simulator, primarily
dedicated to research, development and educational purposes. It implements
several specific simulation environments, in line with the evolving need of mod-
ern networking research, and it is supported by a strong and numerous com-
munities that maintaining and updating it over the years. The choice of using
ns-3 throughout this thesis is motivated by its key features that distinguish it
from other available network simulators. Its modular design is composed as
a set of libraries that can be combined with external software, offering a high
degree of flexibility and customization. Ns-3 supports both C++ and Python,
allowing researchers to implement the simulation at low level for greater pre-
cision and efficiency and, at the same time, manage the results nimbly with
Python. Moreover, it provides models of packet transmissions over communi-
cation channels with bit-level realism, supporting various emulation modes of
operation. Finally, it is characterized by a core support for running simulations
across clusters of workstations, thus enhancing scalability. In conclusion, the
importance of ns-3 lies in its ability to offer a highly controlled and reproducible
environment for studying system behavior under various conditions. Its em-
phasis on modeling Internet protocols and network topologies (Figure 4.1) make
it as a fundamental tool for understanding and innovating within the realm of
Internet systems. Considering all these reasons, the choice of ns-3 as the main
simulation tool comes naturally, especially for the specific scope of this thesis,
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where the simulation of communications in extreme environments and the need
to obtain results that are accurate and truthful as much as possible form the basis
of the work.

Figure 4.1: A network graph using ns-3. Figure from [71].

4.2 Ns3-ntn module

The collaboration of SIGNET research group and New York University (NYU)
gave birth to the ns3-mmwave module [13]. It is a end-to-end full stack module,
able to reproduce mmWave communications into the open-source ns-3 sim-
ulator. The module includes a variety of detailed statistical channel models,
alongside the capacity to integrate real measurements or employ ray-tracing
methodologies. Additionally, the module integrates with the core network of
the ns–3 LTE module, facilitating comprehensive simulations of end-to-end con-
nectivity across the stack. Furthermore, it incorporates advanced architectural
functionalities, including dual-connectivity, among other features.

The goal of this thesis is to expand the above work into a new version spe-
cific non-terrestrial case: the ns3-ntn module. The implementation has already
started from the work of other researchers. The 3GPP channel model for NTN
has been implemented, introducing an ad-hoc characterization of the attenua-
tion of the signal in the space scenario, including also new challenges associated
with latency and coverage constraints [72]. The combination of the ns3-mmwave
module and the NTN channel leads to an incorrect functioning of the cellular
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communication system. The reason is due to the use of the terrestrial protocol
stack, which is obviously not adapted for space environments. In this regard, the
current challenge is to make the ns3-ntn module efficient enough so that its per-
formance can be compared with those of the terrestrial counterpart, although all
the non-terrestrial system challenges. For example, in the baseline ns3-mmwave
module, the propagation delay is basically negligible since it is associated to
terrestrial links, and, for that reasons, it is not taken into account. On the other
hand, this approach is not possible for NTN. For that reason, modifications and
adaptations are necessary to to ensure proper functioning.

4.2.1 Ns3-mmWave Module

The starting idea was to have a simulation program to model the mmWave
technology and beyond, since their central role for the current and future gener-
ation of cellular systems. The focus of this module is related not only to the well
studied PHY layer, but it is also extended to all the above layers. In particular,
the choice to use an end-to-end full stack network simulator, such as ns-3, rep-
resents the best way forward. In order to make it easy to integrate new future
protocols and algorithms, the PHY and MAC layers are modular and highly
customizable. Moreover, the full-stack simulation allows to model all layers of
the protocols stack as well as applications running over the network. On the
other hand, in order to obtain results as accurate as possible, it is of fundamental
importance to model in detail the behaviour of all the different components that
interact together in a cellular systems. For this specific case, the most important
elements are: the channel model, the users mobility, the network deployment
and the level of detail when modelling the protocol stack of communication
links and of end devices.

As it is possible to notice in Fig. 4.2, the structure of the module is very com-
plex, since it includes all the specific mechanisms in a general cellular system.
From the device application to RRC, RLC and MAC layers, from HARQ and
scheduling processes to PHY layer, including error model, interference, spec-
trum channel, and so on. All of these aspects are modelled individually and
connected by means of a modular approach, with the possibility of expanding
them with new algorithms or specialising them for different cases.
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Figure 4.2: Class diagram of mmWave module. Figure from [13].

The classic scenario adopted to obtain numerical results for this purpose, and
which will also be used for following chapters on the design and implementation
of new scheduling algorithms, is represented in Figure 4.3.

In Figure 4.3, a end-to-end simulations of 3GPP-style cellular network sys-

36



CHAPTER 4. END-TO-END SIMULATION OF NTN

Figure 4.3: Class diagram of mmWave system. Figure from [13].

tem is represented. In particular, it shows a high-level composition of the
MmWaveEnbNetDevice and MmWaveUeNetDevice classes, which represent the
mmWave gNB and UE radio stacks, respectively. Furthermore, theMmWaveEnbMac
and MmWaveUeMac MAC layer classes implement the LTE module Service Ac-
cess Point (SAP) provider and user interfaces, which enable the inter-operation
with the LTE RLC layer. The MAC scheduler also implements LteEnbRrc:
a SAP for configuration at the LTE RRC layer. The MmWavePhy classes han-
dle UL and DL data transmissions and control channels based on MAC layer
control messages. The class MmWaveSpectrumPhy, which is shared between
UL and DL, is used for PHY instance communications over the channel, i.e.
SpectrumChannel, mainly using TDD techinques. Moreover, this class includes
all PHY layer modules like Signal to Interference plus Noise Ratio (SINR) calcula-
tion by MmWaveSinrChunkProcessor, the mutual information-based error model
by MmWaveMiErrorMode, which computes the packet error probability, as well as
the HARQ PHY-layer entity to perform soft combining by MmWaveHarqPhy.

4.2.2 Scheduling process

As already said, the ns3-ntn module derives directly from ns3-mmwave base-
line, and for that reasons it inherits some limitations of its precursor, such as the
necessity of the system to operate in TDD and based on Time Division Multiple
Access (TDMA). Additionally, the association between UE and gNB is static
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during the simulation, as UEs cannot perform handovers between different BSs.
Nevertheless, it is possible to simulate satellite mobility based on pre-defined
orbit.

In 5G NR, the scheduler located at the MAC layer dynamically allocates the
UL and DL resources by assigning the so called resource blocks in the frequency
domain and Orthogonal Frequency Division Multiplexing (OFDM) symbols in
the time domain. These processes are computed at every slot and the scheduler
conveys this information to UEs via the DCI. Taking into account the trans-
mission delay in terrestrial scenarios, thus achieving perfect synchronisation,
scheduling allocations are performed 𝐾0 or 𝐾2 slots in advance for DL or UL
transmissions. Starting from the hypothesis that UEs and gNBs are perfectly
synchronized in time, then there exists a complete match between: the slot re-
ported in the DL DCIs, the slot during which the gNB performs the transmission
and the slot in which the target UE will receive such data. Typically, for standard
terrestrial systems the propagation delay does not exceed a few milliseconds,
so in the worst scenario it can be taken into account using the TA mechanism,
anticipating all operations by the time needed. If this corrections are not prop-
erly performed, possible mismatch may happen between DCIs information and
actual instant of transmission and/or reception of data. On the other hand, this
mechanism is clearly not enough for NTN, where the propagation delay could
be several tens of milliseconds. To solve this problem, a new mechanism has
been designed and integrated to the module. We start from the assumoption of
knowing an estimate of the propagation delay 𝑡𝑝𝑟𝑜𝑝 , usually measured in slots,
between UE and gNB, and from it we are able to perform the right correction
even for NTN case.

Figure 4.4 illustrated how transmission scheduling works in the simulator.
The two vertical rows basically represent respectively what the gNB and UE do
as time passes. Moreover, each arrow represents a transmission, whether it is
data or control message.

Specifically, DL and UL cases are managed as follows.

• DL: in Figure 4.4-(a), the gNB schedules DL transmissions 𝐾0 slots in ad-
vance, and then propagates this decision to the target UE via the dedicated
control channel, represented by the 𝐺1 segment. After a delay of 𝑡𝑝𝑟𝑜𝑝 , the
UE receives the corresponding DCI, represented as U1, and so schedules
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a reception after 𝐾0 slots. Please pay attention that, with respect to the
absolute starting time, this corresponds to the slot indicated in the DCI
shifted by 𝑡𝑝𝑟𝑜𝑝 . Then, the gNB will transmit the corresponding Transport
Block (TB), as 𝐺2, which will be received by the UE after another 𝑡𝑝𝑟𝑜𝑝 , as
𝑈2.

• UL: in Figure 4.4-(b), the gNB schedules UL transmissions 𝐾2 slots in
advance, and then propagates this decision to the target UE via the ded-
icated control channel, as 𝐺1 segment. At the same time, starting from
the knowledge of the propagation delay, the gNB schedules the reception
of the corresponding TB after 2𝑡𝑝𝑟𝑜𝑝 + 𝐾2 slots in the future. Then, the
UE will receive the corresponding DCI, represented as 𝑈1 with a delay
equal to 𝑡𝑝𝑟𝑜𝑝 , and then schedules a transmission after 𝐾2 slots. Please
notice that also in this case, this corresponds to the slot indicated in the
DCI, shifted by another 𝑡𝑝𝑟𝑜𝑝 . Finally, the UE will transmit the UL TB after
𝑡𝑝𝑟𝑜𝑝 + 𝐾2 slots respect to when the gNB sent the corresponding DCI, and
this is represented as𝑈2 segment. At the end, the gNB will receive the TB
2𝑡𝑝𝑟𝑜𝑝 + 𝐾2 slots after scheduling it, as 𝐺2.

Figure 4.4: UL and DL scheduling in ns3-ntn module. Figure from [73].
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5
Preliminary performance evaluation

of 5G NR in NTN scenarios

The objective of this thesis is to bring a contribution in the proper functioning
of the 5G NR protocol stack in the non-terrestrial environment, simulating these
kind of systems via the ns3-ntn module. As described in Chapter 4, this latters is
composed by the baseline ns3-mmwave module with the addition of a dedicted
3GPP channel model for NTN scenarios. However, this combination leads to
an incorrect functioning of the cellular communications, due to the use of the
terrestrial protocol stack in space environments, which it is not adapted for. The
focus of this thesis is to bring improvements on the scheduling procedures at
MAC layer. On the other hand, before this, a more detailed study on the current
performance of the protocol stack is necessary. The work will start with an initial
review on how the native GBS works using UDP and TCP as transport protocols.
This will allow us to understand if some extra preliminary adjustments are
necessary before implementing enhancements and new possbile solutions for
the scheduler mechanism. A first step will be to understand how performance
changes as propagation time or distance increases, with a cosequent impact on
system timers and Signal to Noise Ratio (SNR). In particular, in this chapter the
focus is on understanding whether the native GBS approach is efficient, even
in scenarios with large distances between network nodes. Instead, in Chapter
6 will be study where is useful to take action, proposing and implementing
new scheduling protocols. Among all, SPS will be developed, specifically for
applications that generates periodic traffic, and then a new type of scheduler,
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called Smart Scheduler, able to understand the traffic type of the used application,
whether it is periodic or aperiodic, and choose the best approach according to
the needs.

5.1 Scenario and Parameters

The main scripts used are: three-gpp-scen-10-delay-test.cc, test-ideal-
delay.cc and test-leo-interval.cc. They are test scripts to evaluate system
performance. In particular, the last two have been developed specifically for the
work of this thesis. In all of them, the scenario is basically the same: a wire-
less link between one terrestrial user and a LEO satellite, which itself features
a backhaul link with a Remote Host (RH), as illustrated in Figure 4.3. Both UE
and RH generate packets and so both UL and DL transmissions are possible.

Satellite antennas are modeled as a circular aperture antenna, i.e., a reflector
antenna that offers circular polarization. Instead, the UE adopts a VSAT antenna
radiation pattern model. Specifically, these parameters are taken from scenario
10 DL in TR 38.321 within 3GPP standards [74].

Satellite Value User Value

EIRP Density 40 dBW/MHz Noise Figure 1.2 dB
Antenna Gain 58.5 dB Antenna Gain 39.7 dB
Antenna Diameter 5 m Antenna Diameter 0.6 m

Table 5.1: Satellite and user antenna parameters.

Furthermore, frequency and bandwidth are set respectively to 20𝐺𝐻𝑧 e
400𝑀𝐻𝑧. The user is located in Padua, instead the satellite has the same (x,y)
coordinates, but with a different altitude, increased by a variable distance, that
can be fixed or varied according to the propagation delay as required. Both the
node positions are fixed and do not change over the time. UE and BS establish
an IPv4 connection, with the option of using UDP or TCP as transport protocol.
The Path Loss Model and Propagation Loss Model are configured to work in a
NTN-rural scenario, as described in the TR 38.811 [75].

Below some simulation parameters are presented. Those set to "configurable"
change their values during the different simulations, while those with a fixed
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value were kept constant for all configurations. Unless some specific cases where
the change is made explicit.

Simulation Value Application Value

Propagation delay configurable [ms] Send interval configurable [ns]
Distance 2000 m Packet size 200 byte
SIM start time 0 sec APP start time 0.5 sec
SIM stop time 16 sec APP stop time 15.5 sec
RRC ideal true Nagle algorithm disable
Error rate 0 HARQ disable

Table 5.2: Simulations parameters.

Please note that error rate and Nagle algorithm are basically deactivated
in order to well distinguish each packet path, also minimizing the presence of
errors. Additionally, sendInterval variable has the same purpose, but it will
be treated in a next section. The distance variable could be fixed to obtained
a constant SNR or computed as a function of propDelay, while increasing the
error probability. The application parameters can be configured to obtain the
desired application behaviour. For this work, simulations were carried out for a
long enough time and with no pause in the application. Moreover, the applica-
tion starts after 500𝑚𝑠 the beginnin of the simulations. This allows us to avoid
the overlap between initials control message and data ones. In conclusion, as we
will discuss later, we preferred to make the initial control RRC message ideal,
by setting rrcIdeal to false.

Regarding the HARQ, it is usually disabled since its 5G NR version is not yet
optimized for NTN cases and this also allows us to better isolate the scheduler
performance. In addition, the simulation parameters were configured so that
the value of SNR is basically always very high and the error rate is set to zero.
This is made possible by configuring the constant distance value at 2000𝑘𝑚, en-
suring an SNR value around 30𝑑𝐵, and setting the errorRate variable to zero.
Please remember that our goal is to understand what role propagation delay
plays in these kind of systems.

Where TCP is used as transport protocol, our choice falls on the Cubic version
with the following parameters [76]:
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TCP Cubic Value

Mininum reTx timeout 200 ms
Fragment expiration timeout 200 ms
Send and receive buffer size 13 · 106 byte

Table 5.3: TCP Cubic parameters.

Furthermore, the TCP socket segment size is set equal to packetSizeBytes
to keep packets intact and the DelAckCount, i.e. the number of packets to wait
before sending an ACK, is set to one.
At RLC level, the choice fell on the RLC UM version [77]. Default buffer sizes
have been increased to avoid data loss at upper layers, and the report buffer
status and reordering timers have been increased respectively to three and two
times the maximum propagation delay, to account for its non-negligible value.
The same treatment is also necessary for RRC timers [78]: in particular the values
of ConnectionRequestTimeoutDuration, ConnectionSetupTimeoutDuration,
ConnectionRejectedTimeoutDurationandLteUeRrc::T300have been increased
to account for the non-negligible propagation delay. These parameters refer to
specific timers and constants that manage the timing and behavior of connec-
tions and communication processes between the UE and the network at RRC
layer. Specifically, they are responsable for establishing, maintaining, and re-
leasing radio bearers, as well as for controlling the mobility of users.

5.1.1 Graphical result metrics

In this subsection, the metrics to produce the main result plots are explained.
In particular, they are the outcome of several different simulations, characterized
by different RngRun values, i.e., a mechanism for controlling the randomness and
also ensuring reproducibility and statistical rigor in the simulations. Usually
both average and median results are provided.

• PHY-layer throughput: it is computed as the ratio of the sum of all DL
and UL packets correctly received during the simulations at PHY level, and
the total time from the first transmitted and last received packets, looking
from the produced file RxPacketTrace.txt. If first and last packets are
received at the same time or there is only one packet in the data frame,
the time difference would be zero and the throughput would be infinite,
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so the value is set to zero independently. The unit of measurement used is
𝑀𝑏𝑝𝑠.

• APP-layer throughput: it is computed as the ratio of the sum of all
Application (APP) packets correctly received during the simulations, and
the total time from the first trasnmitted and last received packets, look-
ing from the produced files udp-app-trace.txt or tcp-app-trace.txt,
depending on the used transport protocol. If first and last packets are
received at the same time or there is only one packet in the data frame, the
time difference would be zero and the throughput would be infinite, so
the value is set to zero independently. Sometimes in these kind of plots,
the source rate may be represented too. However, it is computed with a
different and bigger time interval: in fact, it is the time between the simu-
lation start and stop instants. For that reason, in some plots it may appear
that the APP-layer throughput is higher than the source rate, but this is
only due to an unfair time comparison.

• APP-layer latency: the latency value of each APP packet is directly pro-
vided by udp-app-trace.txt or tcp-app-trace.txt files, depending on
the used transport protocol. Both average and median are provided and
expressed in 𝑚𝑠.

• APP-layer PDR: it is the ratio between the number of received and trans-
mitted packets. The results are procuded looking from the produced files
udp-app-trace.txt or tcp-app-trace.txt, and the range of possible val-
ues is from 0 to 1.

• Congestion Window: it is computed only for TCP case, looking from the
produced file tcp-app-trace.txt. These plots are useful to analyze how
our system performs for specific propagation delay values.

5.2 Comparison with ideal link

The first step of the work was to perform some simulation with the native
script three-gpp-scen-10-delay-test.cc. It represents the starting point of
the ns3-ntn module, after the combination between the ns3-mmwave baseline and
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the dedicated channel model developed for NTN communication. The simu-
lated scenario is similar to the one in Figure 4.3 and the distance was set to
2000𝑘𝑚 (LEO satellite), in order to guarantee high values of SNR. However, the
results did not meet the expectations: for UDP the PHY throughput and latency
were totally meaningless, with the PDR fixed to one. Instead for TCP, similar
results about PHY throughput, disproportionate latency values and rather low
PDR values were obtained. Nevertheless, what we expect to find is that UDP
starts to go wrong, in terms of throughput, latency and PDR, when the channel
gets worse, while TCP should go wrong independently because its extreme sen-
sitivity in terms of latency, which is being put to a severe stress in NTN systems.
Trying to change the distance variable and make it as a function of the propa-
gation delay, results get even worse, due to the fact that when the propagation
delay grows then SNR decreases, introducing errors into the channel. For this
reason the graphs for these specific cases have been omitted.

To better understand what the problems were, a new script was needed:
exactly the same as the original one but which exploited an ideal link. For that
purpose, test-ideal-delay.cc script has been developed. However, working
with an ideal link, the APP throughput was equal to the source rate and the
PDR fixed to one, as illustrated in Figure 5.1a. Still, there was a problem: the
latency in UDP was linear with the propagation delay, as expected, but in TCP
the scale factor was approximately about ten (Figure 5.1b).

(a) APP-throughput (b) Latency

Figure 5.1: test-ideal-delay.cc results.

A first hypothesis was to justify the problem by some malfunctioning of the
protocol stack. More investigations followed concerning the role of appDataRate,
scheduler allocations, Channel Quality Indicator (CQI) computations, and so on.
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Attempting to print TCP congestion windows for some specific propagation de-
lay values was also unsuccessful. Then, a study on how the TCP latency varied
as the appDataRate changes is illustrated in Figure 5.2. This problem of TCP,
can be justified by the long waiting time before receiving ACKs. In fact, due to
the long propagation delay, the value of RTT is much bigger than the application
data rate. This causes the packet delay to grow more and more, when propa-
gation delay and application data rate increase too. This is highlighted by the
Figure 5.2, in which in 5.2a, the relationship between latency and propagation
delay appears linear, whereas in 5.2b it appears as exponential. This is also
highlighted by other studies in the literature, such as in [79].

(a) appDataRate = 10 kbps (b) appDataRate = 990 kbps

Figure 5.2: TCP latency comparison with different appDataRate.

Analysing this issue in depth, it turned out that there were inconsistent
delays between consecutive packets. After ensuring that the delays at the RLC
level were constant once the propagation delay was fixed, it was necessary to
develop an application that transmitted packets sporadically and with a not
too large package size. This would allow us to focus more closely on the path
of each individual packet. For this reason, test-leo-interval.cc script was
developed.

5.3 Send Interval Application

The test-leo-interval.cc script was created to fulfill the requirement for
an application capable of sending packets intermittently and with manageable
packet sizes, enabling us to focus more closely on the path of each individ-
ual packet. The script is very similar to three-gpp-scen-10-delay-test.cc.
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Moreover, it does not use the standard available ns-3 application, but new one
has been developed: app-intermittent-
send.h. This latter is able to send packets with a specific sendInterval value
by SendPacket and ScheduleTxmethods.

5.3.1 UL Scheduling problems

The focus of this subsection is checking the proper functioning of the sched-
uler. For that purpose, app-intermittent-send.h comes to our aid. Through
it, we have the possibility to associate each packet with its correspondent SR,
grant, transmission and reception. This approach has been useful in identifying
a problem in the UL scheduling process. In particular, what appeared was that
some grants were not exploited, even though there were certainly packets in the
transmission buffer at that specific time instant. Furthermore, the PHY-level re-
ceptions of some UL packets appeared out of phase with what was found at the
application level. The difference was in fact 100𝑚𝑠, whereas we would expect
at most a few 𝑚𝑠, due to the application processing. The problem was related
to the exclusion of propagation delay in the slot allocation computation. When
a Tx is scheduled in UL, the mechanism to understand when the BS will receive
the relevant packet is used. However, it was only used to find out whether it
would be possible to schedule more data in that specific slot in the future, but
not to apply the correction in the Rx instant by the BS side. Thus, the BS ex-
pected to receive the packet immediately after allocating the grant, not waiting
for the required RTT (grant delivery + Tx). However, in some cases we were able
to receive some packets thanks to some fortunate combinations with reception
instances allocated for other packets . This was because the application traffic
was periodic, due to the presence of sendInterval.
To correct this problem, a resource allocation algorithm, similar to the DL coun-
terpart, was implemented in src/mmwave/model/mmwave-enb-phy.cc, in partic-
ular in the StartSlotmethod. The goal is to split each slot allocations into the
ones used for sending DCIs, thus reporting all scheduled Transmission Time In-
terval (TTI)s and the ones used for transmission and/or reception in the current
slot, which do not comprise UL DATA TTIs.
The first step is to get the current wrong allocations:

1 m_lastSlotStart = Simulator::Now();

2 m_currSlotAllocInfoForDcis = m_slotAllocInfo[m_slotNum];
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3 m_currSlotAllocInfoForTxAndRx = m_slotAllocInfo[m_slotNum];

4

5 Time framePeriod = MilliSeconds(10.0);

6 Time subframePeriod = MilliSeconds(1.0);

7 uint32_t doubleDelayInSubframes = (2 * m_propDelay.

GetMilliSeconds()) / subframePeriod.GetMilliSeconds();

8 uint32_t delayedUlDataSubframe = m_sfNum+doubleDelayInSubframes;

9 uint32_t delayedUlDataFrame = m_frameNum;

10 uint32_t rawFrameDelay = (m_sfNum + doubleDelayInSubframes) / 10;

11

Where all time quantities have been converted into frames/subframes, then
we passed to estimate the UL DATA TTIs reception time using the propDelay:

1 //If the delay moves us into the next frames, we need to account

for it and recompute the subframe delay accordingly

2 if(rawFrameDelay != 0)

3 {

4 delayedUlDataSubframe = (m_sfNum+doubleDelayInSubframes)%10;

5 delayedUlDataFrame += rawFrameDelay;

6 }

7

8 // Struct holdings frame, subframe and slot

9 SfnSf key = SfnSf(delayedUlDataFrame , delayedUlDataSubframe ,

10 m_slotNum);

11

12 // increment later the iterator since erase invalidates it

13 for (auto tti = m_currSlotAllocInfoForTxAndRx.m_ttiAllocInfo

14 .begin();

15 tti != m_currSlotAllocInfoForTxAndRx.m_ttiAllocInfo.end();)

16 {

17 // If DATA and UL

18 if((*tti).m_ttiType != TtiAllocInfo::CTRL &&

19 (*tti).m_tddMode == TtiAllocInfo::UL_slotAllocInfo)

20 {

21 if (m_prevAllocatedTtiForUl.find(key) ==

22 m_prevAllocatedTtiForUl.end())

23 {

24 m_prevAllocatedTtiForUl.insert(std::make_pair(key,

25 std::vector<TtiAllocInfo > {}));

26 }

27 // Delaying Tx of UL DATA TTI

28 m_prevAllocatedTtiForUl[key].push_back(*tti);

29 // Remove UL DATA DCI from receptions expected during
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30 // this slot

31 m_currSlotAllocInfoForTxAndRx.m_ttiAllocInfo.erase(tti);

32 }

33 else tti++;

34 }

35

After that, finally fixing the previously TTIs:

1 // Retrieve the previously stored UL DATA TTIs

2 key = SfnSf(m_frameNum , m_sfNum, m_slotNum);

3 auto prevStoredUlTtis = m_prevAllocatedTtiForUl.find(key);

4

5 if (prevStoredUlTtis != m_prevAllocatedTtiForUl.end())

6 {

7 for (auto tti : prevStoredUlTtis ->second)

8 {

9 // Look for the first TTI allocated after, and insert

10 // before that

11 auto nextInsertedTti = m_currSlotAllocInfoForTxAndRx.

12 m_ttiAllocInfo.begin();

13 while (nextInsertedTti ->m_dci.m_symStart < tti.m_dci

14 .m_symStart &&

15 nextInsertedTti != m_currSlotAllocInfoForTxAndRx

16 .m_ttiAllocInfo.end())

17 {

18 nextInsertedTti++;

19 }

20 // Insert at the proper place to keep intact sorting

21 // instead of at the beginning

22 m_currSlotAllocInfoForTxAndRx.m_ttiAllocInfo.insert(

23 nextInsertedTti , tti);

24 }

25 }

26

Listing 5.1: UL scheduling correct allocations.

The above algorithm takes into account the minimum delay that the BS has
to wait before receiving messages from UE. This obviously works because it
assumes that the BS knows exactly the propDelay. After this implementation,
the study mainly focus on the UL case.

This work has allowed us to identify another problem thattest-ideal-delay
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inherits from three-gpp-scen-10-delay-test. A few hundred 𝑚𝑠 after the
application begins, SRs started appearing every 10𝑚𝑠. As we might expect, the
issue was related to the early expiry of a timer. The ReportBufferStatusTimer
was in fact set to a value of 10𝑚𝑠, triggering the mad sending of BSRs. By
increasing its value to at least one RTT, the problem was fixed. In addition, this
led us to discover a further error in the native ns3-ntn module example script:
namely the use of LteRlcUm for the UE and the LteRlcUmLowLat version for the
BS. Both were subsequently set to the LteRlcUm version. Furthermore at this
point, the decision to work with rrcIdeal was taken. It allowed us to better
distinguish the control packets from the data ones and to avoid some errors in
the scheduler associated with high propagation delay values. Indeed, activating
rrcIdeal enables for the initial control communications at the RLC level to be
idealized, avoiding any problems before data transmission even begins.

5.3.2 GBS performance with UDP and TCP

All the previous adjustments allowed us to get a stable and working version
of the simulation script. Now, a more precise and punctual study on the func-
tioning of the native GBS will be carried out. In particular, its performance will
be tested using different Send Interval (SI) values and adopting UDP and TCP
as transport protocols. This will highlight the limitations that the terrestrial
protocol stack has in NTN environments and emphasize the limitations of GBS
in scenarios with large propagation delays.

GBS: UDP and SI = 100 ms

The first case considered is with UDP and sendInterval = 100ms, i.e. 10
pckt/s. A discrepancy between the values of UL receptions at PHY level and
APP receptions emerged. Particularly towards the beginning of the simulation,
where ULs of 547 bytes at the PHY level matched Rxs of 272 bytes at the APP
level. This phenomenon appears only when the propagation delay was bigger
than half of SI. This is mainly due to some features of the GBS approach im-
plemented natively in ns3-ntn. In fact, with GBS every time a new packet is
produced we send a BSR for all Tx buffers, regardless of what we have already
sent an SR for. In the case for which the RTT is lower than the SI, then the UE
receives each grant before a new packet is even generated, which is why a single
packet is always sent at a time. Instead in the opposite case, the UE receives
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the grant after generating at least one new packet, with the consequent sending
of a new BSR that duplicates the request for resources already made by the
previous one. This allows the user to send more packets at the same time, due
to receiving duplicate grants that communicate the allocation of more resources
than necessary. Moreover, this phenomenon leads to a waste of resources at the
PHY level.

To clarify this phenomenon, let us take as an example what would happen
at the beginning in 𝑆𝐼 = 100𝑚𝑠 case, as illustrated in Figure 5.3.

Figure 5.3: Scheduling processes for UDP, 𝑆𝐼 = 100𝑚𝑠 and 𝑅𝑇𝑇 > 𝑆𝐼.

When the application starts, an initial packet is generated and a subsequent
BSR is transmitted. After 100𝑚𝑠, a new packet is generated and a BSR for two
packets is sent. This is accomplished before the first grant is received by the UE.
However, this mechanism does not take into account that an SR has already been
sent for the first generated packet, and ends up "duplicating" the request with
the second BSR. Subsequently, upon the receipt of the first grant, the user will
transmit the first packet. Instead, the reception of the second grant will occur
after approximately 100𝑚𝑠 + 𝑅𝑇𝑇, i.e. when the UE has already generated the
third packet. Still having second and third packets in the buffer and receiving
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a grant for two packets (associated with the second BSR), the user will send
second and third packets together. All this not before the third packet has sent
a new BSR. This then generates a snowball effect whereby duplicated BSRs are
passed to BS, which by the time the corresponding grants will have expired,
since the related packets will have already been transmitted thanks to previous
grants. In addition, the current expired grant will not be wasted, because it
will be used by newly generated packets. The effect of all this is highlighted by
the following results. Please notice that, to achieve a fairer comparison in the
various cases, the receiving application was set to close after some extra time,
equal to 3𝑡𝑝 . In this way, any transmitted packets still in transit or waiting for
grant would be received in time.

As we can see in Figure 5.4a, APP-throughput is exactly as we expect it to be:
the trend is downwards as the same number of packets are transmitted but in a
longer time, due to the increase in propagation delay.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 5.4: GBS results with UDP and SI = 100 ms.

However, there is a spike approximately at 𝑡𝑝 = 50𝑚𝑠. It corresponds to
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the case just discussed above, in which the UE is able to send two packets
simultaneously, thanks to a "duplicate" grant. In fact, this happens exactly
when the RTT exceeds the SI value. The same thing appears in Figure 5.4b
and Figure 5.4d. Respectively, in the first the trend is costant and not downhill
because in this case the difference in times between the first and last received
packet is used, and not between the first transmission and the last reception,
as specified in Section 5.1.1. This ensures that the time interval is practically
the same, as 𝑡𝑝 does not affect it. On the other hand, the spike corresponds
to the phenomenon that occurs at 800𝑚𝑠 in Figure 5.3: the UE then receives a
grant for two packets, but only keeps one in the buffer. This leads to padding
which implies waste of resources. Instead, the latency has a constant trend to
3𝑡𝑝 as we expect, with the consequent lowering at the same point for what has
been discussed so far. After the lucky case at 800𝑚𝑠, subsequent packets no
longer have to wait 3𝑡𝑝 , but only a little more than one. This is because they are
able to use expired grants not exploited by previous packets. In fact, each new
generated packet is transmitted thanks to the grant associated with the previous
packet, but, at the same time, it triggers the sending of a BSR whose grant will
be exploited by the next packet. Finally , the PDR graph shows no errors during
the simulation.

GBS: TCP and SI = 100 ms

In the same case but with TCP, performance is almost identical. The PHY-
throughput cannot be considered for this type of analysis, as it also counts the
various ACKs and control messages used by TCP, so it would not give the right
picture of what is going on.

(a) APP-throughput (b) Latency

Figure 5.5: GBS results with TCP and SI = 100 ms.
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A slight overall drop in APP-throughput and a step up in latency around at
75𝑚𝑠 are justified by the initial delays introduced by TCP with the three-way
handshake procedure and the waiting time for all ACKs. The PDR graph is
again fixed at one and is omitted for simplicity.

GBS: UDP and SI = 10 ms

As expected, the APP-throughput in Figure 5.6a is characterized by a de-
creasing trend as in the previous cases, but with values about 10 times higher
due to the lowering of the SI, i.e., increasing of the data rate. Periodically steps
up appear: this is the same phenomenon we had in the case with 𝑆𝐼 = 100𝑚𝑠,
but with a higher frequency due to the lowering of the SI. In particular, we send
more packets together at a time in which with a lower 𝑡𝑝 we could not. This
happens by sending multiple SRs before receiving each grant, because the RTT
goes up as the 𝑡𝑝 also goes up.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 5.6: GBS results with UDP and SI = 10 ms

In Figure 5.6b, the PHY-throughput increases constantly as the propagation
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delay increases. This is due to the phenomenon that as we increase 𝑡𝑝 , the buffer
will get fuller and fuller, as packet generation is constant every 10𝑚𝑠. Further-
more, with each new packet generated, we send a new BSR. This will allow
us to receive very large grants, being able to send many more future packets
together, but with a more aggressive use of padding. This is due to the fact
that the user receives more transmission opportunities than available packets
ready to be transmitted in the buffer. The step increase is due to the discrete
and periodic way of sending the packets and how this fits in with the received
grants. Each step up corresponds to the moment when we are able to include
one more packet in a transmission where in the previous case we could not. This
highlights the waste of resources we have as 𝑡𝑝 increases using GBS.
Latency has a similar behaviour of SI=100ms, but with many more spikes (Fig-
ure 5.6d). These in fact correspond to the times when more packets can be sent
together by decreasing the latency. The trend in the very first cases for low 𝑡𝑝 is
about 3𝑡𝑝 on average. However, it is then lowered by the sending of numerous
packets with a latency of only one 𝑡𝑝 , as they exploit extra BSRs generated by
previous packets and never utilised. The periodic drops at 10𝑚𝑠, 15𝑚𝑠, 20𝑚𝑠,
and so on correspond to the upward steps in the APP-throughput, while the
others always correspond to the cases where we send more packets together
than in the case with slightly lower 𝑡𝑝 .
Another important observation concerns the latency values obtained. In fact,
they are lower than in the same case but with 𝑆𝐼 = 100𝑚𝑠. This appears to be a
contradiction, as better performance is achieved in a case where traffic is more
aggressive. However, this phenomenon is justified by analyzing the relationship
between SI and propagation delay values. In the case with the slower data rate,
in fact, the first packets were characterized by an initial transient of around 3𝑡𝑝
of latency, which then decreased by a propagation delay. This occurred because
newly generated packets were able to exploit grants associated with BSRs of
previous packets, thus reducing the delay. In the case where the 𝑆𝐼 = 10𝑚𝑠, the
transmission opportunities of UE become ten times greater, due to the decrease
of the SI, leading to more chances of lucky transmissions thanks to expired BSRs.
All this leads to convergence of the delay values of a little more than one tp, thus
improving the performance in terms of latency.
In conclusion, PDR plot in Figure 5.6c is basically perfect as always.
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GBS: TCP and SI = 10 ms

Finally, in Figure 5.7, it is possible to analyse a case in which the propagation
delay actually adversely affects the system performance. This happens using
TCP as transport protocol, due to its high sensitivity in terms of latency. In
Figure 5.7a, we can see as the APP-throughput initially performs similarly to
the case with UDP, but for 𝑡𝑝 >= 55𝑚𝑠 things get worse and worse. A similar
phenomenon also occurs with regards to latency, in Figure 5.7b. The beginning is
again similar to the UDP counterpart, but then a total explosion in transmission
delays occurs.

(a) APP-throughput (b) Latency

Figure 5.7: GBS results with TCP and SI = 10 ms.

In this case, the system does not work as we would like due to the TCP timers
expiring, since the high value of the propagation delay. More work to adapt the
TCP transport protocol to NTN scenarios is needed in the future. This behavior
is also justified by the fact that the congestion window is reset several times, as
we see in Figure 5.8 with 𝑡𝑝 = 99𝑚𝑠.

Figure 5.8: Congestion window with TCP, 𝑡𝑝 = 99𝑚𝑠 and SI = 10 ms.
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Enabling HARQ has brought some slight improvement in the graphs, avoid-
ing some packets being lost, but without a big impact. This is because we are
working at low rates and considering an almost ideal channel. For higher ones
what we expect is that HARQ will even worsen things for its current imple-
mentation in the module. In fact, we know that it needs to be changed for
non-terrestrial environments, proposing new solutions and enhancements.

All this work has allowed us to better understand the functioning of the GBS
implemented in the ns3-ntn module. It also made us understand why, as the SI
decreases, the PHY-throughput increases if 𝑡𝑝 increases too. What happens is
that by decreasing the SI, we send more and more BSRs that are increasingly
larger before receiving a grant. On the BS side, these large grants are fully
exploited, regardless of the number of packets in the buffer. This leads the
user to send several packets and using padding in case we do not have enough
packets to transmit, with consequent waste of resources. This phenomenon
occurs in almost all cases, but obviously it is more evident with high 𝑡𝑝 and few
SI. In addition, these transmissions of many packets appear at the beginning
of the simulation, when the transmission buffers are full of packets, reaching a
convergence of BSR and Tx of one packet for the rest of the simulation. This is
because little by little we are always able to empty the transmission buffer. Thus
leading to transmit each packet with just over one 𝑡𝑝 of latency by exploiting BSR
of previous packets, but at the same time, requiring new transmission resources,
which will be exploited by subsequent packets. What we can conclude is that
the PHY-throughput increases when 𝑡𝑝 grows up or SI decreases, leading to the
advantage of significantly lowering the latency, but at the cost of wasting a lot
of PHY resources, when using UDP. While in TCP case, more adaptation work
is needed in the future to make it work properly. Finally, in the next chapter we
will see other possible scheduling approaches, and we will test them against the
GBS.
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Scheduling with periodic and

aperiodic traffic

This chapter focuses on the study of scheduling protocols in periodic and
aperidic traffic scenarios. New scheduling solutions that can go beyond the GBS
limitations are proposed. In particular, the SPS approach can indeed be useful
in optimizing resources, especially in periodic traffic situations. The already
discussed GBS problem concerns the sending of duplicate BSRs. The UE sends
a BSR every time a packet is generated and the BS schedules grants based on
these reports. The first BSR correctly reports the packets contained in the buffer
from the user side. However in situations where 𝑅𝑇𝑇 > 𝑆𝐼, the second BSR
already duplicates the request for the first packets, as the first grant will arrive
after the transmission of this latter. This effect gets worse as the 𝑡𝑝 increases
and the SI decreases, i.e. as the data rate increases, leading to the minimization
of packet latencies to one 𝑡𝑝 , at the cost of a large waste of physical resources.
Furthermore, this thing sabotages any traffic prediction or SPS mechanisms by
the BS.

Currently, the 𝑛𝑠3 − 𝑛𝑡𝑛 module does not have an SPS version implemented
yet. For this reason, a dedicated version has been designed and implemented.
In particular, it can be activated by enabling the enableSPS flag. Even though
from 3GPP standards we expect that scheduling protocols are implemented on
the BS side, this version is implemented from the UE one. In fact, it is designed
for applications that can distinguish the type of their traffic. For instance, an
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environmental monitoring application for which when nothing happens only
periodic control messages are sent and when something environmental phe-
nomenon occurs the data rate increases and the traffic becomes aperiodic, due
to all feedback signals. The implementation from the UE side also allows to
choose the best scheduling approach according to the traffic type, without wait-
ing for a propagation delay, as the application can realize it almost instantly.

Our goal is to test the performance of the two types of schedulers under
periodic and aperiodic traffic conditions, to understand which one is more con-
venient to use in different cases. What we expect to do is to use the SPS in
periodic traffic situations and GBS with the aperiodic one, using a higher over-
head, but achieving greater precision and punctuality in this case.

6.1 Semi-Persistent Scheduler implementation

SPS has been implemented on the user side and it works by managing the
sending of BSRs. Then, the BS simply allocates resources based on the requests
it receives. For this purpose, ReportBufferStatusTimer and ReordiningTimer
values at RLC level have been increased, to ensure they do not expire during
the scheduling process. The main changes have been made in lte-rlc-um.h
and lte-rlc-um.cc. The protocol works so that when the application starts,
and more precisely when the first packet is produced, a BSR is sent including
the packet itself and some future ones. The choice of the size is done according
with RTT. In fact, how many packets will be produced in that time interval is
calculated, and the request for resources will be made to ensure that they can
all be transmitted together, after the reception of the first grant. The calculation
is done in line with the following formula:

𝑛𝑢𝑚𝑝𝑐𝑘𝑡 =

⌊︃
𝑅𝑇𝑇

𝑆𝐼

⌋︃
+ 1 (6.1)

In conclusion, the scheduling process occurs as illustrated in Figure 6.1. The
mechanism is able to predict the number of initial packets generated in a RTT
and then send single BSRs for each packet, starting from the knowledge of the
propagation delay and the packet production period. The sending time of each
individual BSR is chosen so that the corresponding grant is received just after
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the generation of a new packet. This allows to lower the latency of all packets,
except for the initial ones, to one 𝑡𝑝 and optimizes the use of physical resources
used in UL.

Figure 6.1: Semi-Persisten Scheduling process.

6.2 Periodic traffic

As first step, we analyze the performance of SPS in periodic traffic situation.
In order to have a fair comparison, the same scenarios studied for the GBS case
will be proposed, i.e. 𝑆𝐼 = 100𝑚𝑠 and 𝑆𝐼 = 10𝑚𝑠, as analyzed in Section 5.3.2.
Furthermore, parameters such as simulation time, fixed distance and other script
variables will be configured in the same way.

SPS: UDP and SI=100ms

At the APP-throughout level, the performances correspond to those we ex-
pect (Figure 6.2a). The trend is in fact of constant linear decreasing over time.
This is because we no longer have the phenomenon that appeared in the GBS,
whereby in some lucky combinations, it was possible to transmit packets faster
than expected by exploiting duplicate BSRs, depending on the relationship be-
tween SI and RTT. Here each packet is transmitted in the shortest possible
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time, as a function of propagation delay. Please remember that the reason why
throughput is higher than source rate is due to the different time intervals with
which they are computed, as explained in Section 5.1.1.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 6.2: SPS results with UDP and SI = 100 ms.

The big first difference is represented in 6.2b, where the PHY-throughput
performance is practically constant over time. This is enabled by SPS’s more
intelligent scheduling technique, which never requires unnecessary extra re-
sources, thus minimizing the overhead at the PHY level. The small step at 50𝑚𝑠
corresponds to the size variation of the first BSR. In fact, when 𝑆𝐼 = 100𝑚𝑠, for
𝑡𝑝 < 50𝑚𝑠 it includes only one packet, while in the opposite case it includes two.
However, the trend is not horizontal as in Figure 5.4b, but it varies slightly as
𝑡𝑝 increases, due to the implementation of SPS. In fact, it schedules Txs a few
fractions of a millisecond after the generation of packets, in order to be sure to
transmit them correctly. The PDR in Figure 6.2c is basically perfect and equiva-
lent to the GBS case. Finally, the latency has a fixed linear growth trend to one
𝑡𝑝 . This is due to the fact that, apart from the packets contained in the first BSR,
all subsequent ones are characterized by a delay equal to a few ms more than
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the propagation delay.

SPS: UDP and SI=10ms

This case turns out to be very similar to the previous one just discussed, with
some differences due to the variation of the SI. The APP-trhoughput has a linear
downward trend, with values similar to the GBS counterpart (Figure 6.3a). As
illustrated in Figure 6.3b, the PHY-throughput has a slight growth trend due
to the size of the first BSR as a function of the RTT, but it remains pratically
constant as the propagation delay increases. While in the GBS case the waste
grew very quickly as the 𝑡𝑝 increased, as huge grants were wasted mostly by
padding procedures. The PDR is always perfect for all 𝑡𝑝 values (Figure 6.3c).
In conclusion, the latency trend also remains linearly growing proportional to
just over one 𝑡𝑝 , as illustrated in Figure 6.3d.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 6.3: SPS results with UDP and SI = 10 ms.

We can therefore conclude that the SPS approach allows us to obtain very
similar performances (approximately of one 𝑡𝑝) to the GBS counterpart in terms
of latency, but at the same time, it allows to optimize the use of physical resources
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and the consequent wastes. These results can be achieved only starting from the
knowledge of the propagation delay between UE and BS, and assuming that the
traffic is periodic. In the next section we will investigate what happens when
this last assumption is missing, and we will test the performances of SPS and
GBS with an application switching from periodic to aperiodic traffic and vice
versa: Crazy Application.

6.3 Aperiodic Traffic

This section is dedicated to the study of the performance of the proposed
scheduling protocols in aperiodic traffic situations. As we know, the GBS ap-
proach is well suited to any type of scenario, with all its advantages and limi-
tations. On the other hand, the SPS approach would make no sense to be used
in aperiodic traffic situations, so it needs to be adapted. For the purpose, it
was necessary to implement a new type of application, called Crazy Application,
which can be activated with the enableCrazyApplication flag. In fact, it is
designed to simulate applications, such as environmental monitoring, in which
most of the time only periodic control messages are transmitted, while when an
environmental phenomenon occurs the traffic becomes aperiodic and character-
ized by a higher transmission rate. The chosen scenario for the simulations is
the following: the application time is divided into three intervals. In the first
and last one the traffic will be periodic with constant SI equal to 30𝑚𝑠, while
in the second one the traffic will be aperiodic with 𝑆𝐼 = 15𝑚𝑠 on average, but
with the possibility of oscillating with a margin of 10% of the periodic 𝑆𝐼, thus
introducing some randomness in the traffic. GBS approach will be maintained
for the entire simulation time and therefore it will adapt automatically to the
type of traffic used. For SPS, we propose a new scheduler implementation,
referred to as Smart Scheduler, with the assumption that the end user is able
to understand the type of traffic (i.e., periodic or aperiodic) generated at the
application with no additional delays. In this way, Smart Scheduler can act as
SPS in situations of periodic traffic, and as GBS otherwise. This is also made
possible by the implementation of the scheduling protocol on the UE side. If
it had been implemented on the BS side, as expected from 3GPP standards, a
traffic prediction algorithm on the BS side would have been needed and the
whole process would have been delayed by at least one propagation delay, due
to the long distance between user and satellite. UE is the first to realize that its
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traffic has changed so it makes sense to intervene on the user side by managing
the sending of BSRs. Before moving on the comparison between the two cases,
let’s see why it is not convenient to use the SPS approach with aperiodic traffic,
but instead it is necessary to develop the Smart Scheduler.

SPS: UDP and Crazy Application

In this case, the SPS approach is in no way able to predict, and consequently
adapt, to variations in the type of traffic. For this reason, it works as if the
application always generates packets with 𝑆𝐼 = 30𝑚𝑠, even in cases where the
traffic becomes aperiodic. The results are illustrated in Figure 6.4

(a) PHY-throughput (b) Latency

Figure 6.4: SPS results with UDP and Crazy Application.

As expected, Figure 6.4a shows the constant behavior of the PHY-throughput
as the propagation delay varies. In fact, it coincides with the cases in which we
tested the SPS approach in periodic traffic situations: the way in which transmis-
sions are scheduled is completely constant in the simulation time, and decided
at the beginning, starting from the knowledge of the propagation delay. In-
stead, Figure 6.4b illustrates the real reason why it is not convenient to use the
standard SPS approach in aperiodic traffic conditions. What happens is that the
initial packets are scheduled correctly, while when the type of traffic changes,
the packets accumulate more and more delay leading to a sharp deterioration of
performance in terms of latency. The reliability of the UDP transport protocol
remains high in this case with a fixed distance of 2000𝑘𝑚, but large degrada-
tions are found in the time in which I can correctly receive each packet.

We can now move on to comparing the results obtained using GBS and Smart
Scheduler approaches with the Crazy Application.
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GBS: UDP and Crazy Application

In Figure 6.5a we can observe that the trend is exactly the same as already
obtained in the GBS study in periodic traffic situations. On average, a linear
decrease in throughput is obtained, characterized by some steps due to the
relationship between SI and RTT. Furthermore, the presence of some noise in
the function is due to the randomness introduced by aperiodic traffic situations.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 6.5: GBS results with UDP and Crazy Application.

The same can be said for the results in Figure 6.5b: the trend is substantially
linear growth, with a lower speed than the case with fixed 𝑆𝐼 = 10𝑚𝑠 studied
in Section 5.3.2. Furthermore, the results are mainly due to the inefficiency that
we have in the aperiodic traffic interval, which adds a greater waste of resources
at the physical level, and in addition introduces randomness in the function. In
conclusion, the results in Figures 6.5c and 6.5d are similar with those already
obtained in Section 5.3.2: the PDR is always perfect and the latency values are
slightly higher than a propagation delay, with the usual serrated trend due to
the relationship between SI and RTT.
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Smart Scheduler: UDP and Crazy Application

In Figures 6.6a, 6.6c and 6.6d we obtain results very similar to those of the
previous case, in particular the latency values settle at just over one 𝑡𝑝 . Please
notice that the APP-throughput and latency behavior is no longer perfectly linear
as in the only periodic case. In particular, it has a jagged behavior and a certain
margin of randomness, due to the aperiodic traffic interval in which the GBS
approach is used.

(a) APP-throughput (b) PHY-throughput

(c) PDR (d) Latency

Figure 6.6: Smart Scheduler results with UDP and Crazy Application.

In conclusion, the graph that really allows us to understand the differences
in performance between the two approaches is the one in Figure 6.6b. Again,
there is some noise and pseudo-periodic behavior due to the aperiodic nature of
the traffic in the second interval and the resulting use of GBS. The trend appears
to be upward, but by carefully analyzing the graph some improvements can be
highlighted. The results are dominated by the huge waste of resources due to
the decrease of SI, i.e. increase of data rate, and by the use of GBS in the aperi-
odic interval. On the other hand, the use of SPS in the intervals with periodic
traffic allows to minimize the use of physical resources. This is mainly notice-
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able for high propagation delay values. In fact, when the 𝑡𝑝 has low values, the
performances are almost equivalent, with a slight improvement with the use of
SPS. While with high propagation delay values, the difference becomes clearer,
with a saving of 15𝐾𝑏𝑝𝑠, which approximately corresponds to 10% of physical
resources.

Similar results are obtained if we carry out the same simulations but varying
the value of the distance variable. In Figure 6.7, it is in fact calculated as a
function of the propagation delay used, with a consequent impact on the SNR
computation, which will gradually decrease as the propagation delay increases.

(a) PHY-throughput (b) Latency

Figure 6.7: GBS and Smart Scheduler with variable distance.

Figure 6.7a illustrates the substantial draw in terms of latency performance
between the two approaches: both in fact stand at little more than one propaga-
tion delay, mainly due to the initial transients of the two protocols which lead
to a latency of around 3𝑡𝑝 for the transmission of the first packets. Similarly,
similar results to the fixed-distance case are also present in Figure 6.7b. Where
the small minimal difference in terms of PHY-throughput becomes increasingly
evident as the propagation delay increases. In conclusion, the obtained plots
in the cases with fixed or variable distance illustrates the same results, except
for the introduction of greater noise, especially for high propagation delays, in
which the SNR value gets worse and worse, with consequent degradation of the
communication channel.

As already highlighted, the big waste is dominated by the large use of phys-
ical resources that occurs in the aperiodic interval. If we imagine the use of this
type of scheduling in scenarios where the length of periodic intervals is much
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longer than the aperiodic ones, this can lead to an even greater performance
improvement. Another possible point of growth could be to replace the GBS ap-
proach in aperiodic intervals with a traffic prediction algorithm. This could lead
to a further improvement of the scheduler performance, by focusing mainly on
how to handle aperiodic traffic. However, this thesis has highlighted how even
just optimizing the scheduler work in periodic traffic situations, it is possible
to achieve great enhancements in overall performance, in particular in terms of
overhead (PHY-throughout) and latency.
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7
Conclusions

This thesis has allowed to highlight the importance of scheduling processes
within cellular communications in NTN scenarios. In particular, emphasizing
the challenges to be faced and overcome in order to obtain an efficient com-
munication system even in these extreme environments. Precisely, parameters
such as propagation delay, latency and PHY-throughput have been taken into
account. The work started from the existing ns3-ntn module developed by the
Department of Information Engineering of the University of Padua. It has been
expanded, corrected and adapted for the specific objectives of this thesis. In the
first phase the focus was to study the performance of transport protocols such
as UDP and TCP, highlighting their weakness, particularly in relation to prop-
agation delay. Once this was done, a targeted study on the performance of the
Grant Based Scheduler under periodic traffic conditions was carried out. Then,
a dedicated Semi-Persistent Scheduler has been developed and implemented,
showing its advantages over the module’s native scheduling technique. Finally,
the two approaches were compared with a specific application capable of chang-
ing its traffic type from periodic to aperiodic and vice versa. The adaptability of
the Smart Scheduler approach showed a fair balance in terms of latency and large
advantages in terms of overhead, managing to decrease the PHY-throughput.
Possible future work could focus on the realization of traffic prediction mech-
anisms specific for aperiodic intervals and on the extension of this study in
situations with multiple moving users, who vary their distance from the satel-
lite, inevitably changing also the related propagation delay.
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