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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The aortic root anatomy and physiology role are widely developed

topics in the biomechanics literature [1, 2, 3, 4, 5, 6, 7]. Despite that,

the hemodynamics within the Valsalva sinuses and the function of

their epicycloidal shape are still not completely understood.

Studied firstly by Leonardo Da Vinci (1512-13), arriving to nowadays

in-vivo 4D-MRI studies [8], its flow’s vortical structure has been sup-

posed to play a fundamental role in the aortic valve closure dynamics.

Nonetheless, the aortic root design demonstrated to be crucial in pre-

venting severe health problems as the valve stenosis or regurgitation,

being the "anatomical bridge between the left ventricle and the acend-

ing aorta" [5].

The aortic root anatomy consists of the aortic valve, made up by three

leaflets and three aortic sinuses, which are three bulges originating

15



CHAPTER 1. INTRODUCTION

from the leaflets hingelines (see Figure 1.1).

Figure 1.1: Aortic Root Anatomy Description. Image from [9].

Developing from the ventriculo-arterial to the sino-tubular junction,

the aortic root forms a functional district of perfect complexity, which

can withstand pressure differences up to 100 mmHg during the dias-

tole, i.e., when the aortic valve is closed [1]. The most popular hy-

pothesis regarding the role played by the sinuses is to be part of a

"fluid control mechanism" that prevents the aortic cusps to touch the

aortic walls and traps the vortices, which facilitate the valve closure

reducing the reverse flow time.

Nonetheless, Fukui et al. showed the presence of multiple vortices

in each sinus in recent numerical simulations [10]. These vortices

change shape and intensity by varying the aortic root morphology, and

thus suggesting that the natural configuration could also play an active

role in the sistolic phase, i.e., the phase of flow ejection through the

aortic valve. This hypothesis seems to be confirmed in a recent study

by Toninato et al. [6], where measurements over different surgical
16



CHAPTER 1. INTRODUCTION

configurations of aortic valve implantation highlighted that the physi-

ological configuration is associate with the minimum energy loss over

the entyre cardiac cycle. However a physically-based explanation of

the role of the Valsalva sinuses is still elusive. To cover this bridge of

knowledge we want to apply the Topology Optimization approach to

investigate the possible natural criteria leading to the formation of the

aortic sinuses (see Figure 1.2).

(a) Image from [11] (b) Image from [11]

(c) (d) Image from [6]

Figure 1.2: Aortic Sinuses Overview. a) sinuses of Valsalva; b) annulus and valvular cusps; c) aortic
root model geometry; d) aortic root vortices scheme.

17



CHAPTER 1. INTRODUCTION

The topology optimization is widely used in several engineering fields,

allowing the design of optimal domain structures, disregarding any

topological classification of the initial condition [12]. The optimiza-

tion procedure has the goal of minimizing/maximizing a given func-

tional that constrains the variables of the mathematical model asso-

ciated to the considered phenomena. In this work, we adopt the den-

sity method approach, which considers the domain a porous material

whose porosity can locally change. In fluid dynamics simulation, this

leads to the formation of preferential flow paths of high permeability

(see for more details, the seminal works of Bendsùe and Sigmund in

[13], [14]).

The mathematical technique to solve this kind of problems requires

the use of advanced formulations and tools, such as the solutions of

the Navier-Stokes’s adjoint PDEs, as treated by Hinze et al. [15].

The topology optimization development lays its foundations on the

works of Sigmund and Bendsùe [12], and Deng et al. [16]. Moreover,

the bibliographic research on the state of the art relies on the works of

Dbouk [17] and Alexander et al. [18].

The present objective functional formulation is based on the mini-

mization of the energy dissipation, which depends on the strain rate

tensor and the material permeability effect.

Since some authors argued that eddies within the sinuses have a piv-

otal role in the aortic valve dynamics, for the first time, also the vor-

ticity has been take into account in a 3D model topology optimization
18



CHAPTER 1. INTRODUCTION

study.

In order to investigate on the optimality conditions leading to the aor-

tic root shape, some preliminary case studies have been developed.

The purpose is carried out a sensitivity analysis to tune the optimiza-

tion parameters, the functional weights, and to analyze the inertia ef-

fects on the final aortic root shape.

Finally, a series of multi-scenarios analysis has been performed, with

the idea to critically discuss the results and identify the criteria leading

Nature to promote the actual shape of the Valsalva sinuses.

19
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Chapter 2

Topology Optimization

The optimal distribution of resources has always played a critical role

dealing with real world problems. This is why, since its first devel-

opment by Bendsùe in 1988 [19], layout optimization has become

a widely popular approach to study and solve engineering problems

(see the review studies [14] and [20].

Three approaches belong to the family of layout optimization, namely,

the size, shape, and topology optimization (see Figure 2.1). The pur-

pose of the size optimization is to find the best value of the geomet-

rical parameters describing a given structure or domain. The shape

optimization goal is to find the optimal shape of a given topological

structure. In the topology optimization method, instead, the topologi-

cal structure is free to change during the optimization procedure, i.e.,

the number of holes in the domain structure can be different from

21



CHAPTER 2. TOPOLOGY OPTIMIZATION

the initial one. Therefore, this method has the advantage to weakly

depend on the initial guessed conditions.

(a) Size Optimization (b) Shape Optimization

(c) Topology Optimization

Figure 2.1: Size,Shape and Topology Optimization. Image from [21].

The topology optimization lays its foundations in the field of solid

mechanics and it was developed in order to deal with material distri-

bution problems. However, its fundamental methodology has demon-

strated to be suitable to treat any kind of partial differential equations

governing a mathematical model. This is the reason why, since the

2000s, it has been applied to a broad number of physics problems.

Among those, pure fluid dynamics or coupled problems, as the heat

transfer or the optimal transport problems, are the most challenging

processes to face with. Indeed, when fluid dynamics is the main driver

of the considered physics "the optimization problem becomes a ques-

tion of where to enforce relevant boundary conditions for the fluid

problem" [18].

The most used optimization approaches are the evolutionary tech-

niques, the density method, and the level set method (see Figure 2.2).

The evolutionary techniques are heuristic-based methods suitable to
22
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solve problems that are too hard to be solved using direct theoretical

methods, i.e., whose computational complexity is more than polyno-

mial. The density method selects the path where the fluid should flow,

simulating the presence of a porous media by introducing a fictitious

forcing in the governing equations. The level-set method, instead,

finds the optimal configuration propagating a given initial interface,

i.e., a level set.

(a) Density Method

(b) Level set Method

Figure 2.2: Comparison between the Density and Level set methods.
Images from [16]

Finally, according to the preferred discretization strategy in the lit-

erature, the Finite Element Method (FEM) has been chosen to solve

the PDE systems. The FEM has indeed the advantage to adopt linear

shape functions, which can be easily used to approximate the param-

eters that define the optimal design. [16], [17], [18].

23



2.1. PROBLEM FORMULATION CHAPTER 2. TOPOLOGY OPTIMIZATION

2.1 Problem Formulation

2.1.1 Problem Definition

The general topology optimization problem can be formulated as a

continuous-constrained non-linear problem that reads:







min
h,γ

J(h, γ)

subject to:
∫

Ω

γ(x)dΩ− β|Ω| ≤ 0,

0 ≤ γ(x) ≤ 1,

Governing PDEs.

(2.1)

Using the standard notation for optimization problems, J is the objec-

tive functional, γ and h are the decision variables, and the equalities

or inequalities they must satisfy are the constraints. The volume con-

straint is an operational bound, which permits the fluid to occupy no

more than a prescribed fraction of the domain. This further require-

ment is needed to prevent the achievement of trivial solutions.

The theoretical design optimization problem is based on a discrete

formulation, with γ ∈ {0, 1}; however, the fastest algorithms adopts

a continuous formulation, such as the Method of Moving Asymptotes

(MMA) [22] and the Generalized Optimality Criteria (GOC) [23]. In

these methods, the functional is assumed convex and is minimized

through the gradient analysis with respect to the design variable that
24
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define the functional itself.

Therefore, γ is considered a piece-wised linear continuous function

in the space, which interpolate the nodal values with the same shape

functions used to solve the velocity field in the FEM.

The physics is governed by the classical incompressible and time-

dependent Navier-Stokes equations, with Dirichlet and Neumann bound-

ary conditions, i.e.,







ρ∂tu−∇ · (µ∇u) + ρ(u · ∇)u+∇p = f in [0, T ]× Ω

∇ · u = 0 in [0, T ]× Ω

u = uD, on[0, T ]× ΓD

u|t=0 = u0, p = p0 in Ω
(

pI− µ∇u
)

· n = g, on [0, T ]× ΓN .

(2.2)

where Ω is the fluid domain, ∂Ω = ΓD ∪ΓN is the boundary, with ΓD

and ΓN the edges where the Dirichlet and Neumann conditions are

applied respectively. In (2.2), u is the velocity field, p is the pressure,

ρ is the fluid density, µ is the fluid dynamic viscosity, f is the forcing,

uD is the prescribed value of the velocity at the boundary, u0 and p0

are the velocity and pressure initial values, n is the normal outward

direct unit vector, and g is the prescribed flux at the boundary. The

general optimization problem can be rewritten substituting (2.2) into

(2.1).

25
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2.1.2 The Density Method

For the purposes of this work, it is required a technique with a solid

theoretical background, with the ability to change the design sensitiv-

ities throughout the domain. In this frame, the density method repre-

sents the best alternative [12], [16]. In force of that, a design variable,

γ, has been introduced to describe the domain regions in which the

fluid flow can or can not pass. The role of γ is taken into account in-

troducing a friction force, fα, owing to the presence of a porous media

and proportional to the fluid velocity, u.

The additional forcing term into the NS-equations reads as:

fα = −αu, with α(x) =
µ

k(x)
. (2.3)

Here, k(x) is the local permeability of the medium at the position

x ∈ Ω. For practical purposes α is defined in order to depend only

on the design variable, γ, and a tuning parameter, q, according to the

following relationship:

α(γ) = αq(γ) := αmin + (αmax − αmin)
qγ

q + 1− γ
(2.4)

where αmin and αmax are the boundary values for α. An ideal im-

permeable wall would then correspond to α → ∞. However, for a

good numerical analysis it is sufficient to set αmax large enough to de-

termine a velocity u negligibly small. While this approximation has
26
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minor effects on the global optimization procedure, locally unwanted

streamlines can be detected within the supposed impermeable domain

in the visualization of the results.

Introducing the above definition for the forcing term, the incompress-

ible Navier-Stokes equations can be written as:







ρ∂tu−∇ · (µ∇u) + ρ(u · ∇)u+∇p = f̃ in [0, T ]× Ω

∇ · u = 0 in [0, T ]× Ω

u = uD, on[0, T ]× ΓD

u|t=0 = u0 in Ω
(

pI− µ∇u
)

· n = g, on [0, T ]× ΓN .

(2.5)

with

f̃ := fα + f . (2.6)

By (2.5), it is easy to see that, for a given value of γ, the solution of

the governing equations, i.e., the field of u and p, is uniquely defined.

Accordingly, the pair (u, p) turns out to be implicit functions of the

design variable: (uγ, pγ).

27
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Finally, performing the sensitivity analysis of J with respect to γ, i.e.,

dJ/dγ, leads to:

d

dγ
J(uγ, pγ, γ) =

∂J

∂γ
+

∂J

∂u
·
∂u

∂γ
+

∂J

∂p
·
∂p

∂γ
. (2.7)

Since uγ and pγ are implicit, the direct evaluation of their derivatives,

∂u/∂γ and ∂p/∂γ, is not trivial. To deal with this drawback, Hinze et

al. proposed a theoretical formulation [15], then applied by Deng et

al. [16], with the adoption of the so-called adjoint variables method,

to substitute the unknown derivatives in (2.7). As it will be developed

with more details in section 2.2, this strategy requires the computa-

tion of the adjoint variables of u and p, relatively to the optimization

problem (2.1).

2.1.3 Optimization Algorithm

The optimization problem algorithm can now be formulated as in [12]

and [16]:

1. Choose an initial value for γ;

2. Solve the governing equations (2.2) for u and p with a FEM al-

gorithm;

3. (a) Compute derivative of the objective functional and the con-

straints with respect to gamma;
28
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(b) Solve the adjoint problem of (2.5) to substitute the partial

derivatives of the implicit dependencies from the formula-

tion;

(c) Compute the gradient of the objective functional;

4. Use a continuous optimization method (MMA or GOC) to update

γ’s value minimizing J , based on the past iterations history and

the gradient analysis;

5. Check γ convergence.

If converged, end the process, otherwise restart from step 2.

The most computational-cost step of the algorithm is the solution of

the governing equations. In fact, at every iteration, a system of non-

linear partial differential equations must be solved.

29



2.2. ADJOINT SYSTEM CHAPTER 2. TOPOLOGY OPTIMIZATION

2.2 Adjoint System

Since the finite element method works with the weak formulation of

the considered PDEs and the solution of the NS equations (2.2) is

uniquely determined by the knowledge of γ, the optimization problem

(2.1) becomes:







min
γ

J(u, p, γ)

subject to:
∫

Ω

γ(x)dΩ− β|Ω| ≤ 0,

0 ≤ γ(x) ≤ 1,

e(u, p; γ) = 0;

(2.8)

with e(u, p; γ) the weak operator of the NS PDEs as formulated in

(2.5). Furthermore, accordingly to the general formulation in [16] and

[24], the objective functional, J, is defined as the sum of a volume and

boundary integral terms, respectively A(u,∇u, p; γ) and B(u, p; γ),

i.e.,:

J(u, p; γ) =

∫ T

0

∫

Ω

A(u,∇u, p; γ))dΩdt

+

∫ T

0

∫

∂Ω

B(u, p; γ)dΓdt

(2.9)

30
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2.2.1 The Navier-Stokes weak formulation

To develop some notes on the adjoint optimization theory, it is nec-

essary to define the weak formulation of the NS equations. For now

on the solution of the NS weak formulation will be assumed such that

(u, p) ∈ UΓD
×Q, with

UΓD
=
(

L
2([0, T ])× H

1
ΓD
(Ω)
)d

Q = L
2([0, T ])× L

2(Ω),

(2.10)

as discussed in [25], where

H
1
ΓD
(Ω) := {v ∈ H1(Ω) | v = 0 in ΓD ⊆ ∂Ω.}

Multiplying by test functions v ∈ V and q ∈ Q, the integration over Ω

by also applying the Gauss theorem yields to the classical weak forms

for the momentum equation, i.e.,

∫ T

0

∫

Ω

ρ(∂tu) · vdΩdt+

∫ T

0

∫

Ω

µ∇u : ∇vdΩdt+

∫ T

0

∫

Ω

ρ(u · ∇u) · vdΩdt

−

∫ T

0

∫

Ω

p∇ · vdΩdt =

∫ T

0

∫

Ω

f̃ · vdΩdt+

∫ T

0

∫

ΓN

g · vdΓdt

(2.11)

while the continuity equation reads

∫ T

0

∫

Ω

q∇ · udt = 0 (2.12)

∀v ∈ UΓD
and ∀q ∈ Q.
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The Dirichlet boundary conditions are implicitly assumed in the above

weak formulation and they will be imposed applying the lifting func-

tion technique directly in the linear system. Using the linear operators

notation, equations (2.11)±(2.12) read as

(ρ∂tu,v) + n(u,u,v) + a(u,v) + b(v, p) = F̃ (v) +G(v) ∀v ∈ V ,

b(u, q) = 0 ∀q ∈ Q,

with

(v,w) :=

∫

Ω

v ·wdΩ n(v,w, z) :=

∫

Ω

ρ(v · ∇w) · zdΩ

a(v,w) := µ

∫

Ω

∇v : ∇wdΩ b(v, q) := −

∫

Ω

q∇ · vdΩ

F̃ (v) :=

∫

Ω

f̃ · vdΩ G(v) :=

∫

ΓN

g · vdΓ.

Therefore, the residual operator for the NS-equations can be defined,

as:

e(u, p; γ) := (ρ∂tu,v) + n(u,u,v) + a(u,v) + b(v, p)+

− b(u, q)− F̃ (v)−G(v),
(2.13)

where the weak formulations for the momentum and continuity equa-

tions are added together.

Moreover, to deal with the non-linear convective term implementa-

tion, a Picard iterative approach has been developed, as described in

[25] and [26]. For more details, see Appendix A.
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2.2.2 Adjoint System Formulation

Thanks to the results of Zowe [27], on assuming the Robinson’s reg-

ularity condition [28], Hinze et al. derived the corresponding of the

Karush-Kuhn-Tacker (K.K.T.) conditions for PDE constrained opti-

mal control problems [15], which results

e(u, p; γ) = 0
Ö

(
e∗
u
(u, p; γ)

)
0

0
(
e∗p(u, p; γ)

)

èÖ

ua

pa

è

=

Ö

−Ju(u, p; γ)

−Jp(u, p; γ)

è

(
e∗γ(u, p; γ)

)
(ua, pa) + Jγ(u, p; γ) = 0.

(2.14)

where ua and pa are, respectively, the adjoint variable for u and p, and

e∗(·) is the adjoint (dual) operator of e(·). For more details, see Ap-

pendix B.

Furthermore, the above formulation works under the following regu-

larity assumptions:

1. The functional J(u, p, γ) is convex.

2. The functional J is Fréchet-differentiable.
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3. The function spaces for the variables are:

u,w ∈ UΓD
;

ua,v ∈ U :=
(

L
2(0, T )× H

1(Ω)
)d

;

p, pa ∈ P := L
2(0, T )× L

2(Ω)

f̃ ∈ F :=
(

L
2(0, T )× H

1(Ω)
)d

;

g ∈ GΓN
:=
(

L
2(0, T )× L

2(ΓN)
)d

;

u0 ∈
(
H

1
ΓD
(Ω)
)d
;

uD ∈
(
H

1(ΓD)
)d
;

γ ∈ L
2(Ω).

(2.15)

As a consequence, the integration over time and space can be switched

as described by Zeidler [29], and e(u, p, γ) can be expressed as fol-

lows:

e(u, p; γ) =

∫

Ω

∫ T

0

ρ
[∂(u · v)

∂t
− u ·

∂v

∂t

]

dtdΩ+

+ µ

∫ T

0

∫

Ω

[

∇u : ∇v −∇ ·
(
∇u · v

)]

dΩdt+

+

∫ T

0

∫

Ω

ρ
(
u · ∇

)
u · vdΩdt+

∫ T

0

∫

Ω

[
∇ · (pv)− p∇ · v

]
dΩdt+

−

∫ T

0

∫

Ω

q∇ · udΩdt−

∫ T

0

∫

Ω

f̃ · vdΩdt

+

∫

Ω

(u− u0)|t=0 · vdΩ.
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The latter expression, according to the Gauss theory in [15], reduces

to

e(u, p; γ) =

∫

Ω

ρ(u · v)|t=TdΩ−

∫ T

0

∫

Ω

ρu ·
∂v

∂t
dΩdt+

+ µ

∫ T

0

∫

Ω

∇u : ∇vdΩdt+

∫ T

0

∫

Ω

ρ
(
u · ∇

)
u · vdΩdt+

−

∫ T

0

∫

Ω

p∇ · vdΩdt−

∫ T

0

∫

Ω

f̃ · vdΩdt−

∫ T

0

∫

ΓN

g · vdΓdt+

−

∫ T

0

∫

Ω

q∇ · udΩdt+

∫ T

0

∫

ΓD

(

pI− µ∇u
)

n · vdΓdt.

(2.16)

To develop the adjoint formulation of (2.1), subject to (2.2), the Gateaux

derivatives of the functional J and the weak NS formulation (2.13)

must be computed. In order to do so it must be observed that, both

the functional and the NS weak operator are be Fréchet-differentiable

[30]. Moreover, to be Fréchet-differentiable implies also the existence

of the Gateux-derivative [15]. Therefore, the Gateaux-derivatives of J

and e(u, p, γ), along the direction (w, r) ∈ UΓD
× P , are

〈
eu(u, p; γ),w

〉

U∗

ΓD
,UΓD

= lim
l→0+

e(u+ lw, p)− e(u, p)

l
= ... =

=

∫

Ω

ρ(w · v)|t=TdΩ−

∫ T

0

∫

Ω

ρw ·
∂v

∂t
dΩdt+

+ µ

∫ T

0

∫

Ω

∇w : ∇vdΩdt+

∫ T

0

∫

Ω

ρ
(
w · ∇

)
u · vdΩdt+

+

∫ T

0

∫

Ω

ρ
(
u · ∇

)
w · vdΩdt−

∫ T

0

∫

Ω

∂ f̃

∂u
w · vdΩdt+

−

∫ T

0

∫

Ω

q∇ ·wdΩdt,
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〈
ep(u, p; γ), r

〉

P∗,P
= lim

l→0+

e(u, p+ lr)− e(u, p)

l
= ... =

−

∫ T

0

∫

Ω

r∇ · vdΩdt−

∫ T

0

∫

Ω

∂ f̃

∂p
r · vdΩdt+

∫ T

0

∫

Γ

rn · vdΓdt,

in which the integral terms over ΓD is neglected it, being along the

Dirichlet boundary, where u ≡ uD. According to (2.14), substituting

the adjoint variables

ua = v (2.17)

pa = q (2.18)

the dual operators of eu(·) and ep(·) can be expressed as:

〈
e∗
u
(ua, pa; γ),w

〉

UΓD

∗,UΓD

=

∫

Ω

ρ(w · ua)|t=TdΩ−

∫ T

0

∫

Ω

ρw ·
∂ua

∂t
dΩdt+

+ µ

∫ T

0

∫

Ω

∇w : ∇uadΩdt+

∫ T

0

∫

Ω

ρ
(
w · ∇

)
u · uadΩdt+

+

∫ T

0

∫

Ω

ρ
(
u · ∇

)
w · uadΩdt−

∫ T

0

∫

Ω

∂ f̃

∂u
w · uadΩdt+

−

∫ T

0

∫

Ω

pa∇ ·wdΩdt.

〈
e∗p(ua, pa; γ),r

〉

P∗,P
= −

∫ T

0

∫

Ω

r∇ · uadΩdt+

−

∫ T

0

∫

Ω

∂ f̃

∂p
r · uadΩdt+

∫ T

0

∫

ΓD

rn · uadΓdt

Applying the inverse Gauss theory and integrating by parts, yields

∫ T

0

∫

Ω

∇w : ∇uadΩdt = −

∫ T

0

∫

Ω

∆ua ·wdΩdt+

∫ T

0

∫

ΓN

∇uan ·wdΓdt
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and

∫ T

0

∫

Ω

pa∇wdΩdt = −

∫ T

0

∫

Ω

∇pa ·wdΩdt+

∫ T

0

∫

ΓN

pan ·wdΓdt

∫ T

0

∫

Ω

(
u · ∇

)
w · uadΩdt =

= −

∫ T

0

∫

Ω

(
u · ∇

)
ua ·wdΩdt+

∫ T

0

∫

Ω

u · ∇(ua ·w)dΩdt =

= −

∫ T

0

∫

Ω

(
u · ∇

)
ua ·wdΩdt+

+

∫ T

0

∫

Ω

∇ ·
(
u(ua ·w)

)
dΩdt−

∫ T

0

∫

Ω

✘
✘
✘
✘✿0

∇ · u (ua ·w)dΩdt =

= −

∫ T

0

∫

Ω

(
u · ∇

)
ua ·wdΩdt+

∫ T

0

∫

ΓN

(u · n)ua ·wdΓdt.

At this point, the optimality conditions (2.14) must be applied.

Hence, the weak (Gateaux) derivatives of the objective functional

must be performed:

〈
Ju(u, p; γ),w

〉

UΓD

∗,UΓD

= lim
l→0

J(u+ lw, p; γ)− J(u, p; γ)

l
=

= lim
l→0

∫ T

0

∫

ΩA(u+ lw,∇(u+ lw), p; γ)dΩdt−
∫ T

0

∫

ΩA(u,∇u, p; γ)dΩdt

l
+

+ lim
l→0

∫ T

0

∫

∂ΩB(u+ lw, p; γ)dΓdt−
∫ T

0

∫

∂ΩB(u, p; γ)dΓdt

l
.
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Since the integrals are independent of the limit variable, the integra-

tion order can be changed, leading to:

〈
Ju(u,p; γ),w

〉

UΓD

∗,UΓD

=
∫ T

0

∫

Ω

lim
l→0

A(u+ lw,∇(u+ lw), p; γ)− A(u,∇u, p; γ)

l
dΩdt+

+

∫ T

0

∫

∂Ω

lim
l→0

B(u+ lw, p; γ)− B(u, p; γ)

l
dΓdt,

where the limit involving A(u,∇u, p; γ) is

lim
l→0

A(u+ lw,∇(u+ lw), p; γ)− A(u,∇u, p; γ)

l
=

= lim
l→0

A(u+ lw,∇(u+ lw), p; γ)− A(u+ lw,∇u, p; γ)

l
+

+ lim
l→0

A(u+ lw,∇u, p; γ)− A(u,∇u, p; γ)

l
=

=
∂A

∂u
·w +

∂A

∂∇u
: ∇w.

Therefore, all of the above yields to:

〈
Ju(u, p; γ),w

〉

UΓD

∗,UΓD

=

∫ T

0

∫

Ω

[∂A

∂u
·w +

∂A

∂∇u
: ∇w

]

dΩdt+

+

∫ T

0

∫

∂Ω

∂B

∂u
·wdΓdt

that, integrating by parts as follows

∫ T

0

∫

Ω

( ∂A

∂∇u
: ∇w

)

dΩdt =

∫ T

0

∫

Ω

[

∇ ·
( ∂A

∂∇u
w
)

−
(

∇ ·
∂A

∂∇u

)

·w
]

dΩdt =

=

∫ T

0

∫

∂Ω

∂A

∂∇u
n ·wdΓdt−

∫ T

0

∫

Ω

(

∇ ·
∂A

∂∇u

)

·wdΩdt.
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leads to:

〈
Ju(u, p; γ),w

〉

UΓD

∗,UΓD

=

∫ T

0

∫

Ω

[∂A

∂u
·w −

(

∇ ·
∂A

∂∇u

)

·w
]

dΩdt+

+

∫ T

0

∫

∂Ω

∂A

∂∇u
n ·wdΓdt+

∫ T

0

∫

∂Ω

∂B

∂u
·wdΓdt.

Finally, since w ∈ UΓD
, the integral over ΓD is zero, and then

〈
Ju(u, p; γ),w

〉

UΓD

∗,UΓD

=

∫ T

0

∫

Ω

[∂A

∂u
·w −

(

∇ ·
∂A

∂∇u

)

·w
]

dΩdt+

+

∫ T

0

∫

ΓN

∂A

∂∇u
n ·wdΓdt+

∫ T

0

∫

ΓN

∂B

∂u
·wdΓdt

Following the same passages, the derivative of J with respect to p

reads

〈
Jp(u, p; γ), r

〉

P∗,P
= lim

l→0

J(u, p+ lr; γ)− J(u, p; γ)

l
=

= lim
l→0

∫ T

0

∫

ΩA(u,∇u, p+ lr; γ)dΩdt−
∫ T

0

∫

ΩA(u,∇u, p; γ)dΩdt

l
+

+ lim
l→0

∫ T

0

∫

∂ΩB(u, p+ lr; γ)dΓdt−
∫ T

0

∫

∂ΩB(u, p; γ)dΓdt

l
,

Since the integrals are independent of the limit variable, the limit

above is equivalent to:

〈
Jp(u, p; γ), r

〉

P∗,P
= lim

l→0

J(u, p+ lr; γ)− J(u, p; γ)

l
=

=

∫ T

0

∫

Ω

lim
l→0

A(u,∇u, p+ lr; γ)− A(u,∇u, p; γ)

l
dΩdt+

+

∫ T

0

∫

∂Ω

lim
l→0

B(u, p+ lr; γ)− B(u, p; γ)

l
dΓdt,
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that implies:

〈
Jp(u, p; γ), r

〉

P∗,P
=

∫ T

0

∫

Ω

∂A

∂p
rdΩdt+

∫ T

0

∫

∂Ω

∂B

∂p
rdΓdt.

By the Neumann BC, p can be expressed as a function of ∇u in ΓN .

This means that B can be considered independent on p in ΓN , i.e.,

B(u, p; γ) = B(u,∇u; γ) in ΓN . Finally, the Gâteaux-derivative of J

w.r.t p is:

〈
Jp(u, p; γ), r

〉

P∗,P
=

∫ T

0

∫

Ω

∂A

∂p
rdΩdt+

∫ T

0

∫

ΓD

∂B

∂p
rdΓdt.

The adjoint PDE of the Navier-Stokes equations for the topology opti-

mization problem, can finally be formulated imposing (2.14), yielding

〈
e∗
u
(ua, pa; γ),w

〉

UΓD

∗,UΓD

= −
〈
Ju(u, p; γ),w

〉

UΓD

∗,UΓD

〈
e∗p(ua, pa; γ), r

〉

P∗,P
= −

〈
Jp(u, p; γ), r

〉

P∗,P
.

(2.19)

By equalizing the terms under the same integral signs, we obtain the

following continuous formulation PDE system, whose weak formu-

lation implies the weak formulation for the adjoint system derived
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above:






−ρ
∂ua

∂t
− µ∆ua − ρ(u · ∇)ua + ρ(∇u)ua +∇pa =

= −
(∂A

∂u
−∇ ·

∂A

∂∇u

)

+
∂ f̃

∂u
ua, in [0, T ]× Ω

∇ · ua =
∂A

∂p
−

∂ f̃

∂p
· ua, in [0, T ]× Ω

ua(T,x) = 0, in Ω

ua = −
∂B

∂p
n, on [0, T ]× ΓD

[
− paI+ µ∇ua

]
n =

= −ρ(u · n)ua −
∂A

∂∇u
n−

∂B

∂u
, on [0, T ]× ΓN .

(2.20)

The Dirichlet boundary conditions in the continuous formulation of

the adjoint system comes from a first order approximation of the terms

integrated over the boundary domain [24] [31].

Observing that

ua = −
∂B

∂p
n ⇒

∫ T

0

∫

ΓD

(

ua · n+
∂B

∂p

)

dΩdt

the weak formulation of (2.20) implies also the weak formulation de-

rived in (2.19).
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2.3 The functionals

The objective functional is the focal point of every optimization algo-

rithm; once the problem constraints have been identified, its formula-

tion determines the optimization parameters dynamics. This not only

impacts the optimization procedure, but also influences the adjoint

system by changing the forcing in the momentum adjoint equation,

the adjoint compressibility, and both the adjoint Dirichlet and Neu-

mann BCs. In the case of continuous systems, the classical formula-

tion involves the integral over the parameter-space, i.e., [0, T ] × Ω,

of a selected cost function density, which usually accounts relevant

quantities of the considered problem.

The cost function for the topology optimization of the fluid domain

problem in (2.8) can be described as the total energy dissipation of

the system throughout the domain. Since the general fluid dynamics

problem is time and space dependent, t ∈ [0, T ], and x ∈ Ω, the con-

sidered cost function involves the integral over the space and time of

the power density. Accordingly, the functional formulation in (2.9), J

is rewritten as:

J(u, p; γ) =

∫ T

0

∫

Ω

[
volume power density

]
dΩdt

+

∫ T

0

∫

∂Ω

[
surface power density

]
dΓdt,
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with the integrating functions defined as:

A(u,∇u, p, γ) := βαα||u||
2 + βS

1

2
µ||∇u+∇uT ||2+

+ βR
1

2
µ||∇ × ω||2;

(2.21)

B(u, p, γ) := βpp. (2.22)

In order to take into account the various energy terms, the weighted

approach has been used [12].

2.3.1 Power Dissipation in Fluid Dynamics

Given the definition of a fluid as "a material that deforms continu-

ously under the action of a shear stress" [32], the deformation and ro-

tation rates of the fluid elements are determined by the knowledge of

the stresses acting over them. Moreover, since both the deformations

and rotations can be described using the velocity gradient tensor, the

power dissipation term integrated over the volume is studied using the

classical symmetric and anti-symmetric decomposition, i.e.,

∇u = S +
1

2
R (2.23)

where

S :=
1

2

(

∇u+∇uT
)

is the strain rate (2.24)
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and

R := ∇u−∇uT is the rotation rate. (2.25)

Introducing the vorticity ω := ∇× u, R reads:

R =









0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0









(2.26)

The diagonal entries of S describe the straight deformation effect

along each component, while the off-diagonal terms represent the av-

erage rate of angular deformation. R entries, instead, represent twice

the effective fluid element rotation rate [32].

With the above definitions, the volume power density can be rewritten

as:

A(u,∇u, p, γ) := βαα||u||
2 + βS2µ||S||

2 + βR
1

4
µ||R||2 (2.27)

In absence of heat forces and adiabatic BCs, the sum of the first and

second term of the right-hand side of (2.26) can be derived by multi-

plying the momentum equation with the velocity field and integrating

by parts [31].

Finally, in case of a Stokes flow, when the Dirichlet conditions are the

only conditions prescribed at the boundary, the problem of minimiz-

ing the total power dissipation inside the domain, subject to a volume

constraint on the material distribution, is mathematically well-posed
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[33].

Moreover, it is important to stress that "the minimization of the dissi-

pated power is equivalent to minimization of the pressure drop across

the flow field"[33], [34],[35].

To compute the effective formulation of the adjoint system for a func-

tional defined by Equations (2.21)-(2.22), the derivative of the power

density over u,∇u, and p must be computed. Firstly, it can be ob-

served that

∂A

∂p
= 0;

∂B

∂u
= 0.

(2.28)

Then, since the direct dependence on u is taken into account only in

the power dissipation due to permeability term, we have

∂A

∂u
=

∂
(
βαα||u||

2
)

∂u
= 2βααu. (2.29)

On the other hand, in the partial derivative of A(u,∇u, p; γ) with

respect to ∇u, only the terms involving the velocity gradient compo-

nents have a direct dependence on the velocity gradient, i.e.,

∂A

∂∇u
=

∂
(
βS

1
2µ||∇u+∇uT ||2

)

∂∇u
+

∂
(
βR

1
2µ||∇ × ω||2

)

∂∇u
=

= βS
1

2
µ
∂||∇u+∇uT ||2

∂∇u
+ βR

1

2
µ
∂||∇ × ω||2

∂∇u

(2.30)
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For the sake of simplicity, it is convenient to define the following

terms:

S :=
∂||∇u+∇uT ||2

∂∇u

R :=
∂||∇ × ω||2

∂∇u
,

which replaced into (2.30) give

∂A

∂∇u
=

1

2
βSµS +

1

2
βRµR (2.31)

The analytic formulations for S and R can be derived as follows:

S = 2
(
∇u+∇uT

)
:

(

∂
(
∇u+∇uT

)

∂∇u

)

Using indices and the Einstein convection, it is rewritten as

Skl = 2
(
∇u+∇uT

)

ij

(

∂
(
∇u+∇uT

)

∂∇u

)

ijkl

=

= 2
(
∇u+∇uT

)

ij

(
∂
(
∇u+∇uT

)

ij

∂∇ukl

)

,

and being

∂∇uij

∂∇ukl
=

∂
(
∂ui

∂xj

)

∂
(
∂uk

∂xl

) = δikδjl and

∂∇uT
ij

∂∇ukl
=

∂
(
∂uj

∂xi

)

∂
(
∂uk

∂xl

) = δilδjk

(2.32)
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finally yields to

Skl = 2
(
∇u+∇uT

)

ij

(
δikδjl + δilδjk

)
.

The latter, since the contraction involves the i− j indices, reads as

Skl = 4
(
∇u+∇uT

)

kl
⇒

S = 4
(
∇u+∇uT

)
= 8S.

(2.33)

The derivative of the vorticity term can be derived similarly. In fact,

by the definition of vorticity, it holds

||∇ × u||2 =
1

2
||R||2

which implies

R =
1

2

∂||R||2

∂∇u
=

1

2

∂||∇u−∇uT ||2

∂∇u
.

(2.34)

Equation (2.34) can be rearranged as follows

2R = 2
(
∇u−∇uT

)
:

(

∂
(
∇u−∇uT

)

∂∇u

)

and by (2.32), it can be rewritten as

2Rkl = 2
(
∇u−∇uT

)

ij

(
δikδjl − δilδjk

)
,

i.e,

Rkl = 2
(
∇u−∇uT

)

kl
⇒

R = 2
(
∇u−∇uT

)
= 2R.

(2.35)
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In conclusion, by replacing Equations (2.33) and (2.35) into (2.31),

the derivative of the volume power density, A, is related to the velocity

gradient by the following expression.

∂A

∂∇u
= 2βSµ

(
∇u+∇uT

)
+ βRµ

(
∇u−∇uT

)
=

= 4µβSS + µβRR.

(2.36)

Finally, given its simple formulation, the derivative of the surface

power density over the pressure, is trivially

∂B

∂p
= 1. (2.37)
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2.3.2 The complete adjoint PDE formulation

Replacing (2.36), (2.37) and (2.6) in the adjoint PDE (2.20) leads

to the formulation of a system of PDE similar to the NS equations.

However, the adjoint system does not have any non-linear term in its

momentum equation formulation, granting an easier numerical solu-

tion. The right-hand side part is a combination of terms involving the

NS forcing and J derivatives and the NS equations solutions, u and

p. The continuity equation has the same structure of the NS system,

with a sink term depending on the derivative of f w.r.t. p. The bound-

ary conditions are formulated following the Dirichlet and Neumann

definitions, and the time variable dependence is transformed in a final

value problem.







−ρ
∂ua

∂t
− µ∆ua − ρ(u · ∇)ua + ρ(∇u)ua +∇pa =

= −2βααu+∇ ·
(
4µβSS + µβRR

)
+

−αua +
∂f

∂u
ua, in [0, T ]× Ω

∇ · ua = −
∂f

∂p
· ua, in [0, T ]× Ω

ua(T,x) = 0, in Ω

ua = −n, on [0, T ]× ΓD

[
− paI+ µ∇ua

]
n =

= −ρ(u · n)ua −
(
4µβSS + µβRR

)
n, on [0, T ]× ΓN .

(2.38)
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Chapter 3

Materials and Methods

To study the problem of the topology optimization of the aortic root,

the development of a most general tool is required. To properly work,

the model has to use various boundary conditions, different initial ge-

ometries, and multiple functional weights distributions. In order to

face such a complicated task, a completely independent C++ topology

optimization software has been implemented. The software is based

on the finite element method to solve both the Navier-Stokes and its

adjoint systems. Further, it integrates a differential analysis on the ob-

jective functional and the constraints to update the design parameter.

The choice of implementing the whole topology optimization allows

to have an almost complete comprehension of which crucial tasks are

involving in its development and how to deal with them. This didactic-

oriented choice demonstrated to be correct, since several implemented
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features proved to be helpful in the project progresses, such as differ-

ent kinds of BCs or new functional terms.

Furthermore, the versatility of the use and modification of the custom

software allows to treat the fluid domain topology optimization prob-

lem, considering 3D geometries and time-dependence. These features

are not so frequent in the literature (see e.g. [18]), but they are fun-

damental for the final purpose of this work. Once the software was

ready to be used, a parameter sensitivity analysis has been performed,

preparatory to the development of a conscious functional formulation.

3.1 The Software Development

To correclty work, the software needs of several input files, namely,

the geometry input file, the forcing and BC input file, the topology

optimization input file, and the output format input file.

To deal with various geometries, a tool to import meshes from the

commercial software COMSOL Multiphysics® (COMSOL, Inc., Stock-

holm, Sweden [36]) has been implemented. Every information about

the geometry and its boundaries is processed and transformed to be

suitable for the main program.
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3.1.1 Finite Element Method Techniques

To avoid instabilities of the numerical method, mixed FEM spaces sat-

isfying the inf-sup condition must be chosen [25],[37]. The most com-

mon example of mixed FEM spaces are the Raviart-Thomas (RTq) or

the Taylor-Hood Pk − Pk function spaces. However, since the soft-

ware works with FE discretizations using first order shape function.

The chosen mixed FEM stable space is P1− iso−P2/P1 (see Figure

3.1).

Figure 3.1: FEM spaces. Image from [25]

3.1.2 The Boundary Conditions

The momentum and continuity equation of the NS PDEs are com-

pletely determined once the physics parameters are chosen. Then, the

solution of (2.2) is determined by the prescribed boundary and initial

conditions. Gresho et al. [38] and Koch et al. [39], proved the exis-
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tence and uniqueness of the solution, up to a constant for p, given reg-

ular Dirichlet BC
(

e.g., in our case uD ∈ (H 1(ΓD))
d
)

. Accordingly,

given the Dirichlet BC, to set at least one condition on the pressure

value at the boundary (e.g., the Neumann BC) is sufficient to guaran-

tee the well posedness of the F.E.M. problem [25].

The Dirichlet boundary conditions have been applied fixing the nodal

value of the velocity in each component

u = uD in [0, T ]× ΓD (3.1)

For simplicity of notation, the no-slip boundaries, i.e.,

uD = 0 (3.2)

will be referred as "wall" boundaries.

The Neumann boundary conditions are implemented in order to set

the mean pressure value over a part of the boundary. If the no-slip

condition is set to the adjacent edges, the prescription of the mean

pressure is approximated setting

gi = p̄ i ∈ {1, ..., dim}.
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Thereby, the open boundary conditions are obtained just by setting

p̄ = 0, i.e.,

(

−
1

ρ
pI+ ν∇u

)

n = g in [0, T ]× ΓN . (3.3)

However, Heywood et al. [40] showed this approximation scales as

the inverse of the radius of curvature. Thus, the use of planar bound-

aries are not affected by approximations on the mean pressure value.

In many problem the symmetry of the geometry can be exploited to

reduce the size of the domain of analysis. The condition of symmetry

has been implemented by setting to zero the normal velocity and the

normal derivative of its parallel component at the boundary, i.e.,

u⊥ = (u · n)n = 0

∂u//

∂n
=

∂(u− u⊥)

∂n
= 0

in [0, T ]× ΓS (3.4)

In topology optimization problems, the prescription of the direction of

the outflow could be functional to the final result of the analysis. In the

present work, even if they does not simulate the natural behaviour of

a fluid, the normal velocity at the boundary has been developed. This

kind of BC has been thought to study the aortic root problem and,

being the normal vector at the aorta’s outlet equal to n = (0, 0, 1) (in
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3D), their definition reads

ui = 0 i ∈ {1, ..., dim-1}

gi=dim = 0
in [0, T ]× ΓNV OB (3.5)

3.1.3 The Solver

The weak FEM Galerkin formulation leads to the construction of a

linear system to be solved; therefore also a custom solver for linear

system has been developed. Starting from the classical GMRES al-

gorithm, the SIMPLE algorithm [41] as a preconditioner has been

implemented to enhance the convergence [42]. The SIMPLE is a well

known procedure, specific for linear systems deriving from the dis-

cretization of the NS equations, and used, for example, by software

like OpenFoam® [43].

The convective term has been treated using the Picard iterative ap-

proach. This scheme solves the NS equations through a fixed point

approach setting the velocity field of the convective term equal to the

solution of the previous iteration. The Picard approach demonstrated

to be very efficient to solve high number of degree of freedoms prob-

lems [44].

However, the solution of each iteration could suffer some instabilities
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if the Peclet’s number

Pe :=
||u||∞hmax

ν
, hmax = max

el∈mesh
max

side h∈el
{h}

value is too high. In this case, some stabilization techniques must be

applied. Here it has been included the SUPG stabilization term [45],

which ensures the stability of the algorithm, despite the introduction

of some "numerical diffusion" in the solution.

The High Performance Computing

After a computational time analysis of the code, to reach the best per-

formances, a parallelization of the "heaviest" sections has been per-

formed. To do so, multi-threading procedures through the methods of

the OpenMP library have been implemented.

3.1.4 The Optimizers

After the solution of the Navier-Stokes equation and its adjoint PDE,

the sensitivity analysis of the objective functional derivative of the

functional (2.7) is computed and, then, the effective optimization pro-

cedure starts.

The software works with two different numerical schemes of opti-

mization: the Generalized Optimality Criteria (GOC) and the Method
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of Moving Asymptotes (MMA).

The GOC works solving at each iteration the K.K.T. conditions (as in

[15]), and finding an approximate solution converging to the correct

one.

The MMA, instead, simplifies the initial problem iterating on the so-

lution of sub-problems. These subproblems are formulated by lin-

earizing the constraints with respect to the reciprocal of each position

component. The information of the previous iterations are exploited

to evaluate the lower and upper bounds for the design variables, i.e.,

the moving asymptotes.

The MMA has two main advantages: it is easy to comprehend and

use and, at the same time, it is faster to converge than "traditional op-

timization methods". Its main drawback is owing to some instabilities

that may originate from high values of αmax [46]. On the contrary, the

GOC solution, usually, has a greater stability when the value of αmax

is high, but, in most general cases, its convergence requires more iter-

ations than the MMA.
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3.1.5 Flowcharts

Figure 3.2: Software: Navier-Stokes Solution Flowchart
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Figure 3.3: Software: Navier-Stokes Solver Flowchart
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Figure 3.4: Software: Optimization Flowchart
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3.2 Functional’s Analysis

Substituting (2.27) and (2.22) in (2.9), the explicit formulation of the

functional for the considered problem reads

J(u, p, γ) =

∫ T

0

∫

Ω

[

βαα||u||
2

︸ ︷︷ ︸

Permeability term

+ βS2µ||S||
2

︸ ︷︷ ︸

Deformation term

+ βR
1

4
µ||R||2

︸ ︷︷ ︸

Vorticity term

]

dΩdt+

+

∫ T

0

∫

∂Ω

βpp
︸︷︷︸

Pressure term

dΓdt.

(3.6)

Therefore, once the values of u, p, and γ are fixed, J value depends

on the tuning of four functional parameters: βα, βS, βR and βp.

In order to work with a controlled value of the functional [12], in the

weighted approach following equality must hold

∑

i

|βi| = |βα|+ |βS|+ |βR|+ |βp| = 1. (3.7)

It is now proposed a simple standard procedure to reduce the prob-

lem parameters, exploiting the ratios of the objective functional terms

involving the velocity gradient and pressure terms. Since the power

dissipation inside the fluid domain is owing to the sum of the terms

multiplied by βα and βS, they are chosen to be equal, i.e., βα = βS,

and (3.7) reduces to

2|βS|+ |βR|+ |βp| = 1 (3.8)
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Since the implemented algorithm works only with minimization prob-

lems, to easily study the maximization of a functional term contribu-

tion, the relative weight must be chosen with a negative sign.

Assuming βS ̸= 0, to easily define the study cases the following co-

efficient ratios are defined:

β∗
R :=

βR
βS

;

β∗
p :=

βp
βS

.
(3.9)

3.2.1 The Vorticity term

The vorticity term has been introduced in the objective functional ac-

cordingly to the study of Berggreen [47], and its first applications in

the field of shape optimization by Quarteroni [48] and Abraham [49].

Nevertheless, in the topology optimization only two-dimensional mod-

els included the minimization of the fluid rotor norm (see Sá et al.

[50]).

In this section the vorticity term coefficient is embedded in the func-

tional structure. To enhance the comprehension of the problem, mag-

nitude analysis of the power density terms involving the velocity gra-

dient components (2.23) is recommended.
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Equalizing the deformation and vorticity terms of (3.6) yields to:

βS
1

2
µ||∇u+∇uT ||2 = βR

1

2
µ||∇ × ω||2,

by substituting (2.34), the above equality becomes

βS
1

2
µ||∇u+∇uT ||2 = βR

1

4
µ||∇u−∇uT ||2

that is equivalent to

βS =
1

2
·
||∇u−∇uT ||2

||∇u+∇uT ||2
· βR (3.10)

Since performing a scale analysis it easily follows the the two norms

have the same magnitude, (3.10) can be approximated by

βS =
1

2
βR.

Therefore, the a priori strain rate (deformation) term is almost twice

the vorticity term in the functional.

[Deformation term] ≃ 2 · [Vorticity term]. (3.11)

This means that choosing |β∗
R| = 1, the rotational effects should

weight the half of the deformation ones. For more details, see Ap-

pendix C.
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3.2.2 Analysis of αq(γ)

Recalling the definition of α(γ):

α(γ) = αq(γ) := αmin + (αmax − αmin)
qγ

q + 1− γ

and considering its partial derivatives on γ:

α′(γ) = (αmax − αmin)
q(1 + q)

(q + 1− γ)2
> 0 (3.12)

α′′(γ) = 2(αmax − αmin)
q(1 + q)

(q + 1− γ)3
> 0 (3.13)

∀γ ∈ [0, 1] and ∀q > 0, it can be observed that α(γ) is a concave,

increasing function.

Moreover, since

lim
q→∞

αq(γ) =







αmin, γ = 0

αmax, γ ∈]0, 1]

if q ≪ 1, α(γ) behaves like a linear function, and for q ≫ 1, instead,

it behaves like a step function (see Figure 3.5).

On conclusion, for large values of q, we expect quasi-discrete opti-

mizing interfaces; on the contrary, for small q, a smoother transition

is expected in the contour definition.
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Figure 3.5: αq(γ) comparison with q = 0.01, 1, 100
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3.3 Preliminary Study-cases

The topology optimization of a fluid domain is a field of research still

far from being understood. Although the articles production in this

field is facing an exponential growth Dbouk [17] and Alexander [18]

showed that the developed functional formulations, or the considered

domain structures lack of variety.

One of the purposes of this work is trying to apply the Topologi-

cal optimization method to study the aortic root district. The goal is

quite ambitious and can be achieved only through the implementation

of a complete model formulation (e.g., time-dependent, three dimen-

sional) and the formulation of new functionals.

To assess the proposed algorithm parameters, a series of preliminary

tests has been performed and reported in the following sections.

3.3.1 Oblique Plate in a Rectangular Domain

First, it has been analyzed the model response at varying the Reynolds

number.

The Reynolds number is defined as

Re :=
||u||max · L

ν
, (3.14)
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where ||u||max is the maximum value for the velocity magnitude, L is

the characteristic length of the domain and ν = µ/ρ is the cinematic

viscosity of the fluid.

The domain to optimize consists in a rectangle, with a basis b = 2m

and height h = 1m, with a rectangular hole, of sizes 0.3m × 0.05m,

inclined w.r.t. the x-axis of 75 (see Figure 3.6).

Figure 3.6: Oblique Plate in a Rectangular Domain

To study the topology optimization behaviour over different values of

Re, it has been considered a stationary problem, and the following

boundary conditions







uD =
(
4 · y · (1− y), 0

)
m/s in ΓD,

g =
(
0, 0
)
Pa in ΓN .

(3.15)

The topology optimization parameter are set to be:

Vr αmin αmax q βα βS βR βp

0.6 0 1e3 1 1 1 0 0

Table 3.1: Obliques plate in a rectangular domain: Topology optimization parameters.
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3.3.2 Channel in a Squared Domain

The goal of this study-case is to investigate on the newly introduced

vorticity term in the objective functional formulation (3.6). To this

purpose two different functional weights values of β∗
R have been stud-

ied, namely β∗
R = 0 and β∗

R = −2. The initial geometry consists

in a square of length l = 1m. The presence of a channel is simulated

imposing an inlet velocity and an open boundary outlet in two seg-

ments of length 0.4m, respectively ΓD and ΓN , centered in the lower

and upper sides (see Figure 3.7).

Figure 3.7: Channel in a Squared Domain

The problem has been studied in stationary regime, prescribing the

following boundary conditions:







uD = (0, 10) m/s in ΓD,

g = (0, 0) Pa in ΓN .

(3.16)
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The density and the viscosity are set, respectively to:

ρ = 1 kg/m3 and

µ = 0.1 kg/(m · s),

leading to Re = 25. The topology optimization parameters for the

two values of β∗
R are summarized in Tables 3.2-3.3.

β∗

R = 0 :
Vr αmin αmax q βα βS βR βp

0.5 0 1e4 1 1 1 0 0

Table 3.2: Channel in a squared domain: Topology optimization parameters for β∗

R = 0 study-case.

β∗

R = −2 :
Vr αmin αmax q βα βS βR βp

0.5 0 1e4 1 0.34 0.34 -0.66 0

Table 3.3: Channel in a squared domain: Topology optimization parameters for β∗

R = −2 study-case.
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3.4 Aortic Root Analysis

The study of the aortic root has been performed simulating the blood

flow in a model geometry (see Figure 3.8), where the radius of the

base and top circles are r = 11.5mm, and the height is set to be h =

46mm. The aortic sinuses are replicated according the epitrochoidal

shape described by Reul et al. in 1990 [3].

Figure 3.8: Aortic Root 3D Model

In the real case, the aortic valve is connected to the aortic root at the

annulus, i.e. "the virtual ring formed by the basal attachments of the

aortic valvular leaflets" [51] (see Figure 1.2). The aortic flowrate dis-

tribution has been considered in according with the description made

by Bertelsen et al. 2016 [7] and Toninato et al. 2016 [6] (see Figure
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3.9), that results into a peak velocity umax = 1.5m/s at time equal to

150 ms.

Figure 3.9: Aortic Root: Flowrate. Image from [7].

The blood flow passing through the aortic root has density and dy-

namic viscosity equal to ρ = 1000 kg/m3 and µ = 0.004 kg/(m · s),

respectively. Being the diameter of the aorta equal to d = 23mm, the

Reynolds number for the considered problem is

Re = 7500. (3.17)

The Reynolds number is defined for a fully developed flow, i.e., it is

estimated at the peak velocity, umax = 1.5 m/s. This approximation

provides an idea on the computational complexity to treat the con-

vection term in the NS equations solution, rather than describing the

laminar/turbulent behaviour of the fluid.
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3.4.1 The Optimization Model Geometries

To obtain an optimized domain could replicate, at least qualitatively,

the Valsalva sinuses formation, it is defined an initial cylindrical do-

main that includes the aortic root anatomy, as modeled in 3.8. The

bigger cylinder has radius equal to three times that of the aorta.

Surely, the aortic sinuses must accommodate the leaflets during the

maximum flowrate phase, i.e., while they are completely open. In

fact, they prevent the leaflets to continuously slap against the aorta’s

boundary, causing damage to both the aortic walls and the flaps them-

selves. Nonetheless, to continue on his path with the minimum energy

losses, the blood flow exiting the left ventricle must exit the aortic root

with a velocity profile with only normal component. To this purpose,

the sinuses should be small enough to force the sinotubular junction

to be placed close as possible to the aortic valve.

Performing a qualitative analysis on the leaflets size, this distance can

be roughly (over)estimated as twice the aortic root radius. Hence, an

optimal sinuses height should be greater than hopt = 23mm. Accord-

ingly, the external cylinder, i.e., the domain region to be shaped, is set

of the same height of the supposed sinotubular junction (see Figure

3.10). The axial-symmetry of the aortic root is broken by the pres-

ence of the tri-cuspid aortic valve. Although the aorta’s boundaries

are made by an elastic material, the commissures, i.e. "the point of

contact where two leaflets meet at the root wall" [52], must show only
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Figure 3.10: Aortic Root Optimization: 3D model domain.

small deformations during the cardiac cycle. If this were not true,

during the systolic phase, the leaflets could spill over and move till

touching the sinuses boundary. To avoid this unwilling phenomena,

the leaflets’ junctions must be bounded and fixed. This is mirrored

in the performed schematization by inserting three 2r long surfaces,

starting from the bound of the cylinder. Introducing these walls, the

model is no longer axial-symmetric and fulfill the the real-case 120

symmetry scenario (see Figure 3.11).

(a) (b)

Figure 3.11: Aortic Root Optimization: 120 symmetry, 3D domain. a) full inner cylinder model; b)
computational time saving model, without the upper cylinder.
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Finally, to save computation time, it has been studied also an axial-

symmetric 2D model. This choice allowed to perform the simulations

with finer meshes avoiding numerical instabilities of the FEM at high

Re values (see Figure 3.12).

(a) (b)

(c)

Figure 3.12: Aortic Root Optimization: Axial-symmetric domain, 2D model. a) physiological geom-
etry model; b) larger upper cylinder model: r = 13mm; c) higher sino-tubular junction: h = 26mm
and larger upper cylinder model: r = 13mm.
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3.4.2 The Boundary Conditions

The goal of the tested boundary conditions is to reproduce different

time instants of the cardiac cycle. The inlet boundary condition on

the velocity has been set approximating the flowrate distribution (see

Figure 3.9), re-scaled to its peak value: 1.5m/s (see Figure 3.13). The

outlet is considered as an open boundary where it has been prescribed

a velocity profile with only normal component.

uD =







(

0, 0, 0
)

m/s, t ∈ [0, 0.1],

(

0, 0, 1.5sin
(
π
2 ·

t−0.1
0.05

))

m/s, t ∈]0.1, 0.15],

(

0, 0, 1.5cos
(
π
2 ·

t−0.15
0.2

))

m/s, t ∈]0.15, 0.35],

(

0, 0, 0
)

m/s, t ∈ [0.35, 0.8],

in ΓD;

(3.18)

g =
(

0, 0, 0
)

Pa and u// = (0, 0) m/s, in ΓN .

(3.19)

The topology optimization study has focused on the investigation of

the optimal aortic root shape in the flow rate acceleration phase. To

discuss the various test-cases, four different boundary conditions, sim-

ulating the highlighted instants in Figure 3.13, have been prescribed.
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Figure 3.13: Aortic Root: Inlet velocity approximation

Here the adopted BCs are reported with their relative labels:

Type A:

This BCs simulate the initial phase of the blood flow, when the valve

leaflets are opening:

uD =
(

0, 0, 1.5sin
(π

2
·

t

0.05

))

m/s, t ∈ [0, 0.005], in ΓD;

g =
(

0, 0, 0
)

Pa and u// = (0, 0) m/s, in ΓN .

(3.20)

Type B:

This BCs simulate the blood flow until the valve leaflets are com-

pletely opened:

uD =
(

0, 0, 1.5sin
(π

2
·

t

0.05

))

m/s, t ∈ [0, 0.015], in ΓD;

g =
(

0, 0, 0
)

Pa and u// = (0, 0) m/s, in ΓN .

(3.21)
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Type C:

This BCs simulate the blood flow until it reaches the velocity peak:

uD =
(

0, 0, 1.5sin
(π

2
·

t

0.05

))

m/s, t ∈ [0, 0.05], in ΓD;

g =
(

0, 0, 0
)

Pa and u// = (0, 0) m/s, in ΓN .

(3.22)

Type D:

This BCs simulate until the end of the blood flow injection phase, i.e.,

at the end of the systole:

uD =







(

0, 0, 1.5sin
(
π
2

t
0.05

))

m/s, t ∈ [0, 0.05],

(

0, 0, 1.5cos
(
π
2
t−0.05
0.2

))

m/s, t ∈]0.05, 0.25],

in ΓD;

g =
(

0, 0, 0
)

Pa and u// = (0, 0) m/s, in ΓN .

(3.23)
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3.4.3 The Test-cases

The study about the optimal aortic root design has been performed

initially adopting the geometries of Figures 3.11 and 3.12, and the

boundary conditions has been set, to both 3D and 2D study-cases ac-

cording to the scheme of Figure 3.14.

(a)

(b) (c)

(d)

Figure 3.14: Aortic Root Optimization Model: Boundaries definition recalling Figures 3.11,3.12.
a) 3D geometry boundary characterization; b),c),d) 2D geometries boundaries characterization.
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Test-case 1:

Dimension: 2;

Geometry:

Figure 3.15: Test-case 1: Boundaries definition.

Boundary Conditions: Type A;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e5 1 1 1 0 0

Table 3.4: Test-case 1: Topology optimization parameters.
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Test-case 2:

Dimension: 3;

Geometry:

Figure 3.16: Test-case 2: Boundaries definition.

Boundary Conditions: Type A;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.3 0 1e7 1 1 1 0 0

Table 3.5: Test-case 2: Topology optimization parameters.
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Test-case 3:

Dimension: 2;

Geometry:

Figure 3.17: Test-case 3: Boundaries definition.

Boundary Conditions: Type B;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e6 1 1 1 0 0

Table 3.6: Test-case 3: Topology optimization parameters.
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Test-case 4:

Dimension: 3;

Geometry:

Figure 3.18: Test-case 4: Boundaries definition.

Boundary Conditions: Type B;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.3 0 1e7 1 1 1 0 0

Table 3.7: Test-case 4: Topology optimization parameters.
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Test-case 5:

Dimension: 2; Geometry:

Figure 3.19: Test-case 5: Boundaries definition.

Boundary Conditions: Type C;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e7 1 1 1 0 0

Table 3.8: Test-case 5: Topology optimization parameters.
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Test-case 6:

Dimension: 2;

Geometry:

Figure 3.20: Test-case 6: Boundaries definition.

Boundary Conditions: Type C;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e7 1 1 1 0 0

Table 3.9: Test-case 6: Topology optimization parameters.
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Test-case 7:

Dimension: 2;

Geometry:

Figure 3.21: Test-case 7: Boundaries definition.

Boundary Conditions: Type C;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e7 1 0.5 0.5 -0.5 0

Table 3.10: Test-case 7: Topology optimization parameters.
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Test-case 8:

Dimension: 2;

Geometry:

Figure 3.22: Test-case 8: Boundaries definition.

Boundary Conditions: Type C;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e7 1 1 1 0 0

Table 3.11: Test-case 8: Topology optimization parameters.
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Test-case 9:

Dimension: 2;

Geometry:

Figure 3.23: Test-case 9: Boundaries definition.

Boundary Conditions: Type D;

Topology Optimization Parameters:

Vr αmin αmax q βα βS βR βp

0.6 0 1e7 1 1 1 0 0

Table 3.12: Test-case 9: Topology optimization parameters.
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Chapter 4

Results and Conclusions

4.1 Preliminary Study-cases

In this section the topological optimization solution obtained in the

preliminary study-cases are presented and then discusses.
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4.1.1 Oblique Plate in a Rectangular Domain:

Results and Discussion

The study cases investigate on the effect of the flow inertia variation

over the optimal domain shape.

The optimization parameter evolution follows the same behaviour in

all the considered cases (see Figures 4.1, 4.2 and 4.3). Starting from an

homogeneous design parameter distribution, the latter evolves avoid-

ing the higher fluid rotation regions, in according with the minimiza-

tion of the deformation term of the functional defined in 3.6.

Case Re = 1:

(a) Iteration 1 (b) Iteration 10

(c) Iteration 15 (d) Iteration 25

Figure 4.1: Oblique Plate in a Rectangular Domain: Re = 1
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Case Re = 100:

(a) Iteration 1 (b) Iteration 8

(c) Iteration 15 (d) Iteration 20

Figure 4.2: Oblique Plate in a Rectangular Domain: Re = 100
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Case Re = 1000:

(a) Iteration 1 (b) Iteration 10

(c) Iteration 20 (d) Iteration 27

Figure 4.3: Oblique Plate in a Rectangular Domain: Re = 1000, αmax = 1e5
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The increase of Re, i.e., the increase of the flow inertia, demonstrates

to have a clear impact on the final configuration (see Figures 4.1, 4.2,

and 4.3). The optimized geometry has to avoid the formation of vor-

tices, which highly dissipate the bulk flow energy.

For the highest analysed Reynolds number(Re = 1000), the density

method for topology optimization suffers some convergence issues. A

too little value of αmax can lead the optimal configuration to converge

to a non "discrete" solution and the fluid passes through low-porosity

regions with a non negligible velocity magnitude. Therefore, for high

Re, the value of αmax should be increased. However, increasing the

maximum value of the forcing fα could create numerical instabilities,

e.g., the "check-board effect" [46] (see Figure 4.4). Hence, its value

must be chosen to balance these drawbacks.

(a) Re = 1, αmax = 1e7 (b) Re = 1000, αmax = 1e7

Figure 4.4: Check-board Effect
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For these reasons, the final comparison between the optimal shapes

has been performed setting αmax = 105 only for the highest Reynolds

number scenario.

In conclusion, given that for the considered functional (see Table 3.1)

(β∗
R, β

∗
p) = (0, 0), the optimal shape is expected to minimize the sym-

metric part of the velocity gradient tensor, i.e., the deformation of the

group of streamlines (see Figure 4.5).

(a) Re = 1, Full Domain

(b) Re = 100, Full Domain

(c) Re = 1000, Full Domain

(d) Re = 1, Iteration 25, αmax = 10
3

(e) Re = 100, Iteration 20, αmax = 10
3

(f) Re = 1000, Iteration 27, αmax = 10
5

Figure 4.5: Oblique Plate in a Rectangular Domain: Streamlines. a),b),c) streamlines in the free
initial geometry, respectively with Re = 1,Re = 100, and Re = 1000; d),e),f) streamlines in the
optimal domain shape, respectively with Re = 1,Re = 100, and Re = 1000
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The functional value behaviour over the algorithm iterations has the

same qualitative representation for all the three studied cases. Look-

ing at Figures 4.6, 4.7 and 4.8, the functional values seems to have

a sort of parabolic distribution. In the first iterations the functional

value is increased in order to restrict the fluid domain to a feasible

one. Once the latter has been found, in the subsequent iterations the

geometry minimizes the energy dissipation keeping active, i.e. veri-

fied, the volume constraint.
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Figure 4.6: Oblique Plate in a Rectangular Domain, Re = 1: Functional
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Figure 4.7: Oblique Plate in a Rectangular Domain, Re = 100: Functional

5 10 15 20 25 27
1

2

3

4

Iteration

F
un

ct
io

na
lV

al
ue

V ol > Vr

V ol < Vr

Figure 4.8: Oblique Plate in a Rectangular Domain, Re = 1000: Functional
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4.1.2 Channel in a Squared Domain:

Results and Discussion

The channel in a squared domain problem has been implemented to

study the newly introduced vorticity term in the functional J 3.6.

The optimization parameter evolution follows a completely different

behaviour in the two considered cases (see Figures 4.9 and 4.10).

Starting from a similar design parameter distribution at it.1, already

in the fifth iteration the distribution has a different representation. In

the β∗
R = 0 case, in fact, the there is a big central barrel-like shape,

while in the β∗
R = −2 study the optimization geometry is reduced

to a central cylinder. In the following iteration the evolution of γ fol-

lows opposite paths. When β∗
R = 0, the optimization erodes the first

iterations shape until it reaches a feasible configuration, i.e., it respect

the volume constraint, without modifying the core of the shape. In the

β∗
R = −2 case, instead part of the flow is conveyed through a straight

channel; however another two lateral channels, from the inlet flow

along the boundary drive the flow to the outlet.
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Case β∗
R = 0 :

(a) Iteration 1 (b) Iteration 5 (c) Iteration 10

(d) Iteration 15 (e) Iteration 30 (f) Iteration 50

Figure 4.9: Channel in a Squared Domain: β∗

R = 0. Design parameter evolution.
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Case β∗
R = −2:

(a) Iteration 1 (b) Iteration 5 (c) Iteration 10

(d) Iteration 30 (e) Iteration 50 (f) Iteration 100

Figure 4.10: Channel in a Squared Domain: β∗

R = −2. Design parameter evolution.

The design parameter evolution comparison shows, as expected, a

strong dependence of the final configurations with respect to the ob-

jective functional formulation.

The optimal shape maximizing the anti-symmetric part of the ve-

locity gradient performs a reorganization of the material distribution

throughout the domain. However, also in this case, the contribution of

the symmetric part of the velocity gradient can still be observed; in

fact, even if constraining the lateral part of the optimal flow to curve,
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the optimal domain topology avoids the formation of vortices (see

Figure 4.11).

(a) Full Domain

(b) β∗

R = 0, Iteration 50 (c) β∗

R = −2, Iteration 100

Figure 4.11: Channel in a Squared Domain: Streamlines. a) streamlines in the free initial geometry;
b) streamlines in the optimal domain shape 4.9, with β∗

R = 0; b) streamlines in the optimal domain
shape 4.10, with β∗

R = −2;
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The functional value over the optimization iterations has a relevant

behaviour in this study-case. Looking at the Figure 4.12 it can be ob-

served that, setting a negative value for the βR functional weight, the

maximization of the vorticity term is correctly performed through the

minimization of the functional J , leading it to have also negative val-

ues.
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Figure 4.12: Channel in a squared domain, β∗

R = −2: Functional Analysis
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4.2 Aortic Root Results

Test-case 1:

The design parameter evolution in Figure4.13 shows the formation of

a bulge-like aortic root profile. Starting from the iteration 70, the opti-

mized domain shows an almost discrete distribution of γ, constraining

the streamlines to flow only inside the non-solid portion of the domain

(see Figure 4.14).

(a) Iteration 1 (b) Iteration 30 (c) Iteration 45

(d) Iteration 70 (e) Iteration 85 (f) Iteration 100

Figure 4.13: Test-case 1: Design Parameter Evolution
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The maximun velocity magnitude achieved by the flow in the opti-

mal domain shape is approximately |u|max = 0.3 m/s, leading to a

Reynolds number maximum value of Re ≃ 1500. Moreover, since

the simulation has been performed imposing boundary conditions of

type A, the final time is t = 0.005 s; such a little time variable do-

main does not allow the formation of vortices inside the prescribed

geometry in any of the optimization procedure iterations. Hence, the

bulges function is just to minimize the pressure at the side boundaries,

diminishing the velocity magnitude value by letting the streamlines to

perform a little rotation.

(a) Test-case 1: 2D Profile (b) Test-case 1: 2D Profile Streamlines

(c) Test-case 1: 3D Profile (d) Test-case 1: 3D Profile Streamlines

Figure 4.14: Test-case 1: Optimal Domain

103



4.2. AORTIC ROOT RESULTS CHAPTER 4. RESULTS AND CONCLUSIONS

Test-case 2:

This test case was performed replicating the same boundary condi-

tion, and topology optimization parameters as the test-case 1, break-

ing the axial-symmetry by switching the domain of analysis to a three-

dimensional geometry (see Figure 3.16). Despite the presence of the

wall interfaces 3.11, the optimal design parameter evolution repli-

cated the same behaviour of the axial-symmetric case. Hence here

it is reported only the optimal domain shape (see Figure 4.15).

Figure 4.15: Test-case 2: Optimal Domain

A further analysis on the inefficiency of the 120-symmetrical wall

interfaces will be developed in the general discussion 4.3.
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Test-case 3:

The design parameter evolution in Figure 4.16 shows the formation

of a bulge-like aortic root profile, like in the first test-case (see Fig-

ure 4.13). However, the optimal domain shape has a slightly different

behaviour than the test-case 1 solution; in fact, in this study-case, the

bulge has more rounded shape that lets the flow to perform a stronger

rotation in order to lower the stresses on the side boundaries (see Fig-

ure 4.17).

(a) Iteration 1 (b) Iteration 30 (c) Iteration 50

(d) Iteration 70 (e) Iteration 90 (f) Iteration 100

Figure 4.16: Test-case 3: Design Parameter Evolution
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Despite the fact that, prescribing BC of type B, the maximum value

of the velocity magnitude, |u|max = 0.81 m/s, leads to Re ≃ 4000,

similarly to the test-case 1, the optimal geometry streamlines does not

shows the presence of any vortex, probably because of the small value

of the ending time, i.e., tend = 0.015s s.

(a) Test-case 6: 2D Profile (b) Test-case 6: 2D Profile Streamlines

(c) Test-case 6: 3D Profile (d) Test-case 6: 3D Profile Streamlines

Figure 4.17: Test-case 3: Optimal Domain

Also in this case, starting from the iteration 70, the optimized domain

shows an almost discrete distribution of γ (see Figure 4.17).

The functional value evolution over the optimization algorithm iter-

ations in Figure 4.18 shows that the it.70 is exactly the one where

the volume constraint is satisfied for the first time. In the subsequent
106



CHAPTER 4. RESULTS AND CONCLUSIONS 4.2. AORTIC ROOT RESULTS

iterations it occurs only a little reduction of the functional value, in

according with the little variation of the design parameter distribution

(see Figures 4.16 and 4.18).
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Figure 4.18: Test-case 3: Functional Value over 100 Iterations
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Test-case 4:

This test has been performed with the same idea of test-case 2: repli-

cating the same boundary condition and topology optimization pa-

rameters as the axial-symmetrical test-case, test-case 3, and breaking

the axial-symmetry by switching the domain of analysis to a three-

dimensional geometry (see Figure 3.18). Also in this 3D simulation,

the presence of the wall interfaces 3.11 has been ignored by the op-

timal design parameter evolution; it replicated the same behaviour of

the test-case 3 with the addition of three empty surfaces in correspon-

dence of the inserted walls. Hence here it is reported only the optimal

domain shape (see Figure 4.19).

Figure 4.19: Test-case 4: Optimal Domain

A further analysis on the inefficiency of the 120-symmetrical wall

interfaces will be developed in the general discussion 4.3.
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Test-case 5:

The goal of this study case was to perform a first simulation with

boundary conditions of type C, in order to understand if, in presence

of vortices, the optimization procedure required some variations on

the initial geometry to provide an optimal domain similar to the the

aortic root shape. The design parameter evolution in Figure4.20 shows

the formation of a bulge-like aortic root profile. However, differently

from the test-cases 1 and 2, starting from it.80 the optimal domain

shape seems to provide a qualitative replication of the Valsalva si-

nuses. The bulge starts after a little gap with the inlet, and develops

a well rounded shape that closes in correspondence of the imposed

sino-tubular junction.

In the upper part of the central cylinder, to avoid the re-circulation,

and then the formation vortices, the optimal geometry narrows the di-

ameter (see Figure 4.20e). To compensate this effect, in the following

test-cases, the simulations have been performed increasing the diam-

eter of the outlet by 3mm.
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(a) Iteration 1 (b) Iteration 30 (c) Iteration 55

(d) Iteration 80 (e)

Figure 4.20: Test-case 5: Design Optimization. a),b),c),d) Design parameter evolution; e) Optimal
Shape.
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Test-case 6:

According to the results of the test-case 5, the outlet diameter has been

increased by 3mm, doutlet = 26mm.

The optimal design parameter of Figure 4.21 replicates the one of the

previous test-case solution. In fact, it can be observed the formation

of a bulge, which is able to contain the streamlines vortices during

the peak velocity instants, |u|max = 1.5 m/s. Such |u|max value leads

to Re ≃ 7500, that, considering a time-domain with tend = 0.05ms,

match the correct conditions to the formation of a vortex ring near the

inlet that propagates over time, till it reaches the center of the opti-

mization domain height. The optimal domain shape bulges seems to

play the role of a suitable container for the flow vortices, avoiding the

fluid energy dissipation with the side boundaries (see Figure 4.21e).

Looking at the streamlines in Figure 4.21 it can be observed that, since

the optimal configuration does not let the energy dissipate, thanks to

the restriction of the domain volume and the presence of vortices in-

side the bulges, the maximum flow velocity magnitude is greater of

the injected one, reaching a peak value of |u|optmax ≃ 1.7 m/s.
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(a) Iteration 1 (b) Iteration 30

(c) Iteration 50 (d) Iteration 80

(e) Optimal domain shape, streamlines

Figure 4.21: Test-case 6: Design Parameter Evolution and Optimal Domain Streamlines. a),b),c),d)
Design parameter evolution over various iterations; e) blood flow streamlines in the optimal domain
shape.
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Test-case 7:

The test-case 7 has been performed to investigate the effect of in-

cluding the vorticity functional term, see (3.6), in the optimal shape.

Studying the exact same geometry and BC of the test-case 6 it emerged

that changing the value of β∗
R to β∗

R = −1 does not consistently

change the design parameter evolution and the optimal domain shape

(see Figure 4.22). Further comments and comparisons with the other

test-cases will be held in the general discussion 4.3.

(a) Iteration 1 (b) Iteration 30

(c) Iteration 60 (d) Iteration 100

Figure 4.22: Test-case 7: Design parameter evolution.
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Test-case 8:

To compensate the effects of imposing an inflow velocity with only

normal component, it has been considered an higher optimization do-

main, setting the sinotubular junction to h = 26mm. The design pa-

rameter evolution follows the same pattern of the previous test-cases.

In the first 50 iterations the optimization procedure performs a sort of

regular shrinkage of the external cylinder, to reach as fast as possible a

feasible value of the fluid domain volume. However, considering BC

of type C, starting from it.60, the optimal shape bulge transforms to

a tear-shaped bulge as in test-cases 5, 6, and 7 (see Figure 4.23). The

streamlines behaviour in the optimal domain shape replicates exactly

the results of the other test-cases with boundary conditions of type C.

Looking at the 3D rotational extrusion in Figure 4.24d, the vortices

are, in fact, trapped in the tear-shaped bulge.
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(a) Iteration 1 (b) Iteration 30 (c) Iteration 45

(d) Iteration 60 (e) Iteration 85 (f) Iteration 100

Figure 4.23: Test-case 8: Design Parameter Evolution
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(a) Test-case 8: 2D Profile (b) Test-case 8: 2D Profile Streamlines

(c) Test-case 8: 3D Profile (d) Test-case 8: 3D Profile Streamlines

Figure 4.24: Test-case 8: Optimal Domain
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Since this test-case has been performed after a robust topology op-

timization parameters tuning and various different geometry studies,

here it is reported also the functional behaviour over the optimization

iterations (see Figure 4.25). It can be observed that a feasible fluid

domain volume is achieved at it.85.; in the subsequent iterations the

algorithm lowers the functional value keeping the volume constraint

satisfied. As a further remark for this test-case, it seems that the func-

tional value distribution is concave until it reaches a suitable geom-

etry, and then it becomes convex to have a faster convergence on its

minimum value.
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Figure 4.25: Test-case 8: Functional Value over 100 Iterations
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Test-case 9:

The idea of this study case is to simulate all the instants in which the

blood is injected into the aortic root through the aortic valve. To per-

form such study, BC of type D have been prescribed.

The design parameter evolution initially replicates the same behaviour

of the test-cases with type C boundary conditions. But, starting from

it.60, the evolution changes, leading to the narrowing of the fluid do-

main to almost restricting it to the inner cylinder at it.100 (see Figure

4.26).

(a) Iteration 1 (b) Iteration 30 (c) Iteration 45

(d) Iteration 60 (e) Iteration 75 (f) Iteration 100

Figure 4.26: Test-case 9: Design Parameter Evolution
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In conclusion, the optimal domain shape is different from the other

boundary conditions cases (see Figure 4.27). The presence of a cusp

at the sino-tubular junction, allows the formation of a little vortex; this

vortex forces the streamlines of the injected flow to have a straight

behaviour till they reach the outlet (see Figure 4.27d).

(a) Test-case 9: 2D Profile (b) Test-case 9: 2D Profile Streamlines

(c) Test-case 9: 3D Profile (d) Test-case 9: 3D Profile Streamlines

Figure 4.27: Test-case 9: Optimal Domain
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4.3 Aortic Root Discussion

Whether the shape of the aortic sinuses plays a definite role (or not)

in the local hemodynamics and aortic valve dynamics, is still unclear.

Their peculiar shape suggests that the function cannot be merely lim-

ited to host the leaflets when the aortic valve is open. Valsalva in

1740 observed that the presence of sinuses in various animal species

should indicate that these anatomical elements serve a common pur-

pose [53]. In 1968 the Bellhouse brothers were the first to suggest

that "apart from producing a thrust normal to the cusp and initiating

valve closure, the vortices would also scour out the sinuses and pre-

vent the formation of thrombi behind the cusps in blood flow" [1].

In 1970, Reid K. tried to fill the lack of the precise anatomical defi-

nition of the sinuses [2]. We observed that as far as the leaflets does

not seem to be made of such an elastic material, "their closure must

be achieved thanks to other life mechanisms", i.e., the aortic sinuses

and their ridges. Reul, in 1990, proposed to describe the transverse

view of the sinus shape as an epitrochoid [3]. Among the recent stud-

ies, Toninato et al. performed a comparison between various surgical

valve implantation configurations, highlighting the importance of the

aortic root shape in trans-aortic energy losses minimization [6].
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The preliminary study cases and the test-cases 2 and 4, allowed us to

understand the model limits, and, consequently, how to set the various

parameters and possible initial geometries to treat the complex prob-

lem of studying the shape of the aortic root and its sinuses. Once the

correct setup has been identified, some multi-scenarios simulations

have been performed varying the boundary conditions in the aortic

flow. The scope of these simulations was to investigate what part of

the cardiac cycle could mainly determine the sinuses shape is opti-

mizing in nature. The BC of Type C, i.e., the inlet velocity varying

until to reach the velocity peak, seems to qualitatively well replicate

the shape of the aortic sinuses tear-shaped bulges (see Figure 4.28).

The functional value evolution seems to follow a sort of prescribed

pattern. Starting from the initial configuration, the algorithm increases

its magnitude restricting the domain until it matches the volume con-

straint. Once a feasible volume has been identified, a geometry re-

finement is performed in order to to minimize the functional value

(see Figures 4.6, 4.7, 4.8, 4.12, 4.18, and 4.25).
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(a) Test-case 1 (b) Test-case 3

(c) Test-case 6 (d) Test-case 8

(e) Test-case 9

Figure 4.28: Test-cases comparison with the Aortic Root model 3.8. The figure represent the vari-
ous axial-symmetric optimal domain shapes, overlapping them with the aortic root model profile in
transparency.
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Changing the topology optimization parameters to include the vortic-

ity term in the functional, e.g. β∗
R = −1, does not influence neither

the design parameter distribution in any of the iterations (see Figures

4.21, 4.22), nor the the final geometry of the "optimized aortic root"

(see Figure 4.29).

(a) β∗

R = 0 (b) β∗

R = −1

(c)

Figure 4.29: Test-case 6 and test-case 7 optimal designs comparison. a) β∗

R = 0, test-case 6, b)
β∗

R = −1, test-case 7, c) Optimal designs superposition. β∗

R = 0: orange, β∗

R = −1: blue

This phenomena could be explained looking at the streamlines in the

optimal domain (see Figure 4.21). The shape allows the formation of

vortices inside the sinuses. Indeed, the system transfers energy from

the central flow to the side vortices, rather than to dissipate energy by

the wall shear stress. This reflects into a sort of implicit maximization

of the vorticity. In the study-case of 3.7, maximizing the rotational
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Figure 4.30: Test-case 5: Boundary layer removal from the Optimal Shape.

effects drastically changed the final configuration of the fluid domain

(see Figure 4.11); differently, working with high Reynolds numbers

leads to optimal shapes containing the vortices, and thus vanishing

influence of the vorticity term in the functional of Equation (3.6).

For the two-dimensional test-cases, the αmax value had to be chosen

high enough to guarantee the convergence to almost discrete values

of the design parameter; in according to the results about convergence

instability obtained testing the problem 3.3.1.

Furthermore, the optimal shape for high Reynolds numbers tend to be-

have like a vena contracta, excluding the regions near the side bound-

aries in the upper cylinder (see Figure 4.30). Hence, to compensate

such effect, the aortic root radius above the sinotubular junction has

been enlarged, w.r.t. the inlet one, by 1.5mm in test-cases 1, 3, 7 and

8. With this implementation, the solution provides an optimal upper

cylinder diameter matching the aortic root’s one.
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Model Limitations

Owing to its simplify nature, the model ignores the presence of the

valvular leaflets. However, since their material density is comparable

with the blood one (see Swanson et al. [54] and Kasyanov et al. [55]),

their presence do not really modify the fluid flow till they reach their

maximum tension position , i.e., when the valve is completely open.

The presence of the coronary arteries is another important anatomical

element that characterize the sinuses structure. This could be simu-

lated by imposing the presence of two little outlets, forcing the opti-

mal shape boundary to pass through these holes. Nevertheless, it is to

stress that the coronaries presence is relevant during the back-flow

phase, i.e., when the valve is closed. Consequently, their presence

goes beyond the scope of this work, but it could represent a further

improvement of the optimization analysis. Theoretically, the topology

optimization algorithm should converge to a discrete optimization pa-

rameter solution. However, the practice requires a very large number

of iterations. Therefore, to filter the optimal solution it has been cho-

sen to consider only the mesh elements that have all nodal values of γ

smaller than 0.15.

It must be noted that, until now, the topology optimization studies on

fluid domains have focused on problems in strong laminar regime,

i.e., for Re ≃ 1 − 10; therefore no particular a priori optimal geom-

etry could be expected. Indeed, the aim of this study is to work in a
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physiological setting. Testing with such physical parameters pushes

the classical topology optimization tools to their limits right before

the laminar/turbulent transition.

The three dimensional studies 2 and 4 exemplify a recurrent behaviour

of the solutions for the 3D topology optimization model. Despite the

insertion of the wall boundaries within the domain, the optimal so-

lution is slightly affected by their presence (see Figure 4.31). These

results pointed out potential limits of the used 3D model, highlighting

its inability to recreate the correct sinuses shape at the leaflets com-

missures. Therefore, it has been decided to study the problem assum-

ing a full axial-symmetric approach. Accordingly, the optimal shape

comparison with the Valsalva sinuses has then been transformed into

the problem on finding the aortic root optimal profile studying its 2D

model.
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(a) Test-case 2, bottom view of the optimal domain (b) Test-case 2, top view of the optimal domain

(c) Test-case 4, bottom view of the optimal domain (d) Test-case 4, top view of the optimal domain

Figure 4.31: 3D Study Cases: Wall Boundaries in the Optimal Shape
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4.4 Conclusions

The topology optimization study seems to confirm that the Valsalva

sinuses plays a crucial role in the energy loss minimization during the

blood flow acceleration phase.

Anyway, changing the topology optimization parameters to include

the vorticity term in the functional, e.g. β∗
R = −1, does not consis-

tently modify the final geometry of the "optimized aortic root".

In Nature, the vortices inside the aortic sinuses facilitate some por-

tions of blood to circulate between the fully opened leaflets and the

sinuses walls, promoting the initial valve closure mechanism. In any

case, this explanation does not fully catch the role of the sinuses

anatomy. The Valsalva sinuses shape follows the shape of the the com-

pletely opened leaflets, keeping a gap to avoid any contact between

the elements. Therefore, it is reasonable that the open-leaflets shape

minimizes the energy losses during the peak flow; this observation un-

folds into a first insight to explain the presence of the large coaptation

portion of the leaflets. Furthermore, one of the most common degener-

ations of the aortic root with age is the enlargement of the sino-tubular

junction. The ethiology of this disease is likely the continuous stress

of the ejected blood on the walls. It should be noted that, if there were

not the sinusoidal shape, these stress condition would become even

higher. In a cylindrical shape, in fact, we assist to the detachment of
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the boundary layer, and the formation of vortices locally narrowing

the streamtube along the ascending aorta.

To find a suitable way to break the axial-symmetry of the 3D model

solution would be an important improvement of the present model.

Probably, stricter assumptions on the initial optimization domain should

work in this direction. However, this purpose is out of the scope of

the present thesis. The thesis aimed at investigating the optimal shape

of the aortic root, which minimizes the energy losses of the systolic

flow. A different purpose would be to perform a "Valsalva sinuses

inverse design" starting from a posteriori determined initial configu-

ration. Further ideas to replicate the epitrochoidal sinuses shape are

the following: we can insert the walls coherently with the real-case

configuration near the annulus and force a the intra-leaflet triangu-

lar junction between the three sinuses, following the leaflets shape.

Finally, an interesting analysis could include also a rotating injected

flow, which is the only physiological condition on the flow missing in

the studied model.
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Appendix A

The Convective Term

For high Reynolds number (large convection term), it is necessary

to introduce numerical diffusion in the system to stabilize the algo-

rithm. Briefly, the problem is that the shape functions "weight" in

the same way all the grid nodes in the computational solution. More-

over, if the convection is relevant, the upstream nodes will clearly

have a higher impact on the downstream ones than the opposite. The

standard solution to this problem is the SUPG ("Streamline Upwind

Petrov Galerkin), which is a residual based stabilization and adds dif-

fusion in the same direction of the convection term.

We stabilized the method by suitably choosing the coefficient β. Two

possible approaches are the Oseen approach and the Picard iteration.
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1. Oseen approach. In this case, at each time step, we use the ve-

locity field of the last computed time, β = unh. The resulting

algorithm is relatively simple, but some restrictions on the time

step ∆t have to be applied to ensure the stability of the method.

2. Picard iteration. This approach is based on a standard nonlinear

solver (root finding), and it practically works through an inner

loop for the β stabilization. At each time step we fix a first ten-

tative term equal to β = un+1,0
h = unh and then we keep solving

the system, without increasing the time, and update the value of

β until convergence. The convergence occurs by a test on the dif-

ference between the β values of next two following iterations.

A complete analysis is performed in [25] or [26].
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Appendix B

Introduction to PDE

Constrained Optimization

Let us now introduce some the most relevant concepts in order to

formulate our topology optimization problem as a control problem

with PDE constraints.

The discussion follows the arguments as they are presented in [15].

Formulation of control-constrained problems

Let consider a general non-linear problem of the form:

min
(y,u)∈Y×U

J(y, u) subject to e(y, u) = 0, u ∈ Uad ⊆ U. (B.1)
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Assumption B.1. Let’s make the following assumptions:

1. Uad ⊂ U is nonempty, convex and closed.

2. J : Y × U → R and e : Y × U → Z are continuously differen-

tiable, with U, Y, Z Banach Spaces.

3. For all u ∈ V, V ⊂ U , neighborhood of Uad, the state equation

e(y, u) = 0 has the unique solution y = y(u) ∈ Y .

4. ey(y(u), u) ∈ L(Y, Z) has bounded inverse ∀u ∈ V ⊃ Uad.

Definition. Fréchet Differentiability

Let V, W be normed vector spaces and U ⊆ V , open set. A function

f : U → W is said Fréchet differentiable at x ∈ U , if there exists a

bounded linear operator D : V → W such that:

lim
||h||V →0

||f(x+ h)− f(x)−Dh||W
||h||V

= 0.

Definition. Gateaux Derivative

Let V, W be normed vector spaces and U ⊆ V , open set.

The Gateaux derivative of a function f : U → W at x ∈ U is defined

as:

g(x) = lim
t→0

f(x+ th)− f(x)

t

Observation. If a function is Fréchet differentiable at a point then it

is also Gateaux differentiable and we have: g(x) = D = Df(x), the

differential of f.
134



APPENDIX B. INTRODUCTION TO PDE CONSTRAINED OPTIMIZATION

Under the previous assumptions the mapping u ∈ V 7→ Y is contin-

uously Fréchet differentiable by the implicit function theorem (Dini’s

theorem).

General first order optimality condition

Let consider the general problem (B.1) and let Assumption B.1 hold.

The reduced problem can now be formulated as follows,

min
u∈U

Ĵ(u) subject to u ∈ Uad ⊆ U, (B.2)

with the reduced functional

Ĵ(u) := J(y(u), u), (B.3)

where V ∋ u 7→ y(u) ∈ Y is the solution operator of the state equa-

tion.

Now some classical results are stated in order to justify the use of the

adjoint formulation method.

Theorem B.2. Let assumption B.1 hold. If ū is a local solution of

the reduced problem (B.2) then ū satisfies the following variational

inequality:

ū ∈ Uad and
〈
Ĵ(ū), u− ū

〉

U∗,U
≥ 0 ∀u ∈ Uad. (B.4)
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The previous variational inequality directly yields the following nec-

essary first order condition.

d

du
Ĵ(ū) =

∂J

∂y

dy

du

∣
∣
(y(ū),ū)

+
∂J

∂u

∣
∣
(y(ū),ū)

= 0. (B.5)

Observation B.3. The direct computation of condition (B.5) can re-

sult a complex task because, specially in the PDE constrained case

(e.g. Navier Stokes equations), the dependence of y with u is not di-

rectly computable. Moreover, since our scope is to get a domain topol-

ogy optimization using numerical methods to solve both constraints

and variational conditions, the analytical form of y is not known and

so this solution strategy could not be applied.

Finally we will use the adjoint representation of the functional deriva-

tive,

Ĵ ′(u) = eu(y(u), u)
∗λ(u) + Ju(y(u), u) (B.6)

where λ(u) ∈ Z∗ is the adjoint state, solving the adjoint equation

ey(y(u), (u))
∗λ(u) = −Jy(y(u), u). (B.7)

This leads to the formulation of an adjoint differential system that

needs to be solved in order to proceed with the numerical solution of

the variational problem.

Let us now state an optimality condition for the adjoint formulation.
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Theorem B.4. Let (ȳ, ū) an optimal solution of the problem (B.1) and

let assumption B.1 hold. Then, there exists an adjoint state λ̄ ∈ Z∗,

such that the following optimality conditions hold:

e(ȳ, ū) = 0; (B.8)

ey(ȳ, ū)
∗λ̄ = −Jy(ȳ, ū); (B.9)

ū ∈ Uad,
〈
Ju(ȳ, ū) + eu(ȳ, ū)

∗λ̄, u− ū
〉

U∗,U
≥ 0. (B.10)

Let us now consider a more general formulation of the problem in

(B.1):

min
w∈W

J(w) subject to G(w) ∈ KG, w ∈ C. (B.11)

Thanks to the Robinson’s regularity condition [28] we can now state

an important theorem, introduced in [27], that generalizes the Karush-

Kuhn-Tucker conditions for PDE constrained optimal control prob-

lems.

Theorem B.5. (Zowe and Kurcyusz) Let J : W → R, G : W → V

be continuously Fréchet differentiable functions with Banach-spaces

W,V. Further let C ⊂ W be non-empty, closed and convex, and let

KG ⊂ V be a closed convex cone. Then for any local solution w̄

of (B.11) at which Robinson’s regularity condition is satisfied, the

following optimality condition holds:
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There exist a Lagrange multiplier q̄ ∈ V ∗ with

G(w̄) ∈ KG, (B.12)

q̄ ∈ K◦
G :=

{
q ∈ V ∗

∣
∣⟨q, v⟩V ∗,V ≤ 0 ∀v ∈ KG

}
, (B.13)

⟨q̄, G(w̄)⟩V ∗,V = 0, (B.14)

w̄ ∈ C, ⟨J ′(w̄) +G′(w̄)∗q̄, w − w̄⟩W ∗,W ≥ 0 ∀w ∈ C. (B.15)

Observation B.6. Using the Lagrangian function

L(w, q) := J(w) + ⟨q,G(w)⟩V ∗,V (B.16)

we can write (B.15) in the following more compact form

w̄ ∈ C, ⟨Lw(w̄, q̄), w − w̄⟩W ∗,W ≥ 0 ∀w ∈ C. (B.17)

Application to PDE-constrained optimization

Consider now an optimal control problem like that reported in (B.1),

for which the state equation, e(y, u) = 0, is a PDE (e.g., 2D Navier-

Stokes), which requires also c(y) ∈ K similarly to (B.11). Then:

min
(y,u)∈Y×U

J(y, u) subject to e(y, u) = 0, c(y) ∈ K, u ∈ Uad ⊆ U.

(B.18)

where e : Y × U → Z and c : Y → R are continuously Fréchet

differentiable, K ⊂ R is a closed convex cone and Uad ⊂ U is a

closed convex set.
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To keep a coherent notation we define

G : Y × U ∋

Ö

y

u

è

7→

Ö

e(y, u)

c(y)

è

∈ Z ×R

KG = {0} × K, C = Y × Uad

Let us now formulate the Lagrangian function, with the multiplier in

the form (λ, ν) ∈ Z∗ ×R∗,

L(y, u, λ, ν) = J(y, u) + ⟨λ, e(y, u)⟩Z∗,Z + ⟨ν, c(y)⟩R∗,R =

= L(y, u, λ) + ⟨ν, c(y)⟩R∗,R

with the Lagrangian restricted at the equality constraints

L(y, u, λ) = J(y, u) + ⟨λ, e(y, u)⟩Z∗,Z .

Since KG = {0} × K, we obtain K◦
G = Z∗ × K◦. Therefore, as-

suming the Robinson’s regularity condition holds [15], the optimality

necessary conditions of theorem B.5 are:

e(ȳ, ū) = 0, c(ȳ) ∈ K,

ν̄ ∈ K◦, ⟨ν̄, c(ȳ)⟩R∗,R = 0,

⟨Ly(ȳ, ū, λ̄) + c′(ȳ)∗ν̄, y − ȳ⟩Y ∗,Y ≥ 0 ∀y ∈ Y,

ū ∈ Uad, ⟨Lu(ȳ, ū, λ̄), u− ū⟩U∗,U ≥ 0 ∀u ∈ Uad.

139



APPENDIX B. INTRODUCTION TO PDE CONSTRAINED OPTIMIZATION

Finally, we have that the corresponding of the Karush-Kuhn-Tacker

conditions for PDE constrained control problems are:

e(ȳ, ū) = 0, c(ȳ) ∈ K, (B.19)

ν̄ ∈ K◦, ⟨ν̄, c(ȳ)⟩R∗,R = 0, (B.20)

Ly(ȳ, ū, λ̄) + c′(ȳ)∗ν̄ = 0, (B.21)

ū ∈ Uad, ⟨Lu(ȳ, ū, λ̄), u− ū⟩U∗,U ≥ 0 ∀u ∈ Uad. (B.22)
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Appendix C

The Functional Weights

Since, given two matrices A,B,

||A± B||2 = ||A||2 + ||B||2 ± 2A : B

3.10 reads

βS =
1

2
·
||∇u||2 + ||∇uT ||2 − 2(∇u : ∇uT )

||∇u||2 + ||∇uT ||2 + 2(∇u : ∇uT )
· βR =

=
1

2
·
(

1−
4(∇u : ∇uT )

||∇u||2 + ||∇uT ||2 + 2(∇u : ∇uT )

)

· βR =

=
1

2
·
(

1−
2(∇u : ∇uT )

||∇u||2 +∇u : ∇uT

)

· βR

Hence, an a priori estimate on the real contribution of the deforma-

tion and vorticity terms to the functional is not possible. In fact, they

depend on the velocity tensor symmetric and antisymmetric parts for

the considered problem.
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The functional coefficients as introduces in 3.6 can be expressed in

function of the β∗
R and β∗

p ratios:

βα =
1

2 + β∗
R + β∗

p

;

βS =
1

2 + β∗
R + β∗

p

;

βR =
β∗
R

2 + β∗
R + β∗

p

;

βp =
β∗
p

2 + β∗
R + β∗

p

.

(C.1)

it can be observed that once the ratios β∗
R, β

∗
p values are prescribed,

the functional weights formulation is determined.
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