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## Introduction

The aim of this thesis is to introduce the étale fundamental group of a connected scheme, which is the analogue in algebraic geometry of the usual fundamental group of a topological space. As the fundamental group of a topological space (under some connectedness assumptions) provides a complete description of coverings of the space in terms of sets with a group action, the étale fundamental group of a connected scheme (which is a profinite group) provides a complete description of finite étale coverings of the scheme in terms of finite sets with a continuous group action. The interest of this result (which is the main one of this work) is that, while coverings are geometrical objects which might a priori be very complicated, finite sets with a continuous action of a profinite group are easy to classify: they are disjoint unions of orbits and each of these orbits is isomorphic to the quotient set of the group with respect to an open subgroup (see lemma 1.4.9).
The étale fundamental group was introduced by Alexander Grothendieck (1928-2014) in his revolutionary work [2]. Some decades later, the topic has been approached by different authors from different perspectives, depending on their preference for an abstract setting or for a more concrete one. The approach we follow is the abstract categorical one, as developed by H. W. Lenstra in [1]. Indeed, this thesis is essentially a detailed rewriting of the sections 3,4 and 5 of Lenstra's notes, with the addition of the solutions to many of the exercises.
Lenstra starts by observing the similarities between the fundamental group of a topological space (under some connectedness assumptions, namely connected, locally path-connected and semilocally simply connected) and the absolute Galois group of a field. In the first case, we have an equivalence of categories between the coverings of the space $X$ and the sets with an action of the fundamental group $\pi(X)$. In the second case, we have an anti-equivalence of categories between finite separable $K$-algebras and finite sets with a continuous action of the absolute Galois group $\operatorname{Gal}\left(K_{s} / K\right)$ (where $K_{s}$ is the separable closure of $K$ ). There are two important differences in these example: one is the fact that the latter is an anti-equivalence, while the former is an equivalence, and the other one is the finiteness assumption which is lacking in the former example, together with the fact the the usual fundamental group of a topological space is just a group, without a canonical topology on it, while the absolute Galois group of a field is a profinite group and this allows us to restrict our attention to sets with a continuous actions. The first difference is due to the fact that the category of finite separable $K$-algebras is actually the opposite of an important category, namely the category of finite étale coverings of $\operatorname{Spec}(K)$. Then the absolute Galois group is nothing more than an example of étale fundamental
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group. The second difference, instead, is more subtle. If we require the finiteness of the coverings, the category that we obtain is equivalent to the category of finite sets with a continuous action of the profinite completion of $\pi(X)$, but we are losing the information concerning coverings that are not finite. On the other hand, a profinite fundamental group exists and allows to describe finite coverings in more general situations, requiring only that the base space is connected. While we do not deal in detail with the Galois theory of fields, which leads to the above-mentioned anti-equivalence of categories, we will discuss in depth the case of topological spaces, because it offers interesting analogies with finite étale coverings of schemes. After discussing the two aforementioned examples, Lenstra connects them to a general framework, namely that of Galois categories. Finally, he shows that finite étale coverings of a connected scheme follow the same axioms and deduces from this the existence of the étale fundamental group of a connected scheme.
Following this path, two are the major steps through which we will reach our goal. The first step is defining Galois categories and proving that each essentially small Galois category is equivalent to the category of finite sets with a continuous action of a certain profinite group, which is unique up to isomorphism (theorem 1.4.34). The second step is defining the category of finite étale coverings of a fixed scheme (with a functor to the category of finite sets) and proving that it is an essentially small Galois category (theorem 2.3.10). These steps correspond to the two chapter of this thesis: in the first one we will deal with Galois categories, following section 3 of [1], and in the second one we will study finite étale coverings,following sections 4 and 5 of [1]. Finally, in the appendix we will discuss finite coverings of topological spaces. It is worth mentioning that the definition of finite étale morphisms that we use in this thesis, namely the one introduced in [1], is not the one that is usually found in the literature. A discussion about the equivalence of the two definitions can be found in section 6 of [1] (it turns out that they are equivalent in the case of locally noetherian schemes, while in the general case our definition is stronger).

## Chapter 1

## Galois categories

In this chapter we will give an axiomatic treatment of Galois categories, following section 3 of [1]. A Galois category is a category with a functor to the category of finite sets such that certain axioms are satisfied. In the first section, we will describe in detail these axioms and we will analyse two basic examples: the category of finite sets (with the identity functor) and the category of finite sets with a continuous action of a profinite group (with the forgetful functor). Clearly, the first example is just a special case of the second one, obtained considering the trivial group. The main result of this chapter (theorem 1.4.34) states that any essentially small Galois category is equivalent to a category of this type. More precisely, we can attach to any essentially small Galois category $\mathbf{C}$ (with fundamental functor $F$ ) a profinite group $\pi(\mathbf{C}, F)$ (uniquely determined up to isomorphism and called the fundamental group of $\mathbf{C}$ ) such that $\mathbf{C}$ is equivalent to the category of finite sets with a continuous action of $\pi(\mathbf{C}, F)$. The proof of this theorem occupies the sections 2-4. It will require a deeper understanding of the functor $F$ (see section 2) and of the "structure" of the objects of $\mathbf{C}$. The fundamental group of $\mathbf{C}$ will turn out to be (isomorphic to) the automorphism group of $F$. We will also prove that two fundamental functors on the same Galois category must be isomorphic.

### 1.1 Definitions and basic examples

We start by recalling some definitions in category theory.
Definition 1.1.1. Let $\mathbf{C}$ be a category.
(1) An object $Z$ of $\mathbf{C}$ is called a terminal object if for every object $X$ there exists a unique morphism $X \rightarrow Z$ in $\mathbf{C}$. We denote a terminal object by 1 .
(2) Let $X, Y, S$ be objects of $\mathbf{C}$, with two morphisms $f_{1}: X \rightarrow S, f_{2}: Y \rightarrow S$. A fibred product of $X$ and $Y$ over $S$ is an object $X \times_{S} Y$, together with two morphisms $p_{1}: X \times_{S} Y \rightarrow X, p_{2}: X \times_{S} Y \rightarrow Y$, such that $f_{1} \circ p_{1}=f_{2} \circ p_{2}$ and, for any object $Z$ with morphisms $g_{1}: Z \rightarrow X, g_{2}: Z \rightarrow Y$ satisfying $f_{1} \circ g_{1}=f_{2} \circ g_{2}$, there exists a unique morphism $g: Z \rightarrow X \times_{S} Y$ such that $g_{1}=p_{1} \circ g$ and $g_{2}=p_{2} \circ g$. This definition is illustrated by the following
commutative diagram.


If $\mathbf{C}$ has a terminal object 1 and $X, Y$ are objects of $\mathbf{C}$, the product of $X$ and $Y$ is defined as the fibred product $X \times_{1} Y$ (with respect to the unique morphisms $X \rightarrow 1, Y \rightarrow 1$ ), if it exists, and denoted by $X \times Y$.
(3) Let $\left(X_{i}\right)_{i \in I}$ be a collection of objects of $\mathbf{C}$. A sum of the $X_{i}$ 's is an object $\coprod_{i \in I} X_{i}$, together with morphisms $q_{j}: X_{j} \rightarrow \coprod_{i \in I} X_{i}$ for any $j \in I$, such that, for any object $Y$ and any collection of morphisms $f_{j}: X_{j} \rightarrow Y$ with $j \in I$, there exists a unique morphism $f: \coprod_{i \in I} X_{i} \rightarrow Y$ such that $f \circ q_{j}=f_{j}$ for any $j \in I$. If $I$ is finite and $I=\left\{i_{1}, \ldots, i_{n}\right\}$, then we can write $X_{i_{1}} \amalg \cdots \amalg X_{i_{n}}$ instead of $\coprod_{i \in I} X_{i}$. The definition of finite sum is illustrated by the following commutative diagram.

(4) An object $X$ of $\mathbf{C}$ is called an initial object if for every object $Y$ there exists a unique morphism $X \rightarrow Y$ in $\mathbf{C}$ (this notion is the dual of that of terminal object). We denote an initial object by 0 .
(5) If $X$ is an object of $\mathbf{C}$ and $G$ is a finite subgroup of $\operatorname{Aut}_{\mathbf{C}}(X)$ (the group of automorphisms of $X$ in $\mathbf{C}$ ), a quotient of $X$ by $G$ is an object $X / G$ of $\mathbf{C}$, together with a morphism $p: X \rightarrow X / G$, such that $p=p \circ \sigma$ for any $\sigma \in G$ and, for any object $Y$ with a morphism $f: X \rightarrow Y$ satisfying $f=f \circ \sigma$ for any $\sigma \in G$, there exists a unique morphism $\bar{f}: X / G \rightarrow Y$ such that $f=\bar{f} \circ p$. This definition is illustrated by the following commutative diagram.

(6) A morphism $f: X \rightarrow Y$ in $\mathbf{C}$ is called a monomorphism if, for every object $Z$ and every pair of morphisms $g, h: Z \rightarrow X, f \circ g=f \circ h$ implies $g=h$. Instead, $f: X \rightarrow Y$ is called an epimorphism if, for every object $Z$ and every pair of morphisms $g, h: Y \rightarrow Z, g \circ f=h \circ f$ implies $g=h$ (the notions of monomorphism and epimorphism are dual to each other).
(7) $\mathbf{C}$ is called essentially small if it is equivalent to a small category, i.e. one whose objects form a set.

Remark 1.1.2. (1) If an object is defined through a universal property, then it is unique up to a unique isomorphism. So each of the objects defined in 1.1.1(1)(5), if it exists, is unique up to a unique isomorphism.
(2) From the definitions, it follows that an initial object is the sum of the empty collection of objects (i.e. the collection with $I=\emptyset$ ), if it exists.
Example 1.1.3. We denote by sets the category of finite sets (with morphisms given by functions between sets).
(1) A singleton $\{x\}$ is a terminal object in the category sets. Indeed, if $X$ is a (finite) set there is a unique function $f: X \rightarrow\{x\}$, namely the one defined by $f(a)=x$ for any $a \in X$.
(2) If $X, Y, S$ are finite sets, with two functions $f_{1}: X \rightarrow S, f_{2}: Y \rightarrow S$, then the fibred product of $X$ and $Y$ over $S$ is

$$
X \times_{S} Y=\left\{(x, y) \in X \times Y \mid f_{1}(x)=f_{2}(y)\right\}
$$

(notice that this is also a finite set, because it is contained in the product of the finite sets $X$ and $Y$, together with the projections $p_{1}: X \times_{S} Y \rightarrow X,(x, y) \mapsto$ $x$ and $p_{2}: X \times_{S} Y \rightarrow Y,(x, y) \mapsto y$. Indeed, $f_{1} \circ p_{1}=f_{2} \circ p_{2}$ by definition and, if $Z$ is a (finite) set with two functions $g_{1}: Z \rightarrow X, g_{2}: Z \rightarrow Y$ such that $f_{1} \circ g_{1}=f_{2} \circ g_{2}$, the function $g: Z \rightarrow X \times_{S} Y, z \mapsto\left(g_{1}(z), g_{2}(z)\right)$ (notice that $\left(g_{1}(z), g_{2}(z)\right)$ is really an element of $X \times_{S} Y$, because $\left.f_{1}\left(g_{1}(z)\right)=f_{2}\left(g_{2}(z)\right)\right)$ is the unique function making the diagram commute.
It follows that the product of two finite sets $X$ and $Y$, as defined in 1.1.1(2), coincides with their cartesian product.
(3) Let $\left(X_{i}\right)_{i \in I}$ be a finite collection of finite sets (i.e. $I$ is finite). Then the disjoint union $\coprod_{i \in I} X_{i}$ is also a finite set. This disjoint union, together with the inclusions $q_{j}: X_{j} \rightarrow \coprod_{i \in I} X_{i}$ for $j \in I$, is the sum of the $X_{i}$ 's. Indeed, if $Y$ is a (finite) set, with a collection of functions $f_{j}: X_{j} \rightarrow Y$ with $j \in I$, there is a unique function $f: \coprod_{i \in I} X_{i} \rightarrow Y$ such that $f \circ q_{j}=f_{j}$ for any $j \in I$, namely the one defined by $f(x)=f_{j}(x)$ if $j$ is the unique element of $I$ such that $x \in X_{j}$. Notice that it was important to assume $I$ finite. Arbitrary sums do not exist in the category of finite sets.
(4) From the previous point and from remark 1.1.2(2), it is clear that the empty set is an initial object in sets.
(5) Let $X$ be a finite set and $G$ a finite subgroup of $\operatorname{Aut}_{\text {sets }}(X)=\mathrm{S}_{X}$ (the symmetric group on $X$ ). Then the quotient of $X$ by $G$ is the set of orbits of $X$ under $G: X / G=\{G x \mid x \in X\}$ (this is also a finite set, because it is smaller than $X$ ), together with the map $p: X \rightarrow X / G, x \mapsto G x$. Indeed, if $\sigma \in G$ we have $f(\sigma x)=G \sigma x=G x=f(x)$ for any $x \in X$ and, if $Y$ is a (finite) set with a function $f: X \rightarrow Y$ satisfying $f=f \circ \sigma$ for any $\sigma \in G$, then the function $f: X / G \rightarrow Y, G x \mapsto f(x)$ is well defined and is the unique function making the diagram commute.
(6) If $f: X \rightarrow Y$ is a function between finite sets, then $f$ is a monomorphism if and only if it is injective. Indeed, assume that $f$ is injective and let $g, h: Z \rightarrow X$ be two functions such that $f \circ g=f \circ h$ (with $Z$ a finite set). Then, for any $z \in Z$, we have $f(g(z))=h(g(z))$, which implies $g(z)=h(z)$ by the injectivity of $f$. So $g=h$. Conversely, assume that $f$ is a monomorphism and $x_{1}, x_{2} \in X$ are such that $f\left(x_{1}\right)=f\left(x_{2}\right)$. Take $Z$ to be the singleton $\{a\}$ and define the functions $g: Z \rightarrow X, a \mapsto x_{1}$ and $h: Z \rightarrow X, a \mapsto x_{2}$. Then $f(g(a))=f\left(x_{1}\right)=f\left(x_{2}\right)=f(h(a))$, which means that $f \circ g=f \circ h$. Since $f$ is a monomorphism, this implies that $g=h$. Hence $x_{1}=g(a)=h(a)=x_{2}$. So $f$ is injective.
On the other hand, $f$ is an epimorphism if and only if it is surjective. Indeed, assume that $f$ is surjective and let $g, h: Y \rightarrow Z$ be two functions such that $g \circ f=h \circ f$ (with $Z$ a finite set). Let $y \in Y$. Since $f$ is surjective, there exists $x \in X$ such that $y=f(x)$. Then $g(y)=g(f(x))=h(f(x))=h(y)$. So $g=h$. Conversely, assume that $f$ is an epimorphism. Take $Z$ to be the finite set $\{a, b\}$, with $a \neq b$, and define the functions $g: Y \rightarrow Z, y \mapsto a$ and $h: Y \rightarrow Z, y \mapsto\left\{\begin{array}{ll}a & \text { if } y \in f(X) \\ b & \text { if } y \notin f(X)\end{array}\right.$. For any $x \in X$, we have that $f(x) \in f(X)$ and so $h(f(x))=a=g(f(x))$. So $h \circ f=g \circ f$ and, since $f$ is an epimorphism, $g=h$. Then for any $y \in Y$ we have $h(y)=g(y)=a$, which by definition of $h$ implies $y \in f(X)$. Hence $Y=f(X)$, which means that $f$ is surjective.
(7) The category sets is essentially small. Indeed, for any $n \in \mathbb{N}$, the sets of cardinality $n$ are all isomorphic to each other. Then the isomorphism classes of elements of sets are in bijection with $\mathbb{N}$, which is a set.

We can now formulate the axioms that characterize the categories we are interested in.

Definition 1.1.4. Let $\mathbf{C}$ be a category and $F: C \rightarrow$ sets a covariant functor. We say that $\mathbf{C}$ is a Galois category with fundamental functor $F$ if the following conditions are satisfied:
(G1) there is a terminal object in $\mathbf{C}$ and the fibred product of any two objects over a third one exists in $\mathbf{C}$;
(G2) any finite collection of objects of $\mathbf{C}$ has a sum in $\mathbf{C}$ (in particular, by remark 1.1.2(2), there is an initial object in $\mathbf{C}$ ) and for any object $X$ in $\mathbf{C}$ the quotient of $X$ by any finite subgroup of $\operatorname{Aut}_{\mathbf{C}}(X)$ exists;
(G3) any morphism $u$ in $\mathbf{C}$ can be written as $u=u^{\prime} \circ u^{\prime \prime}$, where $u^{\prime}$ is a monomorphism and $u^{\prime \prime}$ is an epimorphism, and any monomorphism $u: X \rightarrow Y$ in $\mathbf{C}$ is an isomorphism of $X$ with a direct summand of $Y$, i.e. there exist an object $Z$ and a morphism $q_{2}: Z \rightarrow Y$ such that $Y$, together with the morphisms $q_{1}=u: X \rightarrow Y$ and $q_{2}: Z \rightarrow Y$, is the sum of $X$ and $Z ;$
(G4) $F$ transforms terminal objects in terminal objects and commutes with fibred products;
(G5) $F$ commutes with finite sums, transforms epimorphisms in epimorphisms and commutes with passage to the quotient by a finite group of automorphisms (notice that, if $G$ is a finite subgroup of $\operatorname{Aut}_{\mathbf{C}}(X)$, then $F(G)$ is a finite subgroup of Aut ${ }_{\text {sets }}(F(X))$ );
(G6) if $u$ is a morphism in $\mathbf{C}$ such that $F(u)$ is an isomorphism, then $u$ is also an isomorphism.

Example 1.1.5. By example 1.1.3(1)-(5), it follows that the category sets satisfies (G1) and (G2). Moreover, let $X, Y$ be finite sets and $u: X \rightarrow Y$ a function. Then $u(X)$ is also a finite set and we can write $u=u^{\prime} \circ u^{\prime \prime}$, with $u^{\prime \prime}=u: X \rightarrow u(X)$ and $u^{\prime}: u(X) \rightarrow Y$ the natural inclusion. We have that $u^{\prime \prime}$ is surjective, and hence an epimorphism, while $u^{\prime}$ is injective, and hence a monomorphism (see example 1.1.3(6)). This shows the first part of (G3). For the second part, if $u: X \rightarrow Y$ is a monomorphism (i.e. an injective function), we can take $Z:=Y \backslash u(X)$ (this is a finite set because it is contained in $Y$ ) and $q_{2}: Y \backslash u(X) \rightarrow Y$ the natural inclusion. Then $Y=u(X) \amalg(Y \backslash u(X))$, together with the natural inclusions, is a sum of $u(X)$ and $Y \backslash u(X)$ (see example 1.1.3(3)). Since $u$ is injective, $u: X \rightarrow u(X)$ is bijective, i.e. an isomorphism of sets. Then $Y$, together with $q_{1}=u$ and $q_{2}$, is a sum of $X$ and $Z$. If we take $F$ to be the identity functor on sets, then (G4), (G5), (G6) are automatically satisfied. So sets is a Galois category.

To introduce another example of Galois category, which will turn out to include all the other ones, we need to recall the definition of profinite group.

Definition 1.1.6. A partially ordered set $I$ is called directed if for every $i, j \in I$ there exists $k \in I$ such that $k \geq i$ and $k \geq j$. A projective system of sets (respectively, groups or topological spaces) consists of a directed partially ordered set $I$, a collection of sets (respectively, groups or topological spaces) $\left(S_{i}\right)_{i \in I}$ and a collection of maps (respectively, group homomorphisms or continuous maps) ( $\left.f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \geq j}$ such that

$$
\forall i \in I \quad f_{i i}=\mathrm{id}_{S_{i}}
$$

and

$$
\forall i, j, k \in I \text { with } i \geq j \geq k \quad f_{i k}=f_{j k} \circ f_{i j} .
$$

Given such a system, its projective limit is defined as

$$
\varliminf_{i \in I} S_{i}:=\left\{\left(x_{i}\right)_{i \in I} \in \prod_{i \in I} S_{i} \mid f_{i j}\left(x_{i}\right)=x_{j} \quad \forall i, j \in I \text { with } i \geq j\right\} .
$$

Remark 1.1.7. (1) The projective limit of a projective system of groups is a subgroup of the direct product. In particular, it is a group. Analogously, the projective limit of a projective system of topological spaces can be seen as a topological space with the subspace topology of the product. Combining the two things, we get that the projective limit of a projective system of topological groups is a topological group.
(2) The definition of projective system can be generalized to any category. However, the projective limit in an abstract category cannot be defined as in 1.1.6.

Lemma 1.1.8 (Universal property of the projective limit). Given a projective system of sets (respectively, groups or topological spaces) as in the definition 1.1.6, let $Y$ be a set (respectively, a group or a topological space) with a collection of maps (respectively, group homomorphisms or continuous maps) $\left(g_{j}: Y \rightarrow S_{j}\right)_{j \in I}$ such that $g_{j}=f_{i j} \circ g_{i}$ for any $i, j \in I$ with $i \geq j$. Then there exists a unique map (respectively, group homomorphism or continuous map) $g: Y \rightarrow \varliminf_{亡} \lim _{i \in I} S_{i}$ such that $g_{j}=f_{j} \circ g$ for any $j \in I$, where $f_{j}: \lim _{i \in I} S_{i} \rightarrow S_{j}$ is the canonical projection on the $j$-th factor. This is illustrated by the following commutative diagram.


Proof. (Existence) Let $y \in Y$ and set $g(y)=\left(g_{i}(y)\right)_{i \in I}$. We have to prove that $g(y) \in \lim _{i \in I} S_{i}$. Let $i, j \in I$ such that $i \geq j$. By assumption, we have that $g_{j}=f_{i j} \circ g_{i}$. Then $f_{i j}\left(g_{j}(y)\right)=g_{i}(y)$. This shows that $g(y) \in \lim _{i \in I} S_{i}$. So $g$ is a well-defined map from $Y$ to $\lim _{i \in I} S_{i}$. Let $j \in I$. For any $y \in Y$, we have that $\left(f_{j} \circ g\right)(y)=f_{j}(g(y))=g_{j}(y)$. Then $f_{j} \circ g=g_{j}$, as we wanted. In the case of groups, $g$ is a group homomorphism because its components are group homomorphisms. Analogously, in the case of topological spaces $g$ is continuous.
(Uniqueness) Consider a map $\widetilde{g}: Y \rightarrow{\underset{\varliminf}{\varliminf_{i \in I}}} S_{i}$ such that $g_{j}=f_{j} \circ \widetilde{g}$ for any $j \in I$. Let $y \in Y$. For any $j \in I$, we have that $f_{j}(\widetilde{g}(y))=g_{j}(y)$. Then $\widetilde{g}(y)=\left(f_{i}(\widetilde{g}(y))\right)_{i \in I}=\left(g_{i}(y)\right)_{i \in I}=g(y)$. Hence $\widetilde{g}=g$.

Definition 1.1.9. A profinite group is a topological group that is isomorphic to the projective limit of a projective system of finite groups (each endowed with the discrete topology).

Remark 1.1.10. Let $I,\left(\pi_{i}\right)_{i \in I},\left(f_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ be a projective system of finite groups, each endowed with the discrete topology. Then each $\pi_{i}$ is compact. By Tikhonov's theorem, the product $\prod_{i \in I} \pi_{i}$ is also compact. By definition, $\lim _{i \in I} \pi_{i}$ is
a subspace of $\prod_{i \in I} \pi_{i}$. Let us prove that it is a closed subspace. We have that

$$
\varliminf_{i \in I} \pi_{i}=\bigcap_{\substack{k, j \in I \\ k \geq j}}\left\{x=\left(x_{i}\right)_{i \in I} \in \prod_{i \in I} \pi_{i} \mid f_{k j}\left(p_{k}(x)\right)=f_{k j}\left(x_{k}\right)=x_{j}=p_{j}(x)\right\}
$$

where $p_{j}: \prod_{i \in I} \pi_{i} \rightarrow \pi_{j}$ is the canonical projection, for any $j \in I$. By definition of product topology, $p_{j}$ is continuous for any $j \in I$. Since $f_{k j}$ is continuous by assumption, the composition $f_{k j} \circ p_{k}$ is continuous for any $k, j \in I$ with $k \geq j$. Then the map $\varphi_{k j}: \prod_{i \in I} \pi_{i} \rightarrow \pi_{j} \times \pi_{j}, x \mapsto\left(p_{j}(x), f_{k j}\left(p_{k}(x)\right)\right)$ is continuous (if we put the product topology on $\pi_{j} \times \pi_{j}$, which coincides with the discrete topology). For any $j \in I$, consider the diagonal $\Delta_{j}:=\left\{(\sigma, \sigma) \mid \sigma \in \pi_{j}\right\} \subseteq \pi_{j} \times \pi_{j}$. It is closed, because $\pi_{j} \times \pi_{j}$ has the discrete topology. Then

$$
\varliminf_{\grave{i} \in I} \pi_{i}=\bigcap_{\substack{k, j \in I \\ k \geq j}} \varphi_{k j}^{-1}\left(\Delta_{j}\right)
$$

is closed in $\prod_{i \in I} \pi_{i}$, because it is an intersection of closed subsets. Since $\prod_{i \in I} \pi_{i}$ is compact, this implies that $\varliminf_{\varliminf_{i}}{ }_{i \in I} \pi_{i}$ is compact.
Moreover, since each $\pi_{i}$ has the discrete topology, $\prod_{i \in I} \pi_{i}$ is totally disconnected and Hausdorff. Then its subspace $\lim _{i \in I} \pi_{i}$ is also totally disconnected and Hausdorff. Hence any profinite group is compact, totally disconnected and Hausdorff.

Lemma 1.1.11. Let $\pi$ be a profinite group and $\pi^{\prime}$ a subgroup of $\pi$. Then $\pi^{\prime}$ is open if and only if it is closed and of finite index.

Proof. Assume that $\pi^{\prime}$ is open. Then, since $\pi$ is a topological group, $\sigma \pi^{\prime}$ is also open, for any $\sigma \in \pi$. Since $\pi^{\prime}$ is a subgroup, we have that $\pi \backslash \pi^{\prime}=\bigcup_{\sigma \in \pi \backslash \pi^{\prime}} \sigma \pi^{\prime}$. So $\pi \backslash \pi^{\prime}$ is open, which means that $\pi^{\prime}$ is closed. We have that $\pi=\bigcup_{\sigma \in \pi} \sigma \pi^{\prime}$. Since each $\sigma \pi^{\prime}$ is open and $\pi$ is compact (see remark 1.1.10), the set $\left\{\sigma \pi^{\prime} \mid \sigma \in \pi\right\}$ must be finite. This means that $\pi^{\prime}$ has finite index in $\pi$.
Conversely, assume that $\pi^{\prime}$ is closed and of finite index. Then, since $\pi$ is a topological group, $\sigma \pi^{\prime}$ is also closed, for any $\sigma \in \pi$. We have that $\pi \backslash \pi^{\prime}=\bigcup_{\sigma \in \pi \backslash \pi^{\prime}} \sigma \pi^{\prime}$ and this is a finite union, because $\pi^{\prime}$ has finite index. So $\pi \backslash \pi^{\prime}$ is closed, which means that $\pi^{\prime}$ is open.

Definition 1.1.12. Let $\pi$ be a profinite group and $E$ a set equipped with an action of $\pi$ on it. We say that the action of $\pi$ on $E$ is continuous if the map $\pi \times E \rightarrow E$ defining the action is continuous (where $E$ is endowed with the discrete topology and $\pi \times E$ with the product topology). In this case, we say that $E$ is a $\pi$-set. If $E_{1}, E_{2}$ are two $\pi$-sets, a map $f: E_{1} \rightarrow E_{2}$ is called a morphism of $\pi$-sets if $f(\sigma e)=\sigma f(e)$ for every $\sigma \in \pi, e \in E$.

Remark 1.1.13. Let $\pi$ be a profinite group. For any $\pi$-set $E$, the identity map $\mathrm{id}_{E}$ is clearly a morphism of $\pi$-sets. Moreover, it is immediate to check that the composition of two morphisms of $\pi$-sets is again a morphism of $\pi$-sets. This shows that $\pi$-sets form a category. We will restrict our attention to finite $\pi$-sets. We denote the category of finite $\pi$-sets by $\pi$-sets.

Lemma 1.1.14. Let $\pi$ be a profinite group and $E$ a set equipped with an action of $\pi$ on it. The action is continuous if and only if, for every $e \in E$, the stabilizer $\operatorname{Stab}_{\pi}(e):=\{\sigma \in \pi \mid \sigma e=e\}$ is open in $\pi$. If $E$ is finite, this is true if and only if the kernel $\pi^{\prime}:=\{\sigma \in \pi \mid \sigma e=e \forall e \in E\}$ is open in $\pi$.

Proof. Assume the action of $\pi$ on $E$ is continuous, i.e. the map $\varphi: \pi \times E \rightarrow$ $E,(\sigma, e) \mapsto \sigma e$ is continuous. Let $e \in E$. The map $f_{e}: \pi \rightarrow \pi \times E, \sigma \mapsto(\sigma, e)$ is continuous, because its components are continuous. So the composition $\varphi \circ f_{e}$ is continuous. We have that

$$
\operatorname{Stab}_{\pi}(e)=\left\{\sigma \in \pi \mid e=\varphi(\sigma, e)=\varphi\left(f_{e}(\sigma)\right)\right\}=\left(\varphi \circ f_{e}\right)^{-1}(\{e\})
$$

Since $\{e\}$ is open in $E$, this implies that $\operatorname{Stab}_{\pi}(e)$ is open in $\pi$.
Conversely, assume that all the stabilizers are open in $\pi$. Since $E$ has the discrete topology, to show that $\varphi$ is continuous we have to prove that $\varphi^{-1}(\{e\})$ is open in $\pi$ for any $e \in E$. Let $e \in E$. We have that

$$
\varphi^{-1}(\{e\})=\left\{\left(\sigma, e^{\prime}\right) \in \pi \times E \mid \sigma e^{\prime}=e\right\}=\bigcup_{e^{\prime} \in E}\left(\left\{\sigma \in \pi \mid \sigma e^{\prime}=e\right\} \times\left\{e^{\prime}\right\}\right)
$$

Since $\left\{e^{\prime}\right\}$ is open in $E$ for any $e^{\prime} \in E$, if we show that $U_{e^{\prime}, e}:=\left\{\sigma \in \pi \mid \sigma e^{\prime}=e\right\}$ is open in $\pi$, then $\varphi^{-1}(\{e\})$ is open in $\pi \times E$. If $U_{e^{\prime}, e}=\emptyset$, then it is clearly open. Assume $U_{e^{\prime}, e} \neq \emptyset$. Then there exists $\sigma_{0} \in U_{e^{\prime}, e}$. This means that $\sigma_{0} e^{\prime}=e$ and so $\sigma_{0}^{-1} e=e^{\prime}$. We claim that $U_{e^{\prime}, e}=\operatorname{Stab}_{\pi}(e) \sigma_{0}$. If $\sigma \in U_{e^{\prime}, e}$, then $\left(\sigma \sigma_{0}^{-1}\right) e=\sigma\left(\sigma_{0}^{-1} e\right)=\sigma e^{\prime}=e$. So $\sigma \sigma_{0}^{-1} \in \operatorname{Stab}_{\pi}(e)$ and $\sigma \in \operatorname{Stab}_{\pi}(e) \sigma_{0}$. Conversely, if $\sigma \in \operatorname{Stab}_{\pi}(e) \sigma_{0}$, then there exists $\tau \in \operatorname{Stab}_{\pi}(e)$ such that $\sigma=\tau \sigma_{0}$. Then $\sigma e^{\prime}=\left(\tau \sigma_{0}\right) e^{\prime}=\tau\left(\sigma_{0} e^{\prime}\right)=\tau e=e$. So $\sigma \in U_{e^{\prime}, e}$. This shows that $U_{e^{\prime}, e}=\operatorname{Stab}_{\pi}(e) \sigma_{0}$. Since $\pi$ is a topological group, right multiplication by $\sigma_{0}$ is a homeomorphism. By assumption, $\operatorname{Stab}_{\pi}(e)$ is open. Hence $U_{e^{\prime}, e}$ is open, as we wanted.
Assume now that $E$ is finite. We have that $\pi^{\prime}=\bigcap_{e \in E} \operatorname{Stab}_{\pi}(e)$. This is a finite intersection and so, if all the stabilizers are open, the kernel is also open. Conversely, assume that the kernel is open. Let $e \in E$. Since $\pi^{\prime} \subseteq \operatorname{Stab}_{\pi}(e)$, we have that $\operatorname{Stab}_{\pi}(e)=\bigcup_{\sigma \in \operatorname{Stab}_{\pi}(e)} \pi^{\prime} \sigma$. Since $\pi^{\prime}$ is open, $\pi^{\prime} \sigma$ is also open for any $\sigma \in \operatorname{Stab}_{\pi}(e)$ (because $\pi$ is a topological group). Then $\operatorname{Stab}_{\pi}(e)$ is open.

Proposition 1.1.15. If $\pi$ is a profinite group, the category $\pi$-sets with the forgetful functor $F: \pi$-sets $\rightarrow$ sets (i.e. the functor that forgets the action of $\pi$ ) is an essentially small Galois category.

Proof. First of all, we prove that $\pi$-sets is essentially small. It is enough to show that, for any $n \in \mathbb{N}$, the collection of isomorphism classes of $\pi$-sets of cardinality $n$ is a set. If $E$ is a $\pi$-set of cardinality $n$, we can identify it with $\{1, \ldots, n\}$, with the corresponding action of $\pi$. The collection of actions of $\pi$ on $\{1, \ldots, n\}$ is a set, because it is contained in the set of all functions from $\pi$ to $S_{n}$ (the symmetric group of degree $n$ ). Hence $\pi$-sets is essentially small.
We check now that the conditions listed in 1.1.4 are satisfied.
(G1) Consider a singleton $\{x\}$ and define on it the trivial action of $\pi$ : $\sigma x=x$ for any $\sigma \in \pi$. This action is clearly continuous, because the associated map
$\pi \times\{x\} \rightarrow\{x\}$ is constant. We claim that $\{x\}$ with this action is a terminal object in $\pi$-sets. If $X$ is a (finite) $\pi$-set, we have a unique map $f: X \rightarrow\{x\}$, i.e. the constant map. We only have to check that this map is a morphism of $\pi$-sets. For any $\sigma \in \pi, a \in X$, we have $f(\sigma a)=x=\sigma x=\sigma f(a)$.
If $X, Y, S$ are finite $\pi$-sets, with two morphisms of $\pi$-sets $f_{1}: X \rightarrow S, f_{2}: Y \rightarrow$ $S$, we define an action of $\pi$ on the fibred product of $X$ and $Y$ over $S$ as sets (as in example 1.1.3(2)) as follows: $\sigma(x, y)=(\sigma x, \sigma y)$ for any $\sigma \in \pi,(x, y) \in X \times{ }_{S} Y$. This is well defined because $(\sigma x, \sigma y) \in X \times_{S} Y$. Indeed, applying the fact that $f_{1}$ and $f_{2}$ are morphisms of $\pi$-sets, we get $f_{1}(\sigma x)=\sigma f_{1}(x)=\sigma f_{2}(y)=$ $f_{2}(\sigma y)$. This is indeed a group action because $1(x, y)=(1 x, 1 y)=(x, y)$ and $(\sigma \tau)(x, y)=((\sigma \tau) x,(\sigma \tau) y)=(\sigma(\tau x), \sigma(\tau y))=\sigma(\tau x, \tau y)=\sigma(\tau(x, y))$ for any $(x, y) \in X \times_{S} Y, \sigma, \tau \in \pi$. Moreover, the action is continuous by lemma 1.1.14, because for any $(x, y) \in X \times_{S} Y$ we have

$$
\begin{aligned}
& \operatorname{Stab}_{\pi}((x, y))=\{\sigma \in \pi \mid(x, y)=\sigma(x, y)=(\sigma x, \sigma y)\}= \\
& =\{\sigma \in \pi \mid \sigma x=x, \sigma y=y\}=\operatorname{Stab}_{\pi}(x) \cap \operatorname{Stab}_{\pi}(y)
\end{aligned}
$$

so $\operatorname{Stab}_{\pi}((x, y))$ is open in $\pi$ because it is the intersection of two open subsets. Let us check that $X \times{ }_{S} Y$, with this action and the projections $p_{1}: X \times_{S} Y \rightarrow X$ and $p_{2}: X \times_{S} Y \rightarrow Y$ defined as in example 1.1.3(2), is the fibred product of $X$ and $Y$ over $S$ in $\pi$-sets. First of all, the projections are morphism of $\pi$-sets by definition of the action on $X \times_{S} Y$. Moreover, $f_{1} \circ p_{1}=f_{2} \circ p_{2}$ and, if $Z$ is a finite $\pi$-set with two morphisms of $\pi$-sets $g_{1}: Z \rightarrow X, g_{2}: Z \rightarrow Y$ such that $f_{1} \circ g_{1}=f_{2} \circ g_{2}$, we have a unique map $g: Z \rightarrow X \times_{S} Y$ such that $p_{1} \circ g=g_{1}$ and $p_{2} \circ g=g_{2}$ as in example 1.1.3(2). We have to check that this map is a morphism of $\pi$-sets. Let $\sigma \in \pi,(x, y) \in X \times{ }_{S} Y$. Then

$$
\begin{aligned}
g(\sigma(x, y))=g((\sigma x, \sigma y)) & =\left(g_{1}(\sigma x), g_{2}(\sigma y)\right)= \\
& =\left(\sigma g_{1}(x), \sigma g_{2}(y)\right)=\sigma\left(g_{1}(x), g_{2}(y)\right)=\sigma g((x, y))
\end{aligned}
$$

Hence $g$ is a morphism of $\pi$-sets.
(G2) Let $\left(X_{i}\right)_{i \in I}$ be a finite collection of finite $\pi$-sets. We define an action of $\pi$ on the disjoint union $\coprod_{i \in I} X_{i}$ as follows: for any $\sigma \in \pi, x \in \coprod_{i \in I} X_{i}, \sigma x=\sigma *_{j} x$, where $j$ is the unique element of $I$ such that $x \in X_{j}$ and $*_{j}$ denotes the action of $\pi$ on $X_{j}$. This is clearly a group action and the stabilizer of $x \in \coprod_{i \in I} X_{i}$ in $\pi$ coincides with the stabilizer of $x$ with respect to the action of $\pi$ on $X_{j}$, where $j$ is the unique element of $I$ such that $x \in X_{j}$. So the action is continuous by lemma 1.1.14, because the action on $X_{j}$ is continuous for any $j \in I$. We check now that $\coprod_{i \in I} X_{i}$, with this action of $\pi$ and the inclusions $q_{j}: X_{j} \rightarrow \coprod_{i \in I} X_{i}$ for $j \in I$, is the sum of the $X_{i}$ 's in $\pi$-sets. First of all, the inclusions are morphisms of $\pi$-sets by definition of the action on $\coprod_{i \in I} X_{i}$. Moreover, if $Y$ is a finite $\pi$-set with morphisms of $\pi$-sets $f_{j}: X_{j} \rightarrow Y$ for $j \in I$, we have a unique map $f: \coprod_{i \in I} X_{i} \rightarrow Y$ such that $f \circ q_{j}=f_{j}$ for any $j \in I$, as in example 1.1.3(3). We have to check that $f$ is a morphism of $\pi$-sets. For any $\sigma \in \pi$, $x \in \coprod_{i \in I} X_{i}$, we have

$$
f(\sigma x)=f\left(\sigma *_{j} x\right)=f_{j}\left(\sigma *_{j} x\right)=\sigma f_{j}(x)=\sigma f(x)
$$

where $j$ is the unique element of $I$ such that $x \in X_{j}$ (and then $\sigma x=\sigma *_{j} x \in$ $X_{j}$ ). So $f$ is a morphism of $\pi$-sets.
Let $X$ be a finite $\pi$-set and $G$ a finite subgroup of $\operatorname{Aut}_{\pi \text {-sets }}(X)$. We define an action of $\pi$ on $X / G$ (the set of orbits of $X$ under $G$, as in example 1.1.3(5)) as follows: $\sigma(G x)=G(\sigma x)$ for any $\sigma \in \pi, x \in X$. Let us check that this is well defined. If $G x_{1}=G x_{2}$, with $x_{1}, x_{2} \in X$, there exists $g \in G$ such that $x_{2}=g x_{1}$. Since $g$ is a morphism of $\pi$-sets, we have that $\sigma x_{2}=\sigma\left(g x_{1}\right)=g\left(\sigma x_{1}\right)$. Then $G\left(\sigma x_{2}\right)=G\left(\sigma x_{1}\right)$. This shows that $\sigma(G x)$ is well defined for $G x \in X / G$. We have that $1(G x)=G(1 x)=G x$ and $(\sigma \tau)(G x)=G((\sigma \tau) x)=G(\sigma(\tau x))=$ $\sigma(G(\tau x))=\sigma(\tau(G x))$, for any $G x \in X / G, \sigma, \tau \in \pi$. So this is indeed a group action. Let us show that it is continuous. For any $G x \in X / G$, we have that

$$
\begin{aligned}
& \operatorname{Stab}_{\pi}(G x)=\{\sigma \in \pi \mid G x=\sigma(G x)=G(\sigma x)\}= \\
& \\
& \quad=\{\sigma \in \pi \mid \exists g \in G \quad \sigma x=g x\}=\bigcup_{g \in G}\{\sigma \in \pi \mid \sigma x=g x\}
\end{aligned}
$$

If we show that $U_{x, g}:=\{\sigma \in \pi \mid \sigma x=g x\}$ is open in $\pi$ for any $g \in G$, then $\operatorname{Stab}_{\pi}(G x)$ is open. If $U_{x, g}=\emptyset$, then it is clearly open. Assume $U_{x, g} \neq \emptyset$. Then there exists $\sigma_{0} \in U_{x, g}$. This means that $\sigma_{0} x=g x$. We claim that $U_{x, g}=\sigma_{0} \operatorname{Stab}_{\pi}(x)$. If $\sigma \in U_{x, g}$, we have that $\sigma x=g x=\sigma_{0} x$. Then $\left(\sigma_{0}^{-1} \sigma\right) x=$ $\sigma_{0}^{-1}(\sigma x)=x$. So $\sigma_{0}^{-1} \sigma \in \operatorname{Stab}_{\pi}(x)$. Then $\sigma \in \sigma_{0} \operatorname{Stab}_{\pi}(x)$. Conversely, if $\sigma \in \sigma_{0} \operatorname{Stab}_{\pi}(x)$, there exists $\tau \in \operatorname{Stab}_{\pi}(x)$ such that $\sigma=\sigma_{0} \tau$. Then $\sigma x=\left(\sigma_{0} \tau\right) x=\sigma_{0}(\tau x)=\sigma_{0} x=g x$. So $\sigma \in U_{x, g}$. This shows that $U_{x, g}=$ $\sigma_{0} \operatorname{Stab}_{\pi}(x)$. Since the action of $\pi$ on $X$ is continuous, $\operatorname{Stab}_{\pi}(x)$ is open (see lemma 1.1.14). Since $\pi$ is a topological group, left multiplication by $\sigma_{0}$ is a homeomorphism. So $U_{x, g}$ is open in $\pi$. By lemma 1.1.14, this shows that the action of $\pi$ on $X / G$ is continuous. We prove now that $X / G$, with this action and with the map $p: X \rightarrow X / G$ defined as in example 1.1.3(5), is the quotient of $X$ by $G$ in $\pi$-sets. First of all, $p$ is a morphism of $\pi$-sets. Indeed, using the definition of $p$ and of the action of $\pi$ on $X / G$, we have that $p(\sigma x)=G(\sigma x)=\sigma(G x)=\sigma p(x)$ for any $\sigma \in \pi, x \in X$. Moreover, $p=p \circ g$ for any $g \in G$ and, if $Y$ is a finite $\pi$-set with a morphism of $\pi$-sets $f: X \rightarrow Y$ such that $f=f \circ g$ for any $g \in G$, we have a unique map $\bar{f}: X / G \rightarrow Y$ such that $\bar{f} \circ p=f$, as in example 1.1.3(5). We have to check that $\bar{f}$ is a morphism of $\pi$-sets. Since $f$ is a morphism of $\pi$-sets, we have that

$$
\bar{f}(\sigma(G x))=\bar{f}(G(\sigma x))=f(\sigma x)=\sigma f(x)=\sigma \bar{f}(G x)
$$

for any $\sigma \in \pi, G x \in X / G$. So $\bar{f}$ is a morphism of $\pi$-sets.
(G3) Let $X, Y$ be finite $\pi$-sets and $u: X \rightarrow Y$ a morphism of $\pi$-sets. As in example 1.1.5, we can write $u=u^{\prime} \circ u^{\prime \prime}$, with $u^{\prime \prime}: X \rightarrow u(X)$ surjective and $u^{\prime}: u(X) \rightarrow Y$ injective. If $y \in u(X)$, there exists $x \in X$ such that $y=u(x)$. Then, using the fact that $u$ is a morphism of $\pi$-sets, we have $\sigma y=\sigma u(x)=u(\sigma x) \in u(X)$ for any $\sigma \in \pi$. So we can restrict the action of $\pi$ from $Y$ to $u(X)$. Clearly, the action of $\pi$ on $u(X)$ is continuous, because the action on $Y$ is continuous. So $u(X)$ is also a $\pi$-set. We have that $u^{\prime \prime}$ is
a morphism of $\pi$-sets because $u^{\prime \prime}=u$ and the inclusion $u^{\prime}$ is a morphism of $\pi$-sets because the action of $\pi$ on $u(X)$ is the restriction of that on $Y$. We have to check that $u^{\prime}$ and $u^{\prime \prime}$ are respectively a monomorphism and an epimorphism in $\pi$-sets. If $Z$ is a finite $\pi$-set and $g, h: Z \rightarrow u(X)$ are two morphisms of $\pi$-sets such that $u^{\prime} \circ g=u^{\prime} \circ h$, then $g$ and $h$ are in particular maps of sets. By example 1.1.3(6), $u^{\prime}$ is a monomorphism in sets. So $g=h$. This shows that $u^{\prime}$ is a monomorphism in $\pi$-sets. Analogously, $u^{\prime \prime}$ is an epimorphism in sets by example 1.1.3(6) and so, if $g, h: u(X) \rightarrow Z$ are two morphisms of $\pi$-sets such that $g \circ u^{\prime \prime}=h \circ u^{\prime \prime}$, we must have $g=h$. This shows that $u^{\prime \prime}$ is an epimorphism in $\pi$-sets.
Assume now that $u: X \rightarrow Y$ is a monomorphism in $\pi$-sets. We claim that $u$ is injective. Let $x_{1}, x_{2} \in X$ such that $u\left(x_{1}\right)=u\left(x_{2}\right)$. Let $\pi^{\prime}$ be the kernel of the action of $\pi$ on $X$, as in lemma 1.1.14. Since the action of $\pi$ is continuous, $\pi^{\prime}$ is open in $\pi$. By lemma 1.1.11, $\pi^{\prime}$ has finite index in $\pi$. So the set $\pi / \pi^{\prime}$ is finite. We have that $\pi$ acts on $\pi / \pi^{\prime}$ by left multiplication: $\sigma\left(\tau \pi^{\prime}\right)=(\sigma \tau) \pi^{\prime}$ for any $\sigma, \tau \in \pi$. This is well defined. Indeed, if $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$ for $\tau_{1}, \tau_{2} \in \pi$, then $\left(\sigma \tau_{2}\right)^{-1}\left(\sigma \tau_{1}\right)=\tau_{2}^{-1} \tau_{1} \in \pi^{\prime}$. So $\left(\sigma \tau_{1}\right) \pi^{\prime}=\left(\sigma \tau_{2}\right) \pi^{\prime}$. This is clearly a group action. Moreover, it has kernel

$$
\begin{aligned}
& \left\{\sigma \in \pi \mid \tau \pi^{\prime}=\sigma\left(\tau \pi^{\prime}\right)=(\sigma \tau) \pi^{\prime} \quad \forall \tau \pi^{\prime} \in \pi / \pi^{\prime}\right\}= \\
& \quad=\left\{\sigma \in \pi \mid \tau^{-1} \sigma \tau \in \pi^{\prime} \quad \forall \tau \in \pi\right\}=\bigcap_{\tau \in \pi} \tau \pi^{\prime} \tau^{-1}
\end{aligned}
$$

This is a finite intersection, because $\pi^{\prime}$ has finite index in $\pi$ (notice that, if $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$ for $\tau_{1}, \tau_{2} \in \pi$, then $\tau_{1}=\tau_{2} \sigma$ for a $\sigma \in \pi^{\prime}$ and so $\tau_{1} \pi^{\prime} \tau_{1}^{-1}=$ $\left.\tau_{2} \sigma \pi^{\prime} \sigma^{-1} \tau_{2}^{-1}=\tau_{2} \pi^{\prime} \tau_{2}^{-1}\right)$. Since $\pi$ is a topological group, conjugation by $\tau$ is a homeomorphism for any $\tau \in \pi$. Then, since $\pi^{\prime}$ is open, $\tau \pi^{\prime} \tau^{-1}$ is also open. So the kernel is open, because it is a finite intersection of open subsets. By lemma 1.1.14, the action of $\pi$ on $\pi / \pi^{\prime}$ is continuous. So $\pi / \pi^{\prime}$ is a finite $\pi$-set. Define the functions $g: \pi / \pi^{\prime} \rightarrow X, \tau \pi^{\prime} \mapsto \tau x_{1}$ and $h: \pi / \pi^{\prime} \rightarrow X, \tau \pi^{\prime} \mapsto \tau x_{2}$. They are well defined. Indeed, if $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$, then $\tau_{2}=\tau_{1} \sigma$, for a $\sigma \in \pi^{\prime}$. Since $\pi^{\prime}$ is the kernel of the action of $\pi$ on $X, \sigma x_{1}=x_{1}$ and $\sigma x_{2}=x_{2}$. Then $\tau_{2} x_{1}=\left(\tau_{1} \sigma\right) x_{1}=\tau_{1}\left(\sigma x_{1}\right)=\tau_{1} x_{1}$ and $\tau_{2} x_{2}=\left(\tau_{1} \sigma\right) x_{1}=\tau_{1}\left(\sigma x_{1}\right)=\tau_{1} x_{1}$. Moreover, if $\sigma \in \pi$ and $\tau \pi^{\prime} \in \pi / \pi^{\prime}$, then $g\left(\sigma\left(\tau \pi^{\prime}\right)\right)=g\left((\sigma \tau) \pi^{\prime}\right)=(\sigma \tau) x_{1}=$ $\sigma\left(\tau x_{1}\right)=\sigma g\left(\tau \pi^{\prime}\right)$ and $h\left(\sigma\left(\tau \pi^{\prime}\right)\right)=h\left((\sigma \tau) \pi^{\prime}\right)=(\sigma \tau) x_{2}=\sigma\left(\tau x_{2}\right)=\sigma h\left(\tau \pi^{\prime}\right)$. So $g$ and $h$ are morphisms of $\pi$-sets. Since $u$ is a morphism of $\pi$-sets and $u\left(x_{1}\right)=u\left(x_{2}\right)$, we have that

$$
u\left(g\left(\tau \pi^{\prime}\right)\right)=u\left(\tau x_{1}\right)=\tau u\left(x_{1}\right)=\tau u\left(x_{2}\right)=u\left(\tau x_{2}\right)=u\left(h\left(\tau \pi^{\prime}\right)\right)
$$

for any $\tau \pi^{\prime} \in \pi / \pi^{\prime}$. Then $u \circ g=u \circ h$. Since $u$ is a monomorphism, this implies $g=h$. So $x_{1}=g\left(\pi^{\prime}\right)=h\left(\pi^{\prime}\right)=x_{2}$. Hence $u$ is injective. As above, we can restrict the action of $\pi$ from $Y$ to $u(X)$, which is then a finite $\pi$-set. On the other hand, if $y \in Y \backslash u(X)$, then $\sigma y \in Y \backslash u(X)$ for any $\sigma \in \pi$. Indeed, if we had $\sigma y \in u(X)$, we would have $y=\sigma^{-1}(\sigma y) \in u(X)$. So we can also restrict the action of $\pi$ from $Y$ to $Y \backslash u(X)$, obtaining a continuous action of $\pi$ on $Y \backslash u(X)$, which is then a finite $\pi$-set. From the proof of (G2), it follows
that $Y=u(X) \amalg(Y \backslash u(X))$, together with the natural inclusions, is the sum of $u(X)$ and $Y \backslash u(X)$ in $\pi$-sets. Let $q_{2}: Y \backslash u(X) \rightarrow Y$ be the natural inclusion and $q_{1}=u: X \rightarrow u(X)$. If we show that $q_{1}$ is an isomorphism of $\pi$-sets, then $Y$, together with $q_{1}$ and $q_{2}$, is the sum of $X$ and $Z:=Y \backslash u(X)$. Since $u$ is injective, the map $q_{1}=u: X \rightarrow u(X)$ is bijective. So it has an inverse $u^{-1}: u(X) \rightarrow X$. We have to show that $u^{-1}$ is also a morphism of $\pi$-sets. Let $\sigma \in \pi$ and $y \in u(X)$. Then $y=u\left(u^{-1}(y)\right)$. Since $u$ is a morphism of $\pi$-sets, $\sigma y=\sigma u\left(u^{-1}(y)\right)=u\left(\sigma u^{-1}(y)\right)$. So $u^{-1}(\sigma y)=\sigma u^{-1}(y)$. Then $u^{-1}$ is a morphism of $\pi$-sets.
(G4) It follows from the proof of (G1) and from example 1.1.3(1)-(2).
(G5) The fact that $F$ commutes with finite sums and with passage to the quotient by a finite group of automorphisms follows from the proof of (G2) and from example 1.1.3(3) and (5).
To show that $F$ sends epimorphisms to epimorphisms, we have to check that any epimorphism of $\pi$-sets is a surjective map (see example 1.1.3(6)). Let $X$, $Y$ be finite $\pi$-sets and $f: X \rightarrow Y$ an epimorphism. Consider the finite set $Z:=\{a, b\}$, with $a \neq b$, and define on it the trivial action of $\pi: \sigma a=a$ and $\sigma b=b$, for any $\sigma \in \pi$. This is clearly a group action and it is continuous, because the associated map $\pi \times Z \rightarrow Z$ is just the projection on the second factor. Define the maps $g: Y \rightarrow Z$ and $h: Y \rightarrow Z$ as in example 1.1.3(6). Let $\sigma \in \pi, y \in Y$. Then $g(\sigma y)=a=\sigma a=\sigma g(y)$. So $g$ is a morphism of $\pi$-sets. As in the proof of (G3), if $y \in f(X)$ then also $\sigma y \in f(X)$ and if $y \in Y \backslash f(X)$ then also $\sigma y \in Y \backslash f(X)$. In the first case, $h(\sigma y)=a=\sigma a=\sigma h(y)$. In the second case, $h(\sigma y)=b=\sigma b=\sigma h(y)$. Hence $h$ is a morphism of $\pi$-sets. As in example 1.1.3(6), we have that $g \circ f=h \circ f$ and, since $f$ is an epimorphism of $\pi$-sets, this implies $g=h$. So $Y=f(X)$, which means that $f$ is surjective.
(G6) We have to show that, if $X, Y$ are finite $\pi$-sets and $u: X \rightarrow Y$ is a bijective morphism of $\pi$-sets, then $u$ is an isomorphism in $\pi$-sets. This can be done as in the proof of (G3).

### 1.2 Prorepresentability of $F$

In the next three sections, $\mathbf{C}$ will be an essentially small Galois category with fundamental functor $F$. Our aim is to prove that $\mathbf{C}$ is equivalent to the category $\pi$-sets for a (uniquely determined up to isomorphism) profinite group $\pi$. The first step will be to write $F$ in a more convenient way, as an injective limit of functors of the form $\operatorname{Hom}_{\mathbf{C}}(A,-)$. We start by recalling the definition of injective limit (of sets).

Definition 1.2.1. An injective system of sets consists of a directed partially ordered set $I$, a collection of sets $\left(S_{i}\right)_{i \in I}$ and a collection of maps $\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \leq j}$ such that

$$
\forall i \in I \quad f_{i i}=\operatorname{id}_{S_{i}}
$$

and

$$
\forall i, j, k \in I \text { with } i \leq j \leq k \quad f_{i k}=f_{j k} \circ f_{i j} .
$$

Lemma 1.2.2. Given an injective system of sets as in the definition 1.2.1, we define the following relation on the disjoint union $\coprod_{i \in I} S_{i}:$ if $x \in S_{i}$ and $y \in S_{j}(i, j \in I)$, then

$$
x \sim y \Longleftrightarrow \exists k \in I: \quad k \geq i, k \geq j, f_{i k}(x)=f_{j k}(y)
$$

This relation is an equivalence relation.
Proof. Let $x \in \coprod_{i \in I} S_{i}$. Then there exists $i \in I$ such that $x \in S_{i}$. We have that $i \geq i$ and clearly $f_{i i}(x)=f_{i i}(x)$. So $x \sim x$. Then $\sim$ is reflexive.
Let $x, y \in \coprod_{i \in I} S_{i}$ such that $x \sim y$. Then, if $i, j \in I$ are such that $x \in S_{i}$ and $y \in S_{j}$, there exists $k \in I$ such that $k \geq i, k \geq j$ and $f_{i k}(x)=f_{j k}(y)$. So $f_{j k}(y)=f_{i k}(x)$, which shows that $y \sim x$. Then $\sim$ is symmetric.
Let $x, y, z \in \coprod_{i \in I} S_{i}$ such that $x \sim y$ and $y \sim z$. Then, if $i, j, k \in I$ are such that $x \in S_{i}, y \in S_{j}$ and $z \in S_{k}$, there exist $h_{1}, h_{2} \in I$ such that $h_{1} \geq i, h_{1} \geq j$ and $f_{i h_{1}}(x)=f_{j h_{1}}(y), h_{2} \geq j, h_{2} \geq k$ and $f_{j h_{2}}(y)=f_{k h_{2}}(z)$. Since $I$ is directed, there exists $h \in I$ such that $h \geq h_{1}$ and $h \geq h_{2}$. By definition of injective system, $f_{h_{1} h} \circ f_{i h_{1}}=f_{i h}, f_{h_{1} h} \circ f_{j h_{1}}=f_{j h}=f_{h_{2} h} \circ f_{j h_{2}}$ and $f_{h_{2} h} \circ f_{k h_{2}}=f_{k h}$. Then

$$
f_{i h}(x)=f_{h_{1} h}\left(f_{i h_{1}}(x)\right)=f_{h_{1} h}\left(f_{j h_{1}}(y)\right)=f_{h_{2} h}\left(f_{j h_{2}}(y)\right)=f_{h_{2} h}\left(f_{k h_{2}}(z)\right)=f_{k h}(z) .
$$

So $x \sim z$. Then $\sim$ is transitive .
Definition 1.2.3. Given an injective system of sets as in the definition 1.2.1, the quotient $\left(\coprod_{i \in I} S_{i}\right) / \sim$, where $\sim$ is the equivalence relation defined in 1.2.2, is called the injective limit of the injective system and denoted with $\varliminf_{\longrightarrow}{ }_{i \in I} S_{i}$.

Lemma 1.2.4 (Universal property of the injective limit). Given an injective system of sets as in the definition 1.2.1, let $Y$ be a set with a collection of maps $\left(g_{j}: S_{j} \rightarrow\right.$ $Y)_{j \in I}$ such that $g_{i}=g_{j} \circ f_{i j}$ for any $i, j \in I$ with $i \leq j$. Then there exists a unique map $g:{\underset{\longrightarrow}{\lim }}_{i \in I} S_{i} \rightarrow Y$ such that $g_{j}=g \circ f_{j}$ for any $j \in I$, where $f_{j}: S_{j} \rightarrow{\underset{\longrightarrow}{\lim }}_{i \in I} S_{i}$ is defined by $f_{j}(x)=[x]_{\sim}$. This is illustrated by the following commutative diagram.


Proof. (Existence) Let $X \in \underset{\rightarrow}{\lim _{i \in I}} S_{i}$. By definition of injective limit, there exist $j \in I, x \in S_{j}$ such that $X=[x]_{\sim}$. We define $g(X)=g_{j}(x) \in Y$. Let us check that this is well defined. Assume that $X=\left[x_{1}\right]_{\sim}=\left[x_{2}\right]_{\sim}$, with $x_{1} \in S_{j_{1}}$, $x_{2} \in S_{j_{2}}\left(j_{1}, j_{2} \in I\right)$. Then $x_{1} \sim x_{2}$, which means that there exists $k \in I$ such
that $k \geq j_{1}, k \geq j_{2}$ and $f_{j_{1} k}\left(x_{1}\right)=f_{j_{2} k}\left(x_{2}\right)$. By assumption, $g_{j_{1}}=g_{k} \circ f_{j_{1} k}$ and $g_{j_{2}}=g_{k} \circ f_{j_{2} k}$. Then

$$
g_{j_{1}}\left(x_{1}\right)=g_{k}\left(f_{j_{1} k}\left(x_{1}\right)\right)=g_{k}\left(f_{j_{2} k}\left(x_{2}\right)\right)=g_{j_{2}}\left(x_{2}\right) .
$$

This shows that $g: \underset{\longrightarrow}{\lim _{i \in I}} S i \rightarrow Y$ is a well-defined map. Moreover, for any $j \in I, x \in S_{j}$, we have $\left(g \circ f_{j}\right)(x)=g\left(f_{j}(x)\right)=g\left([x]_{\sim}\right)=g_{j}(x)$. Hence $g \circ f_{j}=g_{j}$.
(Uniqueness) Consider a map $\widetilde{g}: \underset{\rightarrow i \in I}{\lim } S_{i} \rightarrow Y$ such that $g_{j}=g \circ f_{j}$ for any $j \in I$. Let $X \in \lim _{i \in I} S_{i}$. By definition of injective limit, there exist $j \in I, x \in S_{j}$ such that $X=[x]_{\sim}=f_{j}(x)$. Then $\widetilde{g}(X)=\widetilde{g}\left(f_{j}(x)\right)=\left(\widetilde{g} \circ f_{j}\right)(x)=g_{j}(x)=g(X)$. Hence $\widetilde{g}=g$.

Lemma 1.2.5. If $I,\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \geq j}$ is a projective system in $\mathbf{C}$, then for any object $X$ of $\mathbf{C}$ the collections $\left(\operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)\right)_{i \in I},\left(g_{i j}:=f_{j i}^{*}: \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right) \rightarrow\right.$ $\left.\operatorname{Hom}_{\mathbf{C}}\left(S_{j}, X\right), \varphi \mapsto \varphi \circ f_{j i}\right)_{i, j \in I, i \leq j}$ form an injective system of sets.

Proof. Let $i \in I$. Then $f_{i i}=\operatorname{id}_{S_{i}}$, by definition of projective system. So, for any $\varphi \in$ $\operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$, we have $f_{i i}^{*}(\varphi)=\varphi \circ f_{i i}=\varphi \circ \operatorname{id}_{S_{i}}=\varphi$. Then $g_{i i}=f_{i i}^{*}=\operatorname{id}_{\operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)}$. Let $i, j, k \in I$ such that $i \leq j \leq k$. By definition of projective system, $f_{k i}=f_{j i} \circ f_{k j}$. So, for any $\varphi \in \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$, we have $f_{k i}^{*}(\varphi)=\varphi \circ f_{k i}=\varphi \circ f_{j i} \circ f_{k j}=f_{j i}^{*}(\varphi) \circ f_{k j}=$ $f_{k j}^{*}\left(f_{j i}^{*}(\varphi)\right)$. Then $g_{i k}=f_{k i}^{*}=f_{k j}^{*} \circ f_{j i}^{*}=g_{j k} \circ g_{i j}$.

Lemma 1.2.6. If $I,\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \geq j}$ is a projective system in $\mathbf{C}$, then, by lemma 1.2.5, we can associate to each object $X$ of $\mathbf{C}$ the injective limit ${\underset{\longrightarrow}{\lim }}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$. Moreover, if $X, Y$ are objects of $\mathbf{C}$ and $h: X \rightarrow Y$ is a morphism, we define

$$
\begin{gathered}
{\underset{i m}{ } \lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right): \lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right) \rightarrow \underset{i \in I}{\lim _{\vec{i}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, Y\right),}^{\Phi=[\varphi]_{\sim} \mapsto[h \circ \varphi]_{\sim} .}
\end{gathered}
$$

Then $\lim _{\rightarrow i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i},-\right)$ is a functor.
Proof. First of all, we have to show that $\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right)$ is well defined, for any morphism $h: X \rightarrow Y$ in $\mathbf{C}$. This follows from the universal property of the injective limit applied to the collection of maps $\left(\operatorname{Hom}_{\mathbf{C}}\left(S_{j}, X\right) \rightarrow \underline{l i m}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, Y\right), \varphi \mapsto\right.$ $\left.[h \circ \varphi]_{\sim}\right)_{j \in I}$. We have only to check that these maps are compatible, i.e. that they satisfy the assumptions of lemma 1.2.4. Let $i, j \in I$ such that $i \leq j$ and let $\varphi \in \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$. Then

$$
\left[h \circ g_{i j}(\varphi)\right]_{\sim}=\left[h \circ f_{j i}^{*}(\varphi)\right]_{\sim}=\left[h \circ \varphi \circ f_{j i}\right]_{\sim}=\left[f_{j i}^{*}(h \circ \varphi)\right]_{\sim}=\left[g_{i j}(h \circ \varphi)\right]_{\sim} .
$$

We have that $g_{i j}(h \circ \varphi)=\operatorname{id}_{\mathrm{Hom}_{\mathbf{C}}\left(S_{j}, Y\right)}\left(g_{i j}(h \circ \varphi)\right)=g_{j j}\left(g_{i j}(h \circ \varphi)\right)$. By definition of $\sim$ on $\coprod_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, Y\right)$, this implies that $h \circ \varphi \sim g_{i j}(h \circ \varphi)$. So $\left[h \circ g_{i j}(\varphi)\right]_{\sim}=[h \circ \varphi]_{\sim}$, as we wanted.

Let now $X$ be an object of $\mathbf{C}$ and consider $h=\operatorname{id}_{X}: X \rightarrow X$. For any $\Phi=[\varphi]_{\sim} \in$ $\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$, we have that

$$
\underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, \operatorname{id}_{X}\right)(\Phi)=\left[\operatorname{id}_{X} \circ \varphi\right]_{\sim}=[\varphi]_{\sim}=\Phi
$$

Then $\lim _{\rightarrow i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, \mathrm{id}_{X}\right)=\operatorname{id}_{\lim _{\rightarrow i \in I}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$.
Let $X, Y$ and $Z$ be objects of $\mathbf{C}$, with two morphisms $h_{1}: X \rightarrow Y, h_{2}: Y \rightarrow Z$. For any $\Phi=[\varphi]_{\sim} \in{\underset{\longrightarrow}{\lim }}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)$, we have

$$
\begin{aligned}
\underset{i \in I}{\lim } \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{2} \circ h_{1}\right)(\Phi)=\left[h_{2} \circ h_{1} \circ \phi\right]_{\sim}= & \underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{2}\right)\left(\left[h_{1} \circ \phi\right]_{\sim}\right)= \\
& =\underset{\overrightarrow{i \in I}}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{2}\right)\left(\underset{\overrightarrow{i \in I}}{\lim _{\vec{C}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{1}\right)(\Phi)\right)
\end{aligned}
$$

Hence

$$
\underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{2} \circ h_{1}\right)=\underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{2}\right) \circ \underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h_{1}\right)
$$

Definition 1.2.7. A functor $G$ from $\mathbf{C}$ to the category of (not necessarily finite) sets is called prorepresentable if there exists a projective system $I,\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow\right.$ $\left.S_{j}\right)_{i, j \in I, i \geq j}$ in $\mathbf{C}$ such that $G$ is isomorphic to the functor $\lim _{\rightarrow i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i},-\right)$ defined in lemma 1.2.6.

We want now to show that $F$ is prorepresentable. To do it, we have to define a suitable projective system in $\mathbf{C}$.

Definition 1.2.8. A subobject of an object $X$ of $\mathbf{C}$ is an equivalence class of monomorphisms $Y \rightarrow X$, where two monomorphisms $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X$ are considered equivalent if and only if there exists an isomorphism $\varphi: Y_{1} \rightarrow Y_{2}$ such that $f_{1}=f_{2} \circ \varphi$ (it is immediate to prove that this is an equivalence relation). The definition of this equivalence relation is illustrated by the following commutative diagram.


Lemma 1.2.9. A morphism $f: X \rightarrow Y$ in $\mathbf{C}$ is a monomorphism if and only if the first projection $p_{1}: X \times_{Y} X \rightarrow X$ is an isomorphism (remember that the fibred product exists by (G1) of the definition of Galois category).

Proof. Consider the following diagram.


By definition of fibred product, there exists a unique morphism $g: X \rightarrow X \times_{Y} X$ such that $p_{1} \circ g=\mathrm{id}_{X}$ and $p_{2} \circ g=\mathrm{id}_{X}$.
Assume now that $f$ is a monomorphism. Then, since $f \circ p_{1}=f \circ p_{2}$, we must have $p_{1}=p_{2}$. We have that $p_{1} \circ g \circ p_{1}=\operatorname{id}_{X} \circ p_{1}=p_{1}=p_{1} \circ \operatorname{id}_{X \times_{Y} X}$ and $p_{2} \circ g \circ p_{1}=$ $\operatorname{id}_{X} \circ p_{1}=p_{1}=p_{2}=p_{2} \circ \operatorname{id}_{X \times_{Y} X}$. By uniqueness in the universal property of the fibred product, this implies that $g \circ p_{1}=\operatorname{id}_{X_{X_{Y}} X}$. This shows that $g$ is the inverse of $p_{1}$ and so $p_{1}$ is an isomorphism.
Conversely, assume that $p_{1}$ is an isomorphism. Then, since $p_{1} \circ g=\mathrm{id}_{X}$, we have that $g=p_{1}^{-1}$. Let $h_{1}, h_{2}: Z \rightarrow X$ be morphisms such that $f \circ h_{1}=f \circ h_{2}$. Consider the following diagram.


By the universal property of the fibred product, there exists a unique morphism $h: Z \rightarrow X \times_{Y} X$ such that $p_{1} \circ h=h_{1}$ and $p_{2} \circ h=h_{2}$. Then $h=p_{1}^{-1} \circ h_{1}=g \circ h_{1}$ and $h_{2}=p_{2} \circ h=p_{2} \circ g \circ h_{1}=\operatorname{id}_{X} \circ h_{1}=h_{1}$. Hence $f$ is a monomorphism.

Corollary 1.2.10. If $f: X \rightarrow Y$ is a morphism in $\mathbf{C}$, then $f$ is a monomorphism if and only if $F(f)$ is a monomorphism (i.e. if and only if $F(f)$ is injective, see example 1.1.3(6)).

Proof. By lemma 1.2.9, $f$ is a monomorphism if and only if the first projection $p_{1}: X \times_{Y} X \rightarrow X$ is an isomorphism. By (G4) of the definition of Galois category, we have that $F\left(X \times_{Y} X\right)$ (together with $\left.F\left(p_{1}\right), F\left(p_{2}\right)\right)$ is isomorphic to $F(X) \times_{F(Y)} F(X)$ (together with the canonical projections on $F(X)$ ). Then $F(f)$ is a monomorphism if and only if $F\left(p_{1}\right)$ is an isomorphism (by lemma 1.2 .9 applied to the cateogry sets). By (G6) of the definition of Galois category, if $F\left(p_{1}\right)$ is an isomorphism then $p_{1}$ is also an isomorphism. The converse is true for any functor. Then $p_{1}$ is an isomorphism if and only if $F\left(p_{1}\right)$ is an isomorphism, which implies that $f$ is a monomorphism if and only if $F(f)$ is a monomorphism.

Example 1.2.11. (1) Recall that, by (G2) of the definition of Galois category, there exists an initial object 0 in $\mathbf{C}$. For any object $X$, the unique map $f: 0 \rightarrow X$
is a monomorphism. Indeed, by (G5) of the definition of Galois category, $F$ commutes with finite sums. In particular, by remark 1.1.2(2), $F$ sends an initial object of $\mathbf{C}$ to an initial object of sets. This means that $F(0)=\emptyset$ (see example 1.1.3(4)). Then $F(f): \emptyset=F(0) \rightarrow F(X)$ is clearly injective. Hence, $f$ is a monomorphism by corollary 1.2.10. If we consider two initial objects, the canonical isomorphism between them makes the diagram in the definition 1.2.8 commute, so they define the same subobject of $X$.
(2) For any object $X$, the identity $\operatorname{id}_{X}: X \rightarrow X$ is clearly a monomorphism. So it defines a subobject of $X$. Given a monomorphism $f: Y \rightarrow X$, it is equivalent to $\mathrm{id}_{X}$ if and only if there exists an isomorphism $\varphi: Y \rightarrow X$ such that $f=\operatorname{id}_{X} \circ \varphi=\varphi$, i.e. if and only if $f$ is an isomorphism.
(3) If $X=0$, the two subobjects considered in (1) and (2) coincide. On the other hand, if $f: Y \rightarrow 0$ is a monomorphism, then it is an isomorphism. Indeed, there exists a unique morphism $g: 0 \rightarrow Y$. Since $\mathrm{id}_{0}$ is the unique morphism $0 \rightarrow 0$, we must have $f \circ g=\mathrm{id}_{0}$. Then we have also

$$
f \circ(g \circ f)=(f \circ g) \circ f=\operatorname{id}_{0} \circ f=f=f \circ \mathrm{id}_{Y}
$$

Since $f$ is a monomorphism, this implies $g \circ f=\mathrm{id}_{Y}$. Then $g$ is the inverse of $f$ and $f$ is an isomorphism. Hence, 0 has a unique subobject.
On the other hand, if $X \not \approx 0$, then $X$ has at least two distinct subobjects, namely the ones considered in (1) and (2).

Definition 1.2.12. An object $X$ of $\mathbf{C}$ is said connected if it has exactly two subobjects: $0 \rightarrow X$ and $X \xrightarrow{\operatorname{id}_{X}} X$.

Remark 1.2.13. (1) By definition, 0 is not a connected object, because it has only one subobject.
(2) In other words, $X$ is connected if and only if, for every monomorphism $f$ : $Y \rightarrow X$, either $Y$ is initial or $f$ is an isomorphism (but not both).
(3) Notice that connectedness is invariant by isomorphism, because, if $\varphi: X_{1} \rightarrow X_{2}$ is an isomorphism, then composition with $\varphi$ gives a bijection from subobjects of $X_{1}$ to subobjects of $X_{2}$ (the inverse being composition with $\varphi^{-1}$ ).
Example 1.2.14. (1) In the category sets, the connected objects are the singletons. Indeed, consider a singleton $\{x\}$ and a finite set $Y$ with a monomorphism $f: Y \rightarrow X$. By example 1.1.3(6), $f$ is injective. Then $|Y| \leq 1$. If $|Y|=0$, then $Y=\emptyset$ is initial (example 1.1.3(4)). If $|Y|=1$, then $f$ is also surjective and so it is an isomorphism of sets. Hence $\{x\}$ is connected.
Conversely, assume $X$ is a connected object. By remark 1.2.13(1), we have that $X \neq \emptyset$. Let $x \in X$. Then the natural inclusion $\iota:\{x\} \rightarrow X$ is injective, i.e. a monomorphism (example 1.1.3(4)). Since $\{x\} \neq \emptyset$, by remark 1.2.13(2) we must have that $\iota$ is an isomorphism, i.e. bijective. Then $X=\{x\}$ is a singleton.
(2) If $\pi$ is a profinite group, the connected objects of the category $\pi$-sets are the finite sets with a transitive continuous action of $\pi$ (recall that an action is called transitive if there is exactly one orbit, in particular the action on the empty set is not transitive).
Indeed, let $X$ be a finite $\pi$-set on which the action of $\pi$ is transitive. In particular, $X \neq \emptyset$. Let $f: Y \rightarrow X$ be a monomorphism of $\pi$-sets. Then $f$ is injective, by corollary 1.2 .10 (see also the proof of (G3) in proposition 1.1.15). Assume that $Y \neq \emptyset$. Then there exists $y \in Y$. Let $x \in X$. Since $\pi$ acts transitively on $X$, there exists $\sigma \in \pi$ such that $x=\sigma f(y)$. Since $f$ is a morphism of $\pi$-sets, we have that $\sigma f(y)=f(\sigma y)$. Then $x=f(\sigma y) \in f(Y)$. So $f$ is surjective. We already knew that $f$ was injective, so it is bijective, i.e. an isomorphism of sets. Since $\pi$-sets is a Galois category with fundamental functor the forgetful functor, by (G6) of the definition 1.1.4 this implies that $f$ is an isomorphism of $\pi$-sets. Hence $X$ is connected.
Conversely, assume that $X$ is a connected object in $\pi$-sets. We can write $X$ as the disjoint union of its orbits: $X=\coprod_{i=1}^{n} X_{i}(n \in \mathbb{N})$. Since $X$ is connected, by remark 1.2.13(1) we have that $X \neq \emptyset$. Then $n \geq 1$. We have that $X_{1}$ is a finite $\pi$-set and the natural inclusion $\iota: X_{1} \rightarrow X$ is an injective morphism of $\pi$-sets, i.e. a monomorphism of $\pi$-sets (see corollary 1.2.10 or the proof of proposition 1.1.15). Since $X_{1} \neq \emptyset$ (orbits are non-empty by definition) and $X$ is connected, $\iota$ must be an isomorphism. Then $X \cong X_{1}$ and the action of $\pi$ on $X$ is transitive.

Lemma 1.2.15. Let $X, Y_{1}, Y_{2}$ be objects of $\mathbf{C}$ and $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X$ two morphisms. Consider the fibred product $Y_{1} \times_{X} Y_{2}$ (whose existence is guaranteed by (G1) of the definition of Galois category), with the two projections $p_{1}: Y_{1} \times{ }_{X} Y_{2} \rightarrow Y_{1}$, $p_{2}: Y_{1} \times_{X} Y_{2} \rightarrow Y_{2}$. If $f_{1}$ is a monomorphism, then $p_{2}$ is a monomorphism. If moreover $f_{2}$ is also a monomorphism, then $f_{1} \circ p_{1}=f_{2} \circ p_{2}: Y_{1} \times_{X} Y_{2} \rightarrow X$ is a monomorphism.

Proof. Let $Z$ be an object of $\mathbf{C}$, with two morphisms $g, h: Z \rightarrow Y_{1} \times_{X} Y_{2}$ such that $p_{2} \circ g=p_{2} \circ h$. Then $f_{2} \circ p_{2} \circ g=f_{2} \circ p_{2} \circ h$. By definition of fibred product, $f_{1} \circ p_{1}=f_{2} \circ p_{2}$. So $f_{1} \circ p_{1} \circ g=f_{1} \circ p_{1} \circ h$. Since $f_{1}$ is a monomorphism, this implies that $p_{1} \circ g=p_{1} \circ h$. Consider the following diagram.


By the universal property of the fibred product, there is a unique morphism $Z \rightarrow$ $Y_{1} \times{ }_{X} Y_{2}$ making the diagram commute. Clearly $g$ makes the diagram commute. Since $p_{1} \circ g=p_{1} \circ h$ and $p_{2} \circ g=p_{2} \circ h$, also $h$ makes the diagram commute. Then $g=h$, which shows that $p_{2}$ is a monomorphism.
The last part of the statement follows from the fact that a composition of monomor-
phisms is a monomorphism.
Remark 1.2.16. (1) Let $X$ be an object of $\mathbf{C}$. If $f: Y \rightarrow X$ is a monomorphism, then $F(f)$ is injective (corollary 1.2.10) and so we have

$$
F(Y) \cong \operatorname{Im}(F(f)) \subseteq F(X) .
$$

If $f_{1}: Y_{1} \rightarrow X$ and $f_{2}: Y_{2} \rightarrow X$ are two equivalent monomorphisms, then there exists an isomorphism $\varphi: Y_{1} \rightarrow Y_{2}$ such that $f_{1}=f_{2} \circ \varphi$. Then $\operatorname{Im}\left(F\left(f_{1}\right)\right)=$ $\operatorname{Im}\left(F\left(f_{2} \circ \varphi\right)\right)=\operatorname{Im}\left(F\left(f_{2}\right)\right)$ (in the last equality, we used the fact that $F(\varphi)$ is an isomorphism, i.e. a bijection). Hence any subobject of $X$ gives rise to a subset of $F(X)$.
(2) Given two monomorphisms $f_{1}: Y_{1} \rightarrow X$ and $f_{2}: Y_{2} \rightarrow X$, consider the fibred product $Y_{1} \times_{X} Y_{2}$, with the two projections $p_{1}: Y_{1} \times_{X} Y_{2} \rightarrow Y_{1}, p_{2}: Y_{1} \times_{X} Y_{2} \rightarrow$ $Y_{2}$. By lemma 1.2.15, $f_{1} \circ p_{1}=f_{2} \circ p_{2}: Y_{1} \times{ }_{X} Y_{2} \rightarrow X$ is a monomorphism. Moreover, if $g_{1}: Z_{1} \rightarrow X$ and $g_{2}: Z_{2} \rightarrow X$ are two other monomorphisms such that $g_{1}$ is equivalent to $f_{1}$ and $g_{2}$ is equivalent to $f_{2}$, then we have isomorphisms $\varphi_{1}: Y_{1} \rightarrow Z_{1}, \varphi_{2}: Y_{2} \rightarrow Z_{2}$ such that $f_{1}=g_{1} \circ \varphi_{1}$ and $f_{2}=g_{2} \circ \varphi_{2}$. Consider the following diagrams (where $q_{1}: Z_{1} \times_{X} Z_{2} \rightarrow Z_{1}, q_{2}: Z_{1} \times_{X} Z_{2} \rightarrow Z_{2}$ are the morphisms that appear in the definition of fibred product).


By the universal property of the fibred product, there exist morphisms $\varphi$ : $Y_{1} \times_{X} Y_{2} \rightarrow Z_{1} \times_{X} Z_{2}, \psi: Z_{1} \times_{X} Z_{2} \rightarrow Y_{1} \times_{X} Y_{2}$ such that $q_{1} \circ \varphi=\varphi_{1} \circ p_{1}$, $q_{2} \circ \varphi=\varphi_{2} \circ p_{2}, p_{1} \circ \psi=\varphi_{1}^{-1} \circ q_{1}$ and $p_{2} \circ \psi=\varphi_{2}^{-1} \circ q_{2}$. Then

$$
q_{1} \circ \varphi \circ \psi=\varphi_{1} \circ p_{1} \circ \psi=\varphi_{1} \circ \varphi_{1}^{-1} \circ q_{1}=q_{1}=q_{1} \circ \operatorname{id}_{Z_{1} \times{ }_{X} Z_{2}}
$$

and

$$
q_{2} \circ \varphi \circ \psi=\varphi_{2} \circ p_{2} \circ \psi=\varphi_{2} \circ \varphi_{2}^{-1} \circ q_{2}=q_{2}=q_{2} \circ \operatorname{id}_{Z_{1} \times X_{X} Z_{2}} .
$$

By uniqueness in the universal property of the fibred product, we have that $\varphi \circ \psi=\operatorname{id}_{Z_{1} \times{ }_{X} Z_{2}}$. In the same way, one can show that $\psi \circ \varphi=\operatorname{id}_{Y_{1} \times{ }_{X} Y_{2}}$. So $\varphi$ is an isomorphism. Moreover, $g_{1} \circ q_{1} \circ \varphi=g_{1}=f_{1} \circ p_{1}$. Then $f_{1} \circ p_{1}=f_{2} \circ p_{2}$ : $Y_{1} \times_{X} Y_{2} \rightarrow X$ and $g_{1} \circ q_{1}=g_{2} \circ q_{2}: Z_{1} \times_{X} Z_{2} \rightarrow X$ are equivalent. In this way, we can use the fibred product to associate to every two subobjects of $X$ another subobject, which we call their intersection. The reason of this name is that, by (G4) of the definition of Galois category, we have that $F\left(Y_{1} \times_{X} Y_{2}\right)$ (together with $F\left(p_{1}\right)$ and $F\left(p_{2}\right)$ ) is isomorphic to $F\left(Y_{1}\right) \times_{F(X)} F\left(Y_{2}\right)$ (with the canonical projections). Then, recalling the definition of the fibred product of sets (example 1.1.3(2)), we have

$$
\begin{aligned}
& \operatorname{Im}\left(F\left(f_{1} \circ p_{1}\right)\right)=\operatorname{Im}\left(F\left(f_{1}\right) \circ F\left(p_{1}\right)\right)= \\
& =\left\{x \in F(X) \mid \exists y \in \operatorname{Im}\left(F\left(p_{1}\right)\right): F\left(f_{1}\right)(y)=x\right\}= \\
& =\left\{x \in F(X) \mid \exists y \in F\left(Y_{1}\right), y^{\prime} \in F\left(Y_{2}\right): F\left(f_{2}\right)\left(y^{\prime}\right)=F\left(f_{1}\right)(y)=x\right\}= \\
& \quad=\operatorname{Im}\left(F\left(f_{1}\right)\right) \cap \operatorname{Im}\left(F\left(f_{2}\right)\right) .
\end{aligned}
$$

Assume now that $\operatorname{Im}\left(F\left(f_{1}\right)\right)=\operatorname{Im}\left(F\left(f_{2}\right)\right)$, i.e. $f_{1}$ and $f_{2}$ give rise to the same subset of $F(X)$. Then $\operatorname{Im}\left(F\left(f_{1} \circ p_{1}\right)\right)=\operatorname{Im}\left(F\left(f_{1}\right)\right) \cap \operatorname{Im}\left(F\left(f_{2}\right)\right)=\operatorname{Im}\left(F\left(f_{1}\right)\right)$. So for any $y \in F\left(Y_{1}\right)$ there exists $z \in F\left(Y_{1} \times_{X} Y_{2}\right)$ such that $F\left(f_{1}\right)(y)=F\left(f_{1} \circ\right.$ $\left.p_{1}\right)(z)=F\left(f_{1}\right)\left(F\left(p_{1}\right)(z)\right)$. By corollary 1.2.10, $F\left(f_{1}\right)$ is a monomorphism, i.e. injective. Then $y=F\left(p_{1}\right)(z)$. So $F\left(p_{1}\right)$ is surjective. By corollary 1.2.10, $F\left(f_{2}\right)$ is a monomorphism. By lemma 1.2.15 applied to the category sets (exchanging the first and the second factor and recalling that by (G4) of the definition of Galois category $F$ commutes with fibred product), $F\left(p_{1}\right)$ is also a monomorphism, i.e. injective. Hence $F\left(p_{1}\right)$ is a bijection, i.e. an isomorphism of sets. By (G6) of the definition of Galois category, $p_{1}$ is an isomorphism. In the same way, one can show that $p_{2}$ is an isomorphism. Then $p_{2} \circ p_{1}^{-1}: Y_{1} \rightarrow Y_{2}$ is an isomorphism. By definition of fibred product, $f_{1} \circ p_{1}=f_{2} \circ p_{2}$. Then $f_{1}=f_{2} \circ\left(p_{2} \circ p_{1}^{-1}\right)$. This shows that $f_{1}$ and $f_{2}$ are equivalent.
In other words, to different subobjects of $X$ must correspond different subsets of $F(X)$. In particular, since $F(X)$ is a finite set, $X$ has finitely many subobjects.

Lemma 1.2.17. Let $X$ be an object of $\mathbf{C}$. If $F(X)=\emptyset$, then $X$ is initial.
Proof. By remark 1.2.16, the number of distinct subobjects of $X$ is at most equal to the number of subsets $F(X)$. But $F(X)=\emptyset$ has a unique subset. So $X$ has a unique subobject and, by example 1.2 .11 , this implies that $X \cong 0$.

Definition 1.2.18. Let $X$ be an object of $\mathbf{C}$. The connected components of $X$ are its connected subobjects, i.e. the subobjects of the form $Y \rightarrow X$ with $Y$ connected.

Lemma 1.2.19. Let $X_{1}, \ldots, X_{n}$ be connected objects of $\mathbf{C}$ and consider their sum $X:=\coprod_{i=1}^{n} X_{i}$, with the morphisms $q_{1}: X_{1} \rightarrow X, \ldots, q_{n}: X_{n} \rightarrow X$ as in the definition 1.1.1(3). Let $Y$ be another connected object and $f: Y \rightarrow X$ a monomorphism. Then there exists a unique $i \in\{1, \ldots, n\}$ such that $f$ is equivalent to $q_{i}$.

Proof. Since $Y$ is connected, $Y$ is not initial (remark 1.2.13(1)). So $F(Y) \neq \emptyset$, by lemma 1.2.17. Then there exists $a \in F(Y)$. By (G5) of the definition of Galois category, we have that $F(X)=F\left(\coprod_{i=1}^{n} X_{i}\right) \cong \coprod_{i=1}^{n} F\left(X_{i}\right)$ (disjoint union of sets). Then, since $F(f)(a) \in F(X)$, there exists $i \in\{1, \ldots, n\}$ such that $F(f)(a) \in \operatorname{Im}\left(F\left(q_{i}\right)\right)$. Let us prove that $f$ is equivalent to $q_{i}$. Consider the fibred product $Y \times_{X} X_{i}$. By lemma 1.2.15, the projections $p_{1}: Y \times_{X} X_{i} \rightarrow Y, p_{2}: Y \times_{X} X_{i} \rightarrow X_{i}$ are monomorphisms. Since $Y$ and $X_{i}$ are connected, this implies that either $Y \times{ }_{X} X_{i}$ is initial or $p_{1}$ and $p_{2}$ are both isomorphisms. As in remark 1.2.16, we have that $\operatorname{Im}\left(F\left(f \circ p_{1}\right)\right)=\operatorname{Im}(F(f)) \cap \operatorname{Im}\left(F\left(q_{i}\right)\right)$. Since $F(f)(a) \in \operatorname{Im}\left(F\left(q_{i}\right)\right)$, we have that $F(f)(a) \in \operatorname{Im}(F(f)) \cap \operatorname{Im}\left(F\left(q_{i}\right)\right)=\operatorname{Im}\left(F\left(f \circ p_{1}\right)\right)$. In particular, $\operatorname{Im}\left(F\left(f \circ p_{1}\right)\right) \neq \emptyset$. Then $F\left(Y \times_{X} X_{i}\right) \neq \emptyset$. By (G5) of the definition of Galois category, this implies that $Y \times_{X} X_{i}$ is not initial. Then $p_{1}$ and $p_{2}$ are both isomorphisms. So $p_{2} \circ p_{1}^{-1}: Y \rightarrow X_{i}$ is an isomorphism and, by definition of fibred product, $q_{i} \circ p_{2} \circ p_{1}^{-1}=f$. So $f$ is equivalent to $q_{i}$.
Now we prove uniqueness. Assume that $i, j \in\{1, \ldots, n\}$ are such that $f$ is equivalent to both $q_{i}$ and $q_{j}$. Then $q_{i}$ is equivalent to $q_{j}$, which by remark $1.2 .16 \mathrm{im}-$ plies that $\operatorname{Im}\left(F\left(q_{i}\right)\right)=\operatorname{Im}\left(F\left(q_{j}\right)\right)$. Since $F(X)$ is isomorphic to the disjoint union $\coprod_{i=1}^{n} F\left(X_{i}\right)$, we have that $\operatorname{Im}\left(F\left(q_{i}\right)\right)$ and $\operatorname{Im}\left(F\left(q_{j}\right)\right)$ are disjoint unless $i=j$. So $\operatorname{Im}\left(F\left(q_{i}\right)\right)=\operatorname{Im}\left(F\left(q_{j}\right)\right)$ implies that $i=j$.

Proposition 1.2.20. Every object of $\mathbf{C}$ is the sum of its connected components.
Proof. Let $X$ be an object of $\mathbf{C}$. We prove the claim by induction on $n=|F(X)|$. If $|F(X)|=0$, then $F(X)=\emptyset$. Then $X \cong 0$, by lemma 1.2.17. So $X$ is the sum of the empty collection of objects (remark 1.1.2(2)). On the other hand, $X$ has no connected subobjects (see example 1.2.11(3) and remark 1.2.13(1)). So $X$ is the sum of its connected subobjects.
Assume the claim is true for every $Y$ such that $|F(Y)|<n$. If $X$ is connected, then its only connected subobject is $X \xrightarrow{i d_{X}} X$. Clearly, $X=\coprod_{i=1}^{1} X$, so the claim is true. If $X$ is not connected, there exists a monomorphism $f: Y \rightarrow X$ such that $Y$ is not initial and $f$ is not an isomorphism. Then, by remark 1.2.16(2), $\operatorname{Im}(F(f)) \neq \emptyset$ and $\operatorname{Im}(F(f)) \neq F(X)$. This means that $0<|\operatorname{Im}(F(f))|<n$. By corollary 1.2.10, $F(f)$ is injective. So $|F(Y)|=|\operatorname{Im}(F(f))|$. Then $0<|F(Y)|<n$. By (G3) of the definition of Galois category, there exists an object $Z$ and a morphism $q_{2}: Z \rightarrow X$ such that $X$, together with $q_{1}=f$ and $q_{2}$, is the sum of $Y$ and $Z$. Then, by (G5) of the definition of Galois category and by example 1.1.3(3), $F(X)$, together with $F(f): F(Y) \rightarrow F(X)$ and $F\left(q_{2}\right): F(Z) \rightarrow F(X)$, is isomorphic to the disjoint union $F(Y) \amalg F(Z)$, together with the canonical inclusions. Notice that this implies that $F\left(q_{2}\right)$ is injective and so $q_{2}$ is a monomorphism by corollary 1.2.10. Moreover, $n=|F(X)|=|F(Y)|+|F(Z)|$. Since $|F(Y)|>0$, we have $|F(Z)|<n$. Then we can apply induction to both $Y$ and $Z$. In this way, we get $Y=\coprod_{i=1}^{m} Y_{i}$ and $Z=\coprod_{j=1}^{p} Z_{j}$, where $Y_{1} \rightarrow Y, \ldots, Y_{m} \rightarrow Y$ are the connected subobjects of $Y$ and $Z_{1} \rightarrow Z, \ldots, Z_{p} \rightarrow Z$ are the connected subobjects of $Z$. Then $X=Y \amalg Z=\left(\coprod_{i=1}^{m} Y_{i}\right) \amalg\left(\coprod_{j=1}^{p} Z_{j}\right)$.
Since the composition of monomorphisms is a monomorphism, composition with $f$ gives that $Y_{1} \rightarrow X, \ldots, Y_{m} \rightarrow X$ are connected subobjects of $X$ and composition with
$q_{2}$ gives that $Z_{1} \rightarrow X, \ldots, Z_{p} \rightarrow X$ are connected subobjects of $X$. We claim that they are all the connected subobjects of $X$. Let $g: W \rightarrow X$ be a monomorphism, with $W$ connected. Since $X=\left(\coprod_{i=1}^{m} Y_{i}\right) \amalg\left(\coprod_{j=1}^{p} Z_{j}\right)$ and $Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{p}$ are connected, we can apply lemma 1.2.19 to conclude that there exists either $i \in$ $\{1, \ldots, m\}$ such that $g$ is equivalent to $Y_{i} \rightarrow X$ or $j \in\{1, \ldots, p\}$ such that $g$ is equivalent to $Z_{j} \rightarrow X$.

Corollary 1.2.21. Let $X$ be an object of $\mathbf{C}$ and $\sigma \in \operatorname{Aut}_{\mathbf{C}}(X)$. Then $\sigma$ permutes the connected components of $X$, i.e., if $q_{1}: X_{1} \rightarrow X, \ldots, q_{n}: X_{n} \rightarrow X$ are the (pairwise distinct) connected components of $X$, then for any $j \in\{1, \ldots, n\}$ there exists a unique $j^{\prime} \in\{1, \ldots, n\}$ such that $\sigma \circ q_{j}$ is equivalent to $q_{j^{\prime}}$.

Proof. By proposition 1.2.20, we have that $X=\coprod_{i=1}^{n} X_{i}$. Let $j \in\{1, \ldots, n\}$. Since composition of monomorphisms is a monomorphism, we have that $\sigma \circ q_{j}: X_{j} \rightarrow X=$ $\coprod_{i=1}^{n} X_{i}$ is a monomorphism. Since $X_{1}, \ldots, X_{n}$ are connected, we can apply lemma 1.2.19, which leads directly to the claim.

Example 1.2.22. If $\pi$ is a profinite group and $X$ a finite $\pi$-set, then the decomposition of $X$ in connected components coincides with its orbit decomposition, by example 1.2.14(2).

The proposition 1.2.20 is certainly useful to understand the objects of $\mathbf{C}$, because it reduces the problem of describing them to the problem of describing the connected objects. However, the first thing that we want to do with connected objects is to construct a projective system in $\mathbf{C}$, in order to show that $F$ is prorepresentable. We will take into consideration pairs of the form $(A, a)$, where $A$ is a connected object of $\mathbf{C}$ and $a \in F(A)$, and use them to define a directed partially ordered set. Before doing it, we need to recall another notion in category theory.

Definition 1.2.23. Let $X, Y$ be objects of $\mathbf{C}$, with two morphisms $f, g: X \rightarrow$ $Y$. An equalizer of $f$ and $g$ is an object $\operatorname{Eq}(f, g)$ of $\mathbf{C}$, together with a morphism $\iota: \operatorname{Eq}(f, g) \rightarrow X$, such that $f \circ \iota=g \circ \iota$ and, for any object $Z$ with a morphism $u: Z \rightarrow X$ satisfying $f \circ u=g \circ u$, there exists a unique morphism $v: Z \rightarrow \operatorname{Eq}(f, g)$ such that $u=\iota \circ v$. This definition is illustrated by the following commutative diagram.


Remark 1.2.24. Being defined through a universal property, the equalizer of two morphisms, if it exists, is unique up to a unique isomomorphism.

Example 1.2.25. Let $X, Y$ be finite sets, with two maps $f, g: X \rightarrow Y$. Set $W:=$ $\{x \in X \mid f(x)=g(x)\} \subseteq X$. Then $W$ is a finite set. We claim that $W$, together with the canonical inclusion $\iota: W \rightarrow X$, is the equalizer of $f$ and $g$ in the category sets (notice that $\iota$ is injective, i.e. a monomorphism: we will show that this holds also in arbitrary categories). If $x \in W$, then by definition $f(\iota(x))=f(x)=g(x)=g(\iota(x))$.

So $f \circ \iota=g \circ \iota$. Let $Z$ be a finite set and $u: Z \rightarrow X$ a map such that $f \circ u=g \circ u$. Then, for any $z \in Z$, we have $f(u(z))=g(u(z))$, which implies that $u(z) \in W$. So $u(Z) \subseteq W$. Then we can define $v=u: Z \rightarrow W$ and we have clearly that $u=\iota \circ v$. On the other hand, this is the unique possible definition if we want the diagram to commute.

Lemma 1.2.26. Let $X, Y$ be objects of $\mathbf{C}$, with two morphisms $f, g: X \rightarrow Y$. Consider the fibred product $X \times_{Y} X$, with projections $p_{1}: X \times_{Y} X \rightarrow X, p_{2}$ : $X \times_{Y} X \rightarrow X$, and the product $X \times X=X \times_{1} X$, with projections $q_{1}: X \times X \rightarrow X$, $q_{2}: X \times X \rightarrow X$ (both the product and the fibred product exist by (G1) of the definition of Galois category). There exist a morphism $p: X \times_{Y} X \rightarrow X \times X$ and a morphism $\Delta: X \rightarrow X \times X$ such that the fibred product $X \times_{X \times X}\left(X \times_{Y} X\right)$, together with the projection on the first factor, is an equalizer of $f$ and $g$ (again, this fibred product exists by (G1) of the definition of Galois category). In particular, any pair of morphisms admits an equalizer in the Galois category $\mathbf{C}$.

Proof. Let $h: X \rightarrow 1$ be the unique morphisms from $X$ to the terminal object 1. Since there is a unique morphism $X \times_{Y} X \rightarrow 1$, we have $h \circ p_{1}=h \circ p_{2}$. Consider then the following diagram.


By the universal property of the fibred product, there exists a unique morphism $p: X \times_{Y} X \rightarrow X \times X$ such that $q_{1} \circ p=p_{1}$ and $q_{2} \circ p=p_{2}$. Consider now the following diagram.


By the universal property of the fibred product, there exists a unique morphism $\Delta: X \rightarrow X \times X$ such that $q_{1} \circ \Delta=\operatorname{id}_{X}=q_{2} \circ \Delta$. Let us consider the fibred product $X \times_{X \times X}\left(X \times_{Y} X\right)$ and let $\iota: X \times_{X \times X}\left(X \times_{Y} X\right) \rightarrow X, \kappa: X \times_{X \times X}\left(X \times_{Y} X\right) \rightarrow$ $X \times_{Y} X$ be the two projections. By definition of fibred product, $\Delta \circ \iota=p \circ \kappa$. Then we have

$$
\iota=\operatorname{id}_{X} \circ \iota=q_{1} \circ \Delta \circ \iota=q_{1} \circ p \circ \kappa=p_{1} \circ \kappa
$$

and

$$
\iota=\mathrm{id}_{X} \circ \iota=q_{2} \circ \Delta \circ \iota=q_{2} \circ p \circ \kappa=p_{2} \circ \kappa .
$$
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So, since $f \circ p_{1}=g \circ p_{2}$ by definition of $X \times_{Y} X$, we have that $f \circ \iota=f \circ p_{1} \circ \kappa=$ $g \circ p_{2} \circ \kappa=g \circ \iota$.
Moreover, let $Z$ be an object of $\mathbf{C}$ with a morphism $u: Z \rightarrow X$ such that $f \circ u=g \circ u$. By the universal property of the fibred product $X \times_{Y} X$, there exists a unique $u^{\prime}: Z \rightarrow X \times_{Y} X$ such that $p_{1} \circ u^{\prime}=u=p_{2} \circ u^{\prime}$. We have that

$$
q_{1} \circ p \circ u^{\prime}=p_{1} \circ u^{\prime}=u=\operatorname{id}_{X} \circ u=q_{1} \circ \Delta \circ u
$$

and

$$
q_{2} \circ p \circ u^{\prime}=p_{2} \circ u^{\prime}=u=\operatorname{id}_{X} \circ u=q_{2} \circ \Delta \circ u .
$$

By uniqueness in the universal property for the product $X \times X=X \times_{1} X$, we must have $p \circ u^{\prime}=\Delta \circ u$. Consider now the following diagram.


By the universal property of the fibred product, there exists a unique $v: Z \rightarrow$ $X \times_{X \times X}\left(X \times_{Y} X\right)$ such that $\iota \circ v=u$ and $\kappa \circ v=u^{\prime}$.
To conclude, let $\widetilde{v}: Z \rightarrow X \times_{X \times X}\left(X \times_{Y} X\right)$ be such that $\iota \circ \widetilde{v}=u$. Then $p_{1} \circ \kappa \circ \widetilde{v}=\iota \circ \widetilde{v}=u$ and $p_{2} \circ \kappa \circ \widetilde{v}=\iota \circ \widetilde{v}=u$. By uniqueness of $u^{\prime}$, this implies $\kappa \circ \widetilde{v}=u^{\prime}$. Hence $\widetilde{v}=v$.

Corollary 1.2.27. F commutes with equalizers.
Proof. It follows by (G4) of the definition of Galois category and by lemma 1.2.26 (applied to both C and sets), since $p$ and $\Delta$ were constructed using the universal property of the fibred product.

Lemma 1.2.28. Let $X, Y$ be objects of $\mathbf{C}$, with two morphisms $f, g: X \rightarrow Y$. Consider the equalizer $\operatorname{Eq}(f, g)$, together with the morphism $\iota: \operatorname{Eq}(f, g) \rightarrow X$, as in the definition. Then $\iota$ is a monomorphism.
Proof. Let $Z$ be an object of $\mathbf{C}$, with two morphisms $h_{1}, h_{2}: Z \rightarrow \operatorname{Eq}(f, g)$ such that $\iota h_{1}=\iota \circ h_{2}$. Since $f \circ \iota=g \circ \iota$, we have that $f \circ \iota \circ h_{1}=g \circ \iota \circ h_{1}$. Then, by the universal property of the equalizer, there exists a unique morphism $h: Z \rightarrow \operatorname{Eq}(f, g)$ such that $\iota \circ h=\iota \circ h_{1}$. This implies $h_{1}=h_{2}$.

Corollary 1.2.29. Let $A, X$ be objects of $\mathbf{C}$, with $A$ connected, and let $f, g: A \rightarrow X$ be two morphisms. Then $\operatorname{Eq}(f, g)$ is initial or $f=g$.
Proof. By lemma $1.2 .28, \iota: \mathrm{Eq}(f, g) \rightarrow A$ is a monomorphism. By definition of connected objects, this implies that either $\operatorname{Eq}(f, g)$ is initial or $\iota$ is an isomorphism. In the last case, we have

$$
f=f \circ \operatorname{id}_{A}=f \circ \iota \circ \iota^{-1}=g \circ \iota \circ \iota^{-1}=g \circ \operatorname{id}_{A}=g
$$

$(f \circ \iota=g \circ \iota$ by definition of equalizer) .

Lemma 1.2.30. Let $A$ be a connected object of $\mathbf{C}$ and $a \in F(A)$. For any object $X$ of $\mathbf{C}$, define the map

$$
\psi_{(A, a)}^{X}: \operatorname{Hom}_{\mathbf{C}}(A, X) \rightarrow F(X), f \mapsto F(f)(a)
$$

Then $\psi_{(A, a)}^{X}$ is injective.
Proof. Let $f, g \in \operatorname{Hom}_{\mathbf{C}}(A, X)$ such that $\psi_{(A, a)}^{X}(f)=\psi_{(A, a)}^{X}(g)$. This means that $F(f)(a)=F(g)(a)$. Then $a \in \operatorname{Eq}(F(f), F(g)) \subseteq F(A)$ (see example 1.2.25). In particular, $\operatorname{Eq}(F(f), F(g)) \neq \emptyset$. By corollary 1.2.27, we have that $\operatorname{Eq}(F(f), F(g)) \cong$ $F(\operatorname{Eq}(f, g))$. So $F(\mathrm{Eq}(f, g)) \neq \emptyset$ and, by (G5) of the definition of Galois category, this implies that $\operatorname{Eq}(f, g)$ is not initial. Since $A$ is connected, by corollary 1.2.29 we must have $f=g$. Hence $\psi_{(A, a)}^{X}$ is injective.
Lemma 1.2.31. Let $\mathcal{I}:=\{(A, a) \mid A$ connected, $a \in F(A)\}$. We define the following relation on $\mathcal{I}$ :

$$
(A, a) \geq(B, b) \Longleftrightarrow \exists f \in \operatorname{Hom}_{\mathbf{C}}(A, B): b=F(f)(a)
$$

This relation is a preorder, i.e. it is reflexive and transitive. Moreover, $(A, a) \geq$ $(B, b)$ and $(B, b) \geq(A, a)$ if and only if there exists an isomorphism $f: A \rightarrow B$ such that $b=F(f)(a)$. In this case we write $(A, a) \sim(B, b)$. Then we have an induced order relation on the quotient $\mathcal{I} / \sim$. Denote this quotient with $I$. Then $I$ is a directed partially ordered set.

Proof. Let $(A, a) \in \mathcal{I}$ and consider $\operatorname{id}_{A} \in \operatorname{Hom}_{\mathbf{C}}(A, A)$. Since $F$ is a functor, $F\left(\mathrm{id}_{A}\right)=\operatorname{id}_{F(A)}$. Then $a=\operatorname{id}_{F(A)}(a)=F\left(\mathrm{id}_{A}\right)(a)$. This shows that $(A, a) \geq(A, a)$ and so $\geq$ is reflexive.
Let $(A, a),(B, b),(C, c) \in \mathcal{I}$ such that $(A, a) \geq(B, b)$ and $(B, b) \geq(C, c)$. Then there exist $f \in \operatorname{Hom}_{\mathbf{C}}(A, B), g \in \operatorname{Hom}_{\mathbf{C}}(B, C)$ such that $F(f)(a)=b$ and $F(g)(b)=c$. We have that $g \circ f \in \operatorname{Hom}_{\mathbf{C}}(A, C)$ and, since $F$ is a functor, $F(g \circ f)=F(g) \circ F(f)$. So $F(g \circ f)(a)=F(g)(F(f)(a))=F(g)(b)=c$. This shows that $(A, a) \geq(C, c)$ and so $\geq$ is transitive.
Assume that $(A, a),(B, b) \in \mathcal{I}$ are such that $(A, a) \geq(B, b)$ and $(B, b) \geq(A, a)$. Then there exist $f \in \operatorname{Hom}_{\mathbf{C}}(A, B), g \in \operatorname{Hom}_{\mathbf{C}}(B, A)$ such that $F(f)(a)=b$ and $F(g)(b)=a$. We have that $g \circ f \in \operatorname{Hom}_{\mathbf{C}}(A, A)$ and $F(g \circ f)(a)=F(g)(F(f)(a))=$ $F(g)(b)=a=F\left(\mathrm{id}_{A}\right)(a)$. This means that $\psi_{(A, a)}^{X}(g \circ f)=\psi_{(A, a)}^{X}\left(\operatorname{id}_{A}\right)$, which by lemma 1.2.30 implies that $g \circ f=\operatorname{id}_{A}$. Analogously, one can show that $f \circ g=i d_{B}$. So $f$ and $g$ are inverse to each other. In particular, $f$ is an isomorphism.
Conversely, assume that $(A, a),(B, b) \in \mathcal{I}$ and there exists an isomorphism $f: A \rightarrow$ $B$ with $b=F(f)(a)$. Clearly, this implies that $(A, a) \geq(B, b)$. Moreover, we have that $f^{-1} \in \operatorname{Hom}_{\mathbf{C}}(B, A)$ and $F\left(f^{-1}\right)=F(f)^{-1}$. So $F\left(f^{-1}\right)(b)=F(f)^{-1}(b)=a$. This shows that $(B, b) \geq(A, a)$.
The last thing that we have to prove is that $I$ is a directed partially ordered set. First of all, $I$ is a set because $\mathbf{C}$ is essentially small (on the other hand, $\mathcal{I}$ could be a proper class).
Let $[(A, a)]_{\sim},[(B, b)]_{\sim} \in I$. Consider the product $A \times B=A \times_{1} B$. By proposition 1.2.20, we can write $A \times B=\coprod_{i=1}^{n} C_{i}$, with each $C_{i}$ connected (with morphisms
$q_{j}: C_{j} \rightarrow A \times B$ for any $j=1, \ldots, n$, as in the definition 1.1.1(3)). By (G4) of the definition of Galois category, there exists an isomorphism $\varphi: F(A) \times F(B) \rightarrow F(A \times B)$ such that $p_{1}^{\prime}=F\left(p_{1}\right) \circ \varphi$ and $p_{2}^{\prime}=F\left(p_{2}\right) \circ \varphi$, where $p_{1}: A \times B \rightarrow A, p_{2}: A \times B \rightarrow B$, $p_{1}^{\prime}: F(A) \times F(B) \rightarrow F(A), p_{2}^{\prime}: F(A) \times F(B) \rightarrow F(B)$ are the projections. Consider now $(a, b) \in F(A) \times F(B)$. Then $\varphi((a, b)) \in F(A \times B)$. By (G5) of the definition of Galois category, $F(A \times B)=F\left(\coprod_{i=1}^{n} C_{i}\right) \cong \coprod_{i=1}^{n} F\left(C_{i}\right)$ (disjoint union, see example 1.1.3(3)) and the isomorphism is compatible with the inclusions. So there exists a unique $j \in\{1, \ldots, n\}$ such that $\varphi((a, b)) \in \operatorname{Im}\left(F\left(q_{j}\right)\right)$. Let $c \in F\left(C_{j}\right)$ be such that $\varphi((a, b))=F\left(q_{j}\right)(c)$. Then we have

$$
F\left(p_{1} \circ q_{j}\right)(c)=F\left(p_{1}\right)\left(F\left(q_{j}\right)(c)\right)=F\left(p_{1}\right)(\varphi((a, b)))=p_{1}^{\prime}((a, b))=a
$$

and

$$
F\left(p_{2} \circ q_{j}\right)(c)=F\left(p_{2}\right)\left(F\left(q_{j}\right)(c)\right)=F\left(p_{2}\right)(\varphi((a, b)))=p_{2}^{\prime}((a, b))=b .
$$

This shows that $\left(C_{j}, c\right) \geq(A, a)$ and $\left(C_{j}, c\right) \geq(B, b)$. Then $\left[\left(C_{j}, c\right)\right]_{\sim} \geq[(A, a)]_{\sim}$ and $\left[\left(C_{j}, c\right)\right] \sim \geq[(B, b)]_{\sim}$. Hence $I$ is directed.

Remark 1.2.32. (1) While the definition of connected object is independent of the functor $F$, we have that $\mathcal{I}$ and $I$ depend on $F$, because on the one hand an element of $\mathcal{I}$ is identified not only by a connected object $A$, but also by an element $a \in F(A)$, and on the other hand also the relation defined in lemma 1.2.31 depends on $F$.
(2) Let $(A, a),(B, b) \in \mathcal{I}$ and $(A, a) \geq(B, b)$. By definition, this means that there exists $f: A \rightarrow B$ such that $b=F(f)(a)$. Assume that $f^{\prime}: A \rightarrow B$ is another morphism such that $b=F\left(f^{\prime}\right)(a)$. Then $\psi_{(A, a)}^{X}(f)=F(f)(a)=b=$ $F\left(f^{\prime}\right)(a)=\psi_{(A, a)}^{X}\left(f^{\prime}\right)$, which by lemma 1.2.30 implies that $f=f^{\prime}$. So the morphism $f$ that appears in the definition of $\geq$ is uniquely determined.

Lemma 1.2.33. Let $I$ be defined as in lemma 1.2.31. For any $i \in I$, choose a pair $\left(A_{i}, a_{i}\right) \in \mathcal{I}$ such that $i=\left[\left(A_{i}, a_{i}\right)\right]_{\sim}$. For any $i, j \in I$ such that $i \geq j$ (i.e. $\left(A_{i}, a_{i}\right) \geq$ $\left(A_{j}, a_{j}\right)$ ), let $f_{i j}: A_{i} \rightarrow A_{j}$ be the unique morphism such that $F\left(f_{i j}\right)\left(a_{i}\right)=a_{j}$ (see remark 1.2.32(2)). Then $\left(A_{i}\right)_{i \in I},\left(f_{i j}: A_{i} \rightarrow A_{j}\right)_{i, j \in I, i \geq j}$ is a projective system in C.

Proof. For any $i \in I$, we have $F\left(\operatorname{id}_{A_{i}}\right)\left(a_{i}\right)=a_{i}$ (because $F$ is a functor). By uniqueness, this implies that $f_{i i}=i d_{A_{i}}$.
Let $i, j, k \in I$ such that $i \geq j \geq k$. Since $F$ is a functor, we have that

$$
F\left(f_{j k} \circ f_{i j}\right)\left(a_{i}\right)=F\left(f_{j k}\right)\left(F\left(f_{i j}\right)\left(a_{i}\right)\right)=F\left(f_{j k}\right)\left(a_{j}\right)=a_{k} .
$$

By uniqueness, this implies that $f_{i k}=f_{j k} \circ f_{i j}$.
Remark 1.2.34. In lemma 1.2.33, we made a choice in order to define a projective system. So this projective system is not uniquely determined. However, the choice does not affect the functor $\lim _{\rightarrow i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i},-\right)$, which is what we are interested in. Indeed, if for any $i \in I$ we choose $\left(B_{i}, b_{i}\right) \in \mathcal{I}$ such that $i=\left[\left(B_{i}, b_{i}\right)\right]_{\sim}$, then
there exists a unique isomorphism $\varphi_{i}: B_{i} \rightarrow A_{i}$ such that $F\left(\varphi_{i}\right)\left(b_{i}\right)=a_{i}$. This isomorphism gives rise to a bijection

$$
\varphi_{i}^{*}: \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(B_{i}, X\right), f \mapsto f \circ \varphi_{i},
$$

for any object $X$ of $\mathbf{C}$. Moreover, if $i, j \in I$ and $i \geq j$, we have that $g_{i j}:=\varphi_{j}^{-1} \circ f_{i j} \circ \varphi_{i}$ is the unique morphism $B_{i} \rightarrow B_{j}$ such that $F\left(g_{i j}\right)\left(b_{i}\right)=b_{j}$. So the following diagram is commutative.

$$
\begin{aligned}
& \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right) \xrightarrow{\varphi_{i}^{*}} \operatorname{Hom}_{\mathbf{C}}\left(B_{i}, X\right) \\
& f_{i j}^{*} \uparrow_{j} \xrightarrow{g_{i j}^{*} \uparrow}{ }_{\substack{* \\
\varphi_{j}^{*}}}^{\operatorname{Hom}_{\mathbf{C}}\left(B_{j}, X\right)}
\end{aligned}
$$

At this point, one can use the universal property of the injective limit to "glue" together the bijections $\varphi_{i}^{*}$ and get a bijection

$$
\Phi_{X}: \lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right) \rightarrow \underset{i \in I}{\lim _{\vec{I}}} \operatorname{Hom}_{\mathbf{C}}\left(B_{i}, X\right) .
$$

If $X, Y$ are two objects of $\mathbf{C}$ and $h: X \rightarrow Y$ is a morphism, then it can be proved that $\Phi_{Y} \circ{\underset{\rightarrow}{\lim }}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, h\right)=\underline{\longrightarrow}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(B_{i}, X\right) \circ \Phi_{X}$. This shows that the functors $\underline{l i m}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i},-\right)$ and ${\underset{\mathrm{lim}}{i \in I}}^{\operatorname{Hom}_{\mathbf{C}}}\left(B_{i},-\right)$ are isomorphic.
Proposition 1.2.35. $F$ is isomorphic to the functor $\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i},-\right)$, where the projective system is the one defined in lemma 1.2.33. In particular, $F$ is prorepresentable.
Proof. Let $X$ be an object of $\mathbf{C}$. For any $i \in I$, consider the map $\psi_{\left(A_{i}, a_{i}\right)}^{X}$, as defined in lemma 1.2.30. Let $i, j \in I$ such that $i \geq j$. For any $f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, we have that

$$
\begin{aligned}
\left(\psi_{\left(A_{i}, a_{i}\right)}^{X} \circ f_{i j}^{*}\right)(f)=\psi_{\left(A_{i}, a_{i}\right)}^{X}\left(f \circ f_{i j}\right) & =F\left(f \circ f_{i j}\right)\left(a_{i}\right)= \\
= & F(f)\left(F\left(f_{i j}\right)\left(a_{i}\right)\right)=F(f)\left(a_{j}\right)=\psi_{\left(A_{j}, a_{j}\right)}^{X}(f)
\end{aligned}
$$

Then $\psi_{\left(A_{i}, a_{i}\right)}^{X} \circ f_{i j}^{*}=\psi_{\left(A_{j}, a_{j}\right)}^{X}$. By the universal property of the injective limit (lemma 1.2.4), there exists a unique map $\psi^{X}:{\underset{\vec{~}}{i \in I}}^{\operatorname{lom}_{\mathbf{C}}}\left(A_{i}, X\right) \rightarrow F(X)$ such that $\psi_{\left(A_{j}, a_{j}\right)}^{X}=\psi^{X} \circ f_{j}^{X}$ for any $j \in I$, where $f_{j}^{X}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \rightarrow \underset{\rightarrow}{\lim _{i \in I}} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right)$ is defined by $f_{j}^{X}(g)=[g]_{\sim}$. We claim that $\psi^{X}$ is bijective.
Let $\left[g_{1}\right]_{\sim},\left[g_{2}\right]_{\sim} \in \underset{\rightarrow}{\lim _{i \in I}} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right)$ such that $\psi^{X}\left(\left[g_{1}\right]_{\sim}\right)=\psi^{X}\left(\left[g_{2}\right]_{\sim}\right)$. Then there exist $i, j \in I$ such that $g_{1} \in \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right), g_{2} \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. Since $I$ is directed, there exists $k \in I$ such that $k \geq i$ and $k \geq j$. Then

$$
\begin{aligned}
& \psi_{\left(A_{k}, a_{k}\right)}^{X}\left(f_{i k}\left(g_{1}\right)\right)=\psi^{X}\left(f_{k}^{X}\left(f_{i k}\left(g_{1}\right)\right)\right)=\psi^{X}\left(\left[f_{i k}\left(g_{1}\right)\right]_{\sim}\right)=\psi^{X}\left(\left[g_{1}\right]_{\sim}\right)= \\
& \quad=\psi^{X}\left(\left[g_{2}\right]_{\sim}\right)=\psi^{X}\left(\left[f_{j k}\left(g_{2}\right)\right]_{\sim}\right)=\psi^{X}\left(f_{k}^{X}\left(f_{j k}\left(g_{2}\right)\right)\right)=\psi_{\left(A_{k}, a_{k}\right)}^{X}\left(f_{j k}\left(g_{2}\right)\right) .
\end{aligned}
$$

But we know that $\psi_{\left(A_{k}, a_{k}\right)}^{X}$ is injective (lemma 1.2.30). So we must have $f_{i k}\left(g_{1}\right)=$ $f_{j k}\left(g_{2}\right)$, which implies that $g_{1} \sim g_{2}$. Hence $\left[g_{1}\right]_{\sim}=\left[g_{2}\right]_{\sim}$ and $\psi^{X}$ is injective.
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Let $x \in F(X)$. By proposition 1.2.20, we have $X=\coprod_{\alpha=1}^{n} X_{\alpha}$, where $q_{1}: X_{1} \rightarrow$ $X, \ldots, q_{n}: X_{n} \rightarrow X$ are the connected components of $X$. By (G5) of the definition of Galois category, $F(X) \cong \coprod_{\alpha=1}^{n} F\left(X_{\alpha}\right)$ and the isomorphism is compatible with inclusions. Then there exists a unique $\beta \in\{1, \ldots, n\}$ such that $x \in \operatorname{Im}\left(F\left(q_{\beta}\right)\right)$. So there exists $a \in F\left(X_{\beta}\right)$ such that $x=F\left(q_{\beta}\right)(a)$. Since $X_{\beta}$ is connected, we have that $\left(X_{\beta}, a\right) \in \mathcal{I}$. Set $j:=\left[\left(X_{\beta}, a\right)\right]_{\sim} \in I$. Then $\left(X_{\beta}, a\right) \sim\left(A_{j}, a_{j}\right)$, i.e. we have an isomorphism $f: A_{j} \rightarrow X_{\beta}$ such that $F(f)\left(a_{j}\right)=a$. Then $q_{\beta} \circ f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$ and

$$
\psi_{\left(A_{j}, a_{j}\right)}^{X}\left(q_{\beta} \circ f\right)=F\left(q_{\beta} \circ f\right)\left(a_{j}\right)=F\left(q_{\beta}\right)\left(F(f)\left(a_{j}\right)\right)=F\left(q_{\beta}\right)(a)=x .
$$

Hence $\left[q_{\beta} \circ f\right]_{\sim} \in \underset{\rightarrow}{\lim _{i \in I}} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right)$ and $\psi^{X}\left(\left[q_{\beta} \circ f\right]_{\sim}\right)=\psi^{X}\left(f_{j}^{X}\left(q_{\beta} \circ f\right)\right)=$ $\psi_{\left(A_{j}, a_{j}\right)}^{X}\left(q_{\beta} \circ f\right)=x$. This shows that $\psi^{X}$ is surjective.
It remains to prove that the bijections $\psi^{X}$ 's are compatible with morphisms. Let $X$, $Y$ be objects of $\mathbf{C}$ and $h: X \rightarrow Y$ a morphism. Let $i \in I$ and consider the following diagram.


For any $g \in \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, X\right)$, we have that

$$
\begin{array}{rl}
\left(F(h) \circ \psi_{\left(A_{i}, a_{i}\right)}^{X}\right)(g)=F(h)\left(\psi_{\left(A_{i}, a_{i}\right)}^{X}(g)\right)=F & F(h)\left(F(g)\left(a_{i}\right)\right)= \\
& =F(h \circ g)\left(a_{i}\right)=\psi_{\left(A_{i}, a_{i}\right)}^{Y}(h \circ g) .
\end{array}
$$

Hence the diagram is commutative. Now we work with the limit. We have to show that $F(h) \circ \psi^{X}=\psi^{Y} \circ{\underset{\rightarrow i}{ } \lim _{i \in I}}_{\operatorname{Hom}_{\mathbf{C}}\left(A_{i}, h\right) \text {. By uniqueness in the universal }}$ property of the injective limit, it is enough to prove that $F(h) \circ \psi^{X} \circ f_{j}^{X}=\psi^{Y} \circ$ ${\underset{\longrightarrow}{l i m}}_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, h\right) \circ f_{j}^{X}$ for any $j \in I$. Let $g \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. By definition, we have that $\left(\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, h\right) \circ f_{j}^{X}\right)(g)=[h \circ g]_{\sim}($ see lemma 1.2.6). Then, by what we proved above, we have

$$
\begin{aligned}
& \left(\psi^{Y} \circ \underset{i \in I}{\lim _{\vec{T}}} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, h\right) \circ f_{j}^{X}\right)(g)=\psi^{Y}\left([h \circ g]_{\sim}\right)=\psi^{Y}\left(f_{j}^{Y}(h \circ g)\right)= \\
& =\psi_{\left(A_{j}, a_{j}\right)}^{Y}(h \circ g)=\left(F(h) \circ \psi_{\left(A_{j}, a_{j}\right)}^{X}\right)(g)=\left(F(h) \circ \psi^{X} \circ f_{j}^{X}\right)(g) .
\end{aligned}
$$

This ends the proof.

### 1.3 A profinite group

Now that we have a very concrete description of the functor $F$, the next step is to define a profinite group which acts in a natural way on $F(X)$ for any object $X$.

Definition 1.3.1. An object $A$ of $\mathbf{C}$ is called a Galois object if it is connected and $A / \operatorname{Aut}_{\mathbf{C}}(A)$ is terminal.
Remark 1.3.2. (1) For any connected object $A$ of $\mathbf{C}$, lemma 1.2 .30 implies that $\left|\operatorname{Hom}_{\mathbf{C}}(A, A)\right| \leq|F(A)|$. Then, since $\operatorname{Aut}_{\mathbf{C}}(A)$ is a subset of $\operatorname{Hom}_{\mathbf{C}}(A, A)$, we have that

$$
\left|\operatorname{Aut}_{\mathbf{C}}(A)\right| \leq\left|\operatorname{Hom}_{\mathbf{C}}(A, A)\right| \leq|F(A)|
$$

In particular, $\operatorname{Aut}_{\mathbf{C}}(A)$ is finite, because $F(A)$ is finite. Then the quotient $A / \operatorname{Aut}_{\mathbf{C}}(A)$ exists by (G2) of the definition of Galois category. Hence the definition 1.3.1 makes sense.
(2) The property of being a Galois object is invariant by isomorphism. Indeed, assume that $\varphi: A \rightarrow B$ is an isomorphism and $A$ is Galois. In particular, $A$ is connected and this implies that $B$ is also connected (see remark 1.2.13(3)). Denote by $p_{A}: A \rightarrow A / \operatorname{Aut}_{\mathbf{C}}(A)$ and $p_{B}: B \rightarrow B / \operatorname{Aut}_{\mathbf{C}}(B)$ the morphisms that appear in the definition of the quotient (see definition 1.1.1(5)). Let $\sigma \in \operatorname{Aut}_{\mathbf{C}}(A)$. Then $\varphi \circ \sigma \circ \varphi^{-1} \in \operatorname{Aut}_{\mathbf{C}}(B)$. So, by definition of quotient, $p_{B} \circ \varphi \circ \sigma \circ \varphi^{-1}=p_{B}$. Hence $\left(p_{B} \circ \varphi\right) \circ \sigma=p_{B} \circ \varphi$. Since this holds for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}(A)$, by the universal property of the quotient there exists a unique morphism $\Phi: A / \operatorname{Aut}_{\mathbf{C}}(A) \rightarrow B / \operatorname{Aut}_{\mathbf{C}}(B)$ such that $p_{B} \circ \varphi=\Phi \circ$ $p_{A}$. In the same way, one can show that there exists a unique morphism $\Psi: B / \operatorname{Aut}_{\mathbf{C}}(B) \rightarrow A / \operatorname{Aut}_{\mathbf{C}}(A)$ such that $p_{A} \circ \varphi^{-1}=\Psi \circ p_{B}$. Then

$$
(\Psi \circ \Phi) \circ p_{A}=\Psi \circ p_{B} \circ \varphi=p_{A} \circ \varphi^{-1} \circ \varphi=p_{A}=\operatorname{id}_{A / \operatorname{Aut}_{\mathbf{C}}(A)} \circ p_{A}
$$

By uniqueness in the universal property of the quotient, this implies $\Psi \circ$ $\Phi=\operatorname{id}_{A / \operatorname{Aut}_{\mathbf{C}}(A)}$. Analogously, $\Phi \circ \Psi=\operatorname{id}_{B / \operatorname{Aut}_{\mathbf{C}}(B)}$. So $A / \operatorname{Aut}_{\mathbf{C}}(A) \cong$ $B / \operatorname{Aut}_{\mathbf{C}}(B)$. Since $A$ is Galois, $A / \operatorname{Aut}_{\mathbf{C}}(A)$ is terminal. Hence $B / \operatorname{Aut}_{\mathbf{C}}(B)$ is also terminal, i.e. $B$ is Galois.
(3) The definition of Galois object does not depend on the functor $F$.

Lemma 1.3.3. Let $X$ be an object of $\mathbf{C}$. Then $|F(X)|=1$ if and only if $X$ is terminal.

Proof. By (G4) of the definition of Galois category, if $X$ is terminal then $F(X)$ is also terminal, i.e. a singleton (example 1.1.3(1)).
Conversely, assume that $|F(X)|=1$, i.e. $F(X)$ is a singleton. Let $f: X \rightarrow 1$ be the unique morphism from $X$ to the terminal object. Consider the map $F(f): F(X) \rightarrow$ $F(1)$. By (G4) of the definition of Galois category, $F(1)$ is a singleton. Then $F(f)$ is a map from a singleton to another singleton. So $F(f)$ must be a bijection, i.e. an isomorphism of sets. By (G6) of the definition of Galois category, this implies that $f$ is an isomorphism. So $X$ is terminal.

Lemma 1.3.4. Let $A$ be a connected object. Let $\operatorname{Aut}_{\mathbf{C}}(A)$ act on $F(A)$ via $\sigma x=$ $F(\sigma)(x)$, for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}(A), x \in F(A)$. Then $A$ is Galois if and only this action is transitive (recall that an action is called transitive if there is exactly one orbit). In this case, the action is also free (recall that an action is called free if all the stabilizers are trivial) and $\left|\operatorname{Aut}_{\mathbf{C}}(A)\right|=\left|\operatorname{Hom}_{\mathbf{C}}(A, A)\right|=|F(A)|$.

Proof. Since we know that $A$ is connected, $A$ is Galois if and only $A / \operatorname{Aut}_{\mathbf{C}}(A)$ is terminal. By (G5) of the definition of Galois category,

$$
F\left(A / \operatorname{Aut}_{\mathbf{C}}(A)\right) \cong F(A) / F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)
$$

Then $A / \operatorname{Aut}_{\mathbf{C}}(A)$ is terminal if and only if $\left|F(A) / F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)\right|=1$, by lemma 1.3.3. But, by example 1.1.3(5),$F(A) / F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)$ is the set of orbits of $F(A)$ under the action of $F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)$. So $A / \operatorname{Aut}_{\mathbf{C}}(A)$ is terminal if and only if the action of $F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)$ on $F(A)$ has exactly one orbit, i.e. if and only if this action is transitive. From the definition of the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ on $F(A)$, it is clear that it is transitive if and only if the action of $F\left(\operatorname{Aut}_{\mathbf{C}}(A)\right)$ on $F(A)$ is transitive. This allows us to conclude that $A$ is Galois if and only if the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ on $F(A)$ is transitive.
We prove now that in this case the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ on $F(A)$ is also free. By the orbit-stabilizer theorem, if the action is transitive we have

$$
|F(A)|=\frac{\left|\operatorname{Aut}_{\mathbf{C}}(A)\right|}{\left|\operatorname{Stab}_{\operatorname{Aut}_{\mathbf{C}}(A)}(x)\right|} \leq\left|\operatorname{Aut}_{\mathbf{C}}(A)\right|
$$

for any $x \in F(A)$. But we know that $\left|\operatorname{Aut}_{\mathbf{C}}(A)\right| \leq\left|\operatorname{Hom}_{\mathbf{C}}(A, A)\right| \leq|F(A)|$ (remark 1.3.2). Hence $\left|\operatorname{Aut}_{\mathbf{C}}(A)\right|=\left|\operatorname{Hom}_{\mathbf{C}}(A, A)\right|=|F(A)|$ and $\left|\operatorname{Stab}_{\operatorname{Aut}_{\mathbf{C}}(A)}(x)\right|=1$ for any $x \in F(A)$, i.e. the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ on $F(A)$ is free.

Lemma 1.3.5. Let $X$ be an object of $\mathbf{C}$. Then there exists a pair $(A, a) \in \mathcal{I}$ (where $\mathcal{I}$ is defined as in lemma 1.2.31) such that $A$ is Galois and $\psi_{(A, a)}^{X}: \operatorname{Hom}_{\mathbf{C}}(A, X) \rightarrow$ $F(X)$ (defined as in lemma 1.2.30) is a bijection.

Proof. By (G1) of the definition of Galois category, in $\mathbf{C}$ any collection of objects $\left(X_{j}\right)_{j \in J}$ with $J$ finite admits a product (defined recursively), denoted by $\prod_{j \in J} X_{j}$ (if $X_{j}=Z$ for any $j \in J$, we can also use the notation $Z^{J}$ ). Then, since $F(X)$ is finite, we can consider the object $Y:=\prod_{x \in F(X)} X=X^{F(X)}$. Applying inductively (G4) of the definition of Galois category, we get that there exists an isomorphism $\varphi: \prod_{x \in F(X)} F(X)=F(X)^{F(X)} \rightarrow F(Y)$, compatible with the projections. For any $x \in F(X)$, define $b_{x}=x$. Then $b:=\left(b_{x}\right)_{x \in F(X)} \in \prod_{x \in F(X)} F(X)$ and $y:=\varphi(b) \in$ $F(Y)$. By proposition 1.2.20, we can write $Y=\coprod_{i=1}^{n} A_{i}$, where $q_{1}: A_{1} \rightarrow Y, \ldots, q_{n}$ : $A_{n} \rightarrow Y$ are the connected components of $Y$. By (G5) of the definition of Galois category, we have that $F(Y) \cong \coprod_{i=1}^{n} F\left(A_{i}\right)$ (disjoint union, by example 1.1.3(3)) and the isomorphism is compatible with the inclusions. So there exists a unique $j \in\{1, \ldots, n\}$ such that $y \in \operatorname{Im}\left(F\left(q_{j}\right)\right)$. Then there exists $a \in F\left(A_{j}\right)$ such that $y=F\left(q_{j}\right)(a)$. We claim that $\left(A_{j}, a\right)$ has the desired properties.
For any $x \in F(X)$, let $p_{x}: Y \rightarrow X$ be the projection on the $x$-th factor. Then $F\left(p_{x}\right) \circ \varphi: \prod_{x \in F(X)} F(X) \rightarrow F(X)$ is the projection on the $x$-th factor. We have that $p_{x} \circ q_{j} \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$ and

$$
\begin{aligned}
\psi_{\left(A_{j}, a\right)}^{X}\left(p_{x} \circ q_{j}\right)=F\left(p_{x} \circ q_{j}\right)(a)=F\left(p_{x}\right)( & \left.F\left(q_{j}\right)(a)\right)= \\
& =F\left(p_{x}\right)(y)=F\left(p_{x}\right)(\varphi(b))=b_{x}=x .
\end{aligned}
$$

Then $\psi_{\left(A_{j}, a\right)}^{X}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \rightarrow F(X)$ is surjective. By lemma 1.2.30, it is also injective. So it is a bijection. In particular, $\left|\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)\right|=|F(X)|$. It remains to prove that $A_{j}$ is Galois. By lemma 1.3.4, we have to prove that the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ on $F\left(A_{j}\right)$ is transitive.
Let $a^{\prime} \in F\left(A_{j}\right)$ and consider the map $\psi_{\left(A_{j}, a^{\prime}\right)}^{X}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \rightarrow F(X)$. This map is injective by lemma 1.2.30. Then it must be a bijection, because $\left|\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)\right|=$ $|F(X)|$ and the sets are finite. Then the map

$$
\psi:=\psi_{\left(A_{j}, a^{\prime}\right)}^{X} \circ\left(\psi_{\left(A_{j}, a\right)}^{X}\right)^{-1}: F(X) \rightarrow F(X)
$$

is also a bijection (i.e. a permutation of the finite set $F(X)$ ). By the universal property of the product, there exists a morphism $\sigma: Y \rightarrow Y$ such that $p_{x} \circ \sigma=p_{\psi(x)}$ for any $x \in F(X)$. Analogously, there exists a morphism $\sigma^{\prime}: Y \rightarrow Y$ such that $p_{x} \circ \sigma^{\prime}=p_{\psi^{-1}(x)}$ for any $x \in F(X)$. These morphisms are inverse to each other (by uniqueness in the universal property of the product). So $\sigma$ is an automorphism of $Y$, i.e. $\sigma \in \operatorname{Aut}_{\mathbf{C}}(Y)$. We claim that $F(\sigma)(y)=F\left(q_{j}\right)\left(a^{\prime}\right)$. Let $x \in F(X)$. From the computation above, it follows that $\left(\psi_{\left(A_{j}, a\right)}^{X}\right)^{-1}(x)=p_{x} \circ q_{j}$. Then

$$
\begin{aligned}
\psi(x)=\psi_{\left(A_{j}, a^{\prime}\right)}^{X}\left(\left(\psi_{\left(A_{j}, a\right)}^{X}\right)^{-1}(x)\right)=\psi_{\left(A_{j}, a^{\prime}\right)}^{X} & \left(p_{x} \circ q_{j}\right)= \\
& =F\left(p_{x} \circ q_{j}\right)\left(a^{\prime}\right)=F\left(p_{x}\right)\left(F\left(q_{j}\right)\left(a^{\prime}\right)\right) .
\end{aligned}
$$

On the other hand, we have that

$$
F\left(p_{x}\right)(F(\sigma)(y))=F\left(p_{x} \circ \sigma\right)(y)=F\left(p_{\psi(x)}\right)(y)=F\left(p_{\psi(x)}\right)(\varphi(b))=b_{\psi(x)}=\psi(x) .
$$

So $\left(F\left(p_{x}\right) \circ \varphi\right)\left(\varphi^{-1}\left(F\left(q_{j}\right)\left(a^{\prime}\right)\right)\right)=F\left(p_{x}\right)\left(F\left(q_{j}\right)\left(a^{\prime}\right)\right)=F\left(p_{x}\right)(F(\sigma)(y))=\left(F\left(p_{x}\right) \circ\right.$ $\varphi)\left(\varphi^{-1}(F(\sigma)(y))\right)$, for any $x \in F(X)$. Recall that $F\left(p_{x}\right) \circ \varphi$ is the projection on the $x$-th factor of $\prod_{x \in F(X)} F(X)$. Since an element of a product of sets is uniquely determined by its components, this implies that $\varphi^{-1}(F(\sigma)(y))=\varphi^{-1}\left(F\left(q_{j}\right)\left(a^{\prime}\right)\right)$. Then, since $\varphi^{-1}$ is an isomorphism, $F(\sigma)(y)=F\left(q_{j}\right)\left(a^{\prime}\right)$, as we wanted.
Now, by corollary 1.2.21, we have that there exists a unique $j^{\prime} \in\{1, \ldots, n\}$ such that $\sigma \circ q_{j}$ is equivalent to $q_{j^{\prime}}$, i.e. $\operatorname{Im}\left(F\left(\sigma \circ q_{j}\right)\right)=\operatorname{Im}\left(F\left(q_{j^{\prime}}\right)\right)$ (remark 1.2.16). We have that $F\left(\sigma \circ q_{j}\right)(a)=F(\sigma)(y)=F\left(q_{j}\right)\left(a^{\prime}\right) \in \operatorname{Im}\left(F\left(\sigma \circ q_{j}\right)\right) \cap \operatorname{Im}\left(F\left(q_{j}\right)\right)=$ $\operatorname{Im}\left(F\left(q_{j^{\prime}}\right)\right) \cap \operatorname{Im}\left(F\left(q_{j}\right)\right)$. In particular, $\operatorname{Im}\left(F\left(q_{j^{\prime}}\right)\right) \cap \operatorname{Im}\left(F\left(q_{j}\right)\right) \neq \emptyset$. Since $F(Y)$ is isomorphic to the disjoint union $\coprod_{i=1}^{n} F\left(A_{i}\right)$, we have that $\operatorname{Im}\left(F\left(q_{j}\right)\right)$ and $\operatorname{Im}\left(F\left(q_{j^{\prime}}\right)\right)$ would be disjoint if we had $j \neq j^{\prime}$. Then we must have $j=j^{\prime}$, i.e. $\sigma \circ q_{j}$ is equivalent to $q_{j}$. This means that there exists an isomorphism $\widetilde{\sigma}: A_{j} \rightarrow A_{j}$ (i.e. $\left.\widetilde{\sigma} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)\right)$ such that $\sigma \circ q_{j}=q_{j} \circ \widetilde{\sigma}$. Then, applying what we proved above, we have that

$$
F\left(q_{j}\right)(F(\widetilde{\sigma})(a))=F(\sigma)\left(F\left(q_{j}\right)(a)\right)=F(\sigma)(y)=F\left(q_{j}\right)\left(a^{\prime}\right)
$$

Since $q_{j}$ is a monomorphism, $F\left(q_{j}\right)$ is injective (corollary 1.2.10). Then $F(\widetilde{\sigma})(a)=a^{\prime}$. Hence the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ on $F\left(A_{j}\right)$ is transitive.

Definition 1.3.6. Let $I$ be a partially ordered set. We say that a subset $J$ of $I$ is cofinal if for every $i \in I$ there exists $j \in J$ such that $i \leq j$.

Lemma 1.3.7. If $I$ is a directed partially ordered set and $J \subseteq I$ is cofinal, then $J$ is also directed.

Proof. Let $j_{1}, j_{2} \in J \subseteq I$. Since $I$ is directed, there exists $k \in I$ such that $k \geq j_{1}$ and $k \geq j_{2}$. Since $J$ is cofinal, there exists $j \in J$ such that $j \geq k$. Then, by transitivity, $j \geq j_{1}$ and $j \geq j_{2}$. Hence $J$ is directed.

Lemma 1.3.8. Let $I$ be a directed partially ordered set and $J \subseteq I$ a cofinal subset.
(1) If $\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \geq j}$ is a projective system of sets (respectively, of groups or of topological spaces), then $\left(S_{i}\right)_{i \in J},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in J, i \geq j}$ is also a projective system of sets (respectively, of groups or of topological spaces) and there is a bijection (respectively, a group isomorphism or a homeomorphism) between $\lim _{i \in I} S_{i}$ and $\lim _{j \in J} S_{j}$.
(2) If $\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \leq j}$ is an injective system of sets, then $\left(S_{i}\right)_{i \in J}$, $\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in J, i \leq j}$ is also an injective system of sets and there is a bijection between $\lim _{i \in I} S_{i}$ and $\lim _{\longrightarrow j \in J} S_{j}$.
(3) If $\left(S_{i}\right)_{i \in I},\left(f_{i j}: S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \geq j}$ is a projective system in $\mathbf{C}$, then $\left(S_{i}\right)_{i \in J},\left(f_{i j}\right.$ : $\left.S_{i} \rightarrow S_{j}\right)_{i, j \in J, i \geq j}$ is also a projective system in $\mathbf{C}$ and $\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i},-\right)$ and $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(S_{j},-\right)$ are isomorphic as functors.

Proof. Notice that it makes sense to consider injective and projective limits indexed by $J$, because $J$ is directed by lemma 1.3.7. It is obvious from the definitions of projective and injective systems that restricting the index set from $I$ to $J$ does not affect the fact of being a projective or an injective system. So we have to prove only the last part of each statement.
(1) For any $k \in I$, denote by $f_{k}: \lim _{i \in I} S_{i} \rightarrow S_{k}$ the $k$-th projection. Analogously, for any $k \in J$ denote by $g_{k}:{\underset{\longleftarrow}{<}}_{j \in J} S_{j} \rightarrow S_{k}$ the $k$-th projection. Consider the collection of maps (respectively, group homomorphisms or continuous maps) $\left(f_{j}: \lim _{i \in I} S_{i} \rightarrow S_{j}\right)_{j \in J}$. Let $j_{1}, j_{2} \in J$ such that $j_{1} \geq j_{2}$. By definition of projective limit, for any $x=\left(x_{i}\right)_{i \in I} \in \lim _{\gtrless_{i \in I}}$ we have that $\left(f_{j_{1} j_{2}} \circ f_{j_{1}}\right)(x)=$ $f_{j_{1} j_{2}}\left(x_{j_{1}}\right)=x_{j_{2}}=f_{j_{2}}(x)$. So $f_{j_{1} j_{2}} \circ f_{j_{1}}=f_{j_{2}}$. Then we can apply the universal property of the projective limit to get the existence of a map (respectively, a group homomorphism or a continuous map) $\varphi: \lim _{i \in I} S_{i} \rightarrow \lim _{\longleftarrow_{j \in J}} S_{j}$ such that $f_{j}=g_{j} \circ \varphi$ for any $j \in J$.
We want now to define an inverse of $\varphi$. Let $i \in I$. Since $J$ is cofinal, there exists $k \in J$ such that $k \geq i$. Define $h_{i}=f_{k i} \circ g_{k}: \lim _{\longleftarrow}^{\leftarrow}{ }_{j \in J} S_{j} \rightarrow S_{i}$. Let us prove that $h_{i}$ does not depend on the choice of $k$. Assume that $k_{1}, k_{2} \in J$ are such that $k_{1} \geq i$ and $k_{2} \geq i$. Since $J$ is directed, there exists $k \in J$ such that $k \geq k_{1}$ and $k \geq k_{2}$. By definition of projective system, we have that $f_{k_{1} i} \circ f_{k k_{1}}=f_{k i}=f_{k_{2} i} \circ f_{k k_{2}}$. Moreover, by definition of projective limit we have that, for any $x=\left(x_{j}\right)_{j \in J} \in \lim _{j \in J} S_{j}, g_{k_{1}}(x)=f_{k k_{1}}\left(g_{k}(x)\right)$ and $g_{k_{2}}(x)=f_{k k_{2}}\left(g_{k}(x)\right)$. So $g_{k_{1}}=f_{k k_{1}} \circ g_{k}$ and $g_{k_{2}}=f_{k k_{2}} \circ g_{k}$. Then

$$
f_{k_{1} i} \circ g_{k_{1}}=f_{k_{1} i} \circ f_{k k_{1}} \circ g_{k}=f_{k i} \circ g_{k}=f_{k_{2} i} \circ f_{k k_{2}} \circ g_{k}=f_{k_{2} i} \circ g_{k_{2}}
$$

This shows that $h_{i}$ is well defined. Then we can consider the collection of maps (respectively, group homomorphism or continuous maps) ( $h_{i}: \lim _{j \in J} S_{j} \rightarrow$ $\left.S_{i}\right)_{i \in I}$. Let $i_{1}, i_{2} \in I$ such that $i_{1} \geq i_{2}$. Let $k \in J$ be such that $k \geq i_{1}$. Then, by transitivity, we have also that $k \geq i_{2}$. So, using the fact that $f_{k i_{2}}=f_{i_{1} i_{2}} \circ f_{k i_{1}}$ (definition of projective system), we get

$$
h_{i_{2}}=f_{k i_{2}} \circ g_{k}=f_{i_{1} i_{2}} \circ f_{k i_{1}} \circ g_{k}=f_{i_{1} i_{2}} \circ h_{i_{1}}
$$

Then we can apply the universal property of the projective limit to get the existence of a map (respectively, a group homomorphism or a continuos map) $\psi: \lim _{j \in J} S_{j} \rightarrow \lim _{i \in I} S_{i}$ such that $h_{i}=f_{i} \circ \psi$ for any $i \in I$.
For any $k \in I$, if $a \in J$ is such that $a \geq k$, we have

$$
f_{k} \circ(\psi \circ \varphi)=h_{k} \circ \varphi=f_{a k} \circ g_{a} \circ \varphi=f_{a k} \circ f_{a}=f_{k}=f_{k} \circ \operatorname{id}_{l_{\lim _{i \in I}} S_{i}}
$$

(the fact that $f_{a k} \circ f_{a}=f_{k}$ can be proved as above). By uniqueness in the universal property of the projective limit, this implies that $\psi \circ \varphi=\operatorname{id}_{\lim _{i \in I}} S_{i}$. On the other hand, for any $k \in J$ we have

$$
g_{k} \circ(\varphi \circ \psi)=f_{k} \circ \psi=h_{k}=f_{k k} \circ g_{k}=\operatorname{id}_{S_{k}} \circ g_{k}=g_{k}=g_{k} \circ \operatorname{id}_{\lim _{j \in J}} S_{j}
$$

(since $k \in J$ and $k \geq k$, we have that $h_{k}=f_{k k} \circ g_{k}$, moreover $f_{k k}=\operatorname{id}_{S_{k}}$ by definition of projective system). By uniqueness in the universal property of the projective limit, this implies that $\varphi \circ \psi=\operatorname{id}_{\varliminf_{\mathrm{jm}}^{j \in J}} S_{j}$. Hence $\varphi$ and $\psi$ are inverse to each other, which proves the claim.
(2) Denote by $\sim_{I}$ and $\sim_{J}$ the equivalence relations defined respectively on $\coprod_{i \in I} S_{i}$ and $\coprod_{j \in J} S_{j}$, as in lemma 1.2.2. For any $k \in I$, define $f_{k}: S_{k} \rightarrow \underline{\lim }_{i \in I} S_{i}, x \mapsto$ $[x]_{\sim_{I}}$. Analogously, for any $k \in J$, define $g_{k}: S_{k} \rightarrow \lim _{j \in J} S_{j}, x \mapsto[x]_{\sim_{J}}$. Consider the collection of maps $\left(f_{j}: S_{j} \rightarrow{\underset{\mathrm{lim}}{i \in I}} S_{i}\right)_{j \in J}$. Let $j_{1}, j_{2} \in J$ such that $j_{1} \leq j_{2}$. For any $x \in S_{j_{1}}$, we have that $f_{j_{2}}\left(f_{j_{1} j_{2}}(x)\right)=\left[f_{j_{1} j_{2}}(x)\right]_{\sim_{I}}=$ $[x]_{\sim_{I}}=f_{j_{1}}(x)$ (applying the definition of $\sim_{I}$ ). So $f_{j_{2}} \circ f_{j_{1} j_{2}}=f_{j_{1}}$, which allows us to apply to universal property of the injective limit. So there exists a map $\varphi: \lim _{j \in J} S_{j} \rightarrow{\underset{\longrightarrow}{\lim }}_{i \in I} S_{i}$ such that $f_{j}=\varphi \circ g_{j}$ for any $j \in J$.
We want now to define an inverse of $\varphi$. Let $i \in I$. Since $J$ is cofinal, there exists $k \in J$ such that $k \geq i$. Define $h_{i}=g_{k} \circ f_{i k}: S_{i} \rightarrow{\underset{\longrightarrow}{\lim }}_{j \in J} S_{j}$. Let us prove that $h_{i}$ does not depend on the choice of $k$. Assume that $k_{1}, k_{2} \in J$ are such that $k_{1} \geq i$ and $k_{2} \geq i$. Since $J$ is directed, there exists $k \in J$ such that $k \geq k_{1}$ and $k \geq k_{2}$. By definition of injective system, we have that $f_{k_{1} k} \circ f_{i k_{1}}=f_{i k}=f_{k_{2} k} \circ f_{i k_{2}}$. Moreover, by definition of injective limit we have that, for any $x \in S_{k_{1}}, g_{k_{1}}(x)=[x]_{\sim_{J}}=\left[f_{k_{1} k}(x)\right]_{\sim_{J}}=g_{k}\left(f_{k_{1} k}(x)\right)$. So $g_{k_{1}}=g_{k} \circ f_{k_{1} k}$. Analogously, $g_{k_{2}}=g_{k} \circ f_{k_{2} k}$. Then

$$
g_{k_{1}} \circ f_{i k_{1}}=g_{k} \circ f_{k_{1} k} \circ f_{i k_{1}}=g_{k} \circ f_{i k}=g_{k} \circ f_{k_{2} k} \circ f_{i k_{2}}=g_{k_{2}} \circ f_{i k_{2}}
$$

This shows that $h_{i}$ is well defined. Then we can consider the collection of maps $\left(h_{i}: \lim _{\rightleftarrows}^{\rightleftarrows} S_{j \in J} \rightarrow S_{i}\right)_{i \in I}$. Let $i_{1}, i_{2} \in I$ such that $i_{1} \leq i_{2}$. Let $k \in J$ be such
that $k \geq i_{2}$. Then, by transitivity, we have also that $k \geq i_{1}$. So, using the fact that $f_{i_{1} k}=f_{i_{2} k} \circ f_{i_{1} i_{2}}$ (definition of injective system), we get

$$
h_{i_{1}}=g_{k} \circ f_{i_{1} k}=g_{k} \circ f_{i_{2} k} \circ f_{i_{1} i_{2}}=h_{i_{2}} \circ f_{i_{1} i_{2}} .
$$

Then we can apply the universal property of the injective limit to get the existence of a map $\psi: \lim _{i \in I} S_{i} \rightarrow{\underset{\zeta}{\longleftarrow}}_{j \in J} S_{j}$ such that $h_{i}=\psi \circ f_{i}$ for any $i \in I$. For any $k \in J$ we have

$$
(\psi \circ \varphi) \circ g_{k}=\psi \circ f_{k}=h_{k}=g_{k} \circ f_{k k}=g_{k} \circ \operatorname{id}_{S_{k}}=\operatorname{id}_{\lim _{\leftarrow j \in J} S_{j}} \circ g_{k}
$$

(since $k \in J$ and $k \geq k$, we have that $h_{k}=g_{k} \circ f_{k k}$, moreover $f_{k k}=\mathrm{id}_{S_{k}}$ by definition of injective system). By uniqueness in the universal property of the injective limit, this implies that $\psi \circ \varphi=\operatorname{id}_{\lim _{j \in J} S_{j}}$. On the other hand, for any $k \in I$, if $a \in J$ is such that $a \geq k$, we have

$$
(\varphi \circ \psi) \circ f_{k}=\varphi \circ h_{k}=\varphi \circ g_{a} \circ f_{k a}=f_{a} \circ f_{k a}=f_{k}=\operatorname{id}_{\lim _{i \in I} S_{i} \circ f_{k}}
$$

(the fact that $f_{a} \circ f_{k a}=f_{k}$ can be proved as above). By uniqueness in the universal property of the injective limit, this implies that $\varphi \circ \psi=\operatorname{id}_{\lim _{i \in I}} S_{i}$. Hence $\varphi$ and $\psi$ are inverse to each other, which proves the claim.
(3) By point (2), for any object $X$ of $\mathbf{C}$ we have a bijection

$$
\varphi^{X}: \underset{j \in J}{\lim _{\vec{C}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{j}, X\right) \rightarrow \underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, X\right)
$$

It remains to prove that these bijections are compatible with morphisms. Let $X, Y$ be objects of $\mathbf{C}$ and $h: X \rightarrow Y$ a morphism. We have to prove that the following diagram is commutative.


By uniqueness in the universal property of the injective limit, it is enough to show that

$$
\underset{i \in I}{\lim _{\vec{~}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right) \circ \varphi^{X} \circ g_{k}^{X}=\varphi^{Y} \circ \underset{j \in J}{\lim _{\vec{j}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{j}, h\right) \circ g_{k}^{X}
$$

for any $k \in J$, where $g_{k}^{X}: \operatorname{Hom}_{C}\left(S_{k}, X\right) \rightarrow \lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(S_{j}, X\right)$ is defined as in point (2). Let $k \in J$. We define also $f_{k}^{X}, f_{k}^{Y}$ and $g_{k}^{Y}$ as in point (2). By definition of $\varphi^{X}$ and $\varphi^{Y}$, we have that $\varphi^{X} \circ g_{k}^{X}=f_{k}^{X}$ and $\varphi^{Y} \circ g_{k}^{Y}=f_{k}^{Y}$. Let $\vartheta \in \operatorname{Hom}_{\mathbf{C}}\left(S_{k}, X\right)$. By definition of the functor $\lim _{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(S_{i},-\right)$ (lemma 1.2.6), we have that

$$
\left(\underset{i \in I}{\lim } \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right) \circ f_{k}^{X}\right)(\vartheta)=[h \circ \vartheta]_{\sim_{I}}=f_{k}^{Y}(h \circ \vartheta) .
$$

Analogously,

$$
\left(\underset{j \in J}{\lim _{j \rightarrow J}} \operatorname{Hom}_{\mathbf{C}}\left(S_{j}, h\right) \circ g_{k}^{X}\right)(\vartheta)=[h \circ \vartheta]_{\sim_{J}}=g_{k}^{Y}(h \circ \vartheta) .
$$

Then

$$
\begin{aligned}
&\left(\varphi^{Y} \circ \underset{j \in J}{\lim _{\vec{J}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{j}, h\right) \circ g_{k}^{X}\right)(\vartheta)=\left(\varphi^{Y} \circ g_{k}^{Y}\right)(h \circ \vartheta)= \\
&=f_{k}^{Y}(h \circ \vartheta)=\left(\underset{\overrightarrow{i \in I}}{\lim _{\vec{I}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right) \circ f_{k}^{X}\right)(\vartheta)= \\
&=\left(\underset{i \vec{i} \mathrm{I}}{\lim _{\mathbf{C}}} \operatorname{Hom}_{\mathbf{C}}\left(S_{i}, h\right) \circ \varphi^{X} \circ g_{k}^{X}\right)(\vartheta)
\end{aligned}
$$

This ends the proof.

Lemma 1.3.9. Let $X, Y$ be objects of $\mathbf{C}$ with $Y$ connected and $f: X \rightarrow Y a$ morphism. If $X$ is not initial, then $f$ is an epimorphism and $F(f)$ is surjective.

Proof. By (G3) of the definition of Galois category, we can write $f=u^{\prime} \circ u^{\prime \prime}$, where $u^{\prime \prime}: X \rightarrow Z$ is an epimorphism and $u^{\prime}: Z \rightarrow Y$ is a monomorphism. Since $Y$ is connected, we have that either $Z$ is initial or $u^{\prime}$ is an isomorphism. Since $X$ is not initial, $F(X) \neq \emptyset$ (lemma 1.2.17). Then $F(Z)$ cannot be empty, because we have the map $F\left(u^{\prime \prime}\right): F(X) \rightarrow F(Z)$. So $Z$ is not initial (by (G5) of the definition of Galois category) and this implies that $u^{\prime}$ is an isomorphism. Since any isomorphism is an epimorphism, $u^{\prime}$ is an epimorphism. Then $f$ is an epimorphism because it is the composition of two epimorphisms. The fact that $F(f)$ is surjective follows immediately from (G5) of the definition of Galois category.

Lemma 1.3.10. Let $I$ be defined as in lemma 1.2.31 and consider

$$
J:=\left\{[(A, a)]_{\sim} \in I \mid A \text { Galois }\right\} \subseteq I
$$

Then $J$ is cofinal. In particular, since $I$ is directed, $J$ is also directed.
Proof. Recalling the definition of $I$, it is enough to show that for any $(B, b) \in \mathcal{I}$ there exists $(A, a) \in \mathcal{I}$ such that $A$ is Galois and $(A, a) \geq(B, b)$. Let $(B, b) \in \mathcal{I}$, i.e. $B$ is a connected object and $b \in F(B)$. By lemma 1.3.5, there exists a pair $\left(A, a^{\prime}\right) \in \mathcal{I}$ such that $A$ is Galois and $\psi_{\left(A, a^{\prime}\right)}^{B}: \operatorname{Hom}_{\mathbf{C}}(A, B) \rightarrow F(B)$ is bijective. Since $B$ is connected, $B$ is not initial (remark 1.2.13(1)). Then $F(B) \neq \emptyset$, by lemma 1.2.17. Since $\psi_{\left(A, a^{\prime}\right)}^{B}$ is bijective, this implies that $\operatorname{Hom}_{\mathbf{C}}(A, B) \neq \emptyset$, i.e. there exists a morphism $f: A \rightarrow B$. Since $A$ is connected, $A$ is not initial (remark 1.2.13(1)). Then we can apply lemma 1.3 .9 to deduce that $F(f)$ is surjective. Then there exists $a \in A$ such that $F(f)(a)=b$. Hence $(A, a) \geq(B, b)$ and $(A, a) \in \mathcal{I}$ has the desired properties.

Corollary 1.3.11. $F$ is isomorphic to the functor $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j},-\right)$, where $J$ is defined as in lemma 1.3 .10 and the projective system is given as in lemma 1.2.33, restricting the index set to $J$.

Proof. It follows immediately from the lemmas 1.3.10 and 1.3.8(3), together with the proposition 1.2.35.

Remark 1.3.12. Let $J$ be defined as in lemma 1.3 .10 and let $j \in J$. Then there exists $(A, a) \in \mathcal{I}$ such that $A$ is Galois and $j=[(A, a)]_{\sim}$. If $(B, b) \in \mathcal{I}$ is such that $[(B, b)]_{\sim}=j$, then we have that $B$ is isomorphic to $A$ and so $B$ is also Galois (remark 1.3.2(2)).

Lemma 1.3.13. Let $A, B$ be objects of $\mathbf{C}$, with $A$ Galois and $B$ connected. If $\operatorname{Hom}_{\mathbf{C}}(A, B) \neq \emptyset$, then the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ on $\operatorname{Hom}_{\mathbf{C}}(A, B)$ defined by $\sigma . f=$ $f \circ \sigma^{-1}$, for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}(B), f \in \operatorname{Hom}_{\mathbf{C}}(A, B)$ (it is immediate to verify that this indeed an action), is transitive.

Proof. Since $A$ is Galois, $A$ is connected. In particular, $A$ is not initial (remark 1.2.13(1)). Then $F(A) \neq \emptyset$ (lemma 1.2.17), i.e. there exists $a \in F(A)$. Let $f, f^{\prime} \in \operatorname{Hom}_{\mathbf{C}}(A, B)$. By lemma 1.3.9, $F\left(f^{\prime}\right): F(A) \rightarrow F(B)$ is surjective. So there exists $a^{\prime} \in F(A)$ such that $F\left(f^{\prime}\right)\left(a^{\prime}\right)=F(f)(a)$. Since $A$ is Galois, $\operatorname{Aut}_{\mathbf{C}}(A)$ acts transitively on $F(A)$ (lemma 1.3.4). Then there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}(A)$ such that $a^{\prime}=F(\sigma)(a)$. Then we have

$$
\psi_{(A, a)}^{B}(f)=F(f)(a)=F\left(f^{\prime}\right)\left(a^{\prime}\right)=F\left(f^{\prime}\right)(F(\sigma)(a))=F\left(f^{\prime} \circ \sigma\right)(a)=\psi_{(A, a)}^{B}\left(f^{\prime} \circ \sigma\right)
$$

But $\psi_{(A, a)}^{B}$ is injective.Then $f=f^{\prime} \circ \sigma$, which implies that $f^{\prime}=f \circ \sigma^{-1}=\sigma . f$. Hence the action of $\operatorname{Aut}_{\mathbf{C}}(A)$ is transitive.

We are now ready to define a projective system of groups whose projective limit will act on a natural way on $F(X)$, for any object $X$.

Proposition 1.3.14. Let $J$ be defined as in lemma 1.3.10. For any $j \in J \subseteq I$, choose $\left(A_{j}, a_{j}\right) \in \mathcal{I}$ as in lemma 1.2.33 (then $A_{j}$ is Galois by remark 1.3.12). For any $j_{1}, j_{2} \in J$ such that $j_{1} \geq j_{2}$, choose $f_{j_{1} j_{2}}: A_{j_{1}} \rightarrow A_{j_{2}}$ as in lemma 1.2.33. Let $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right)$ and consider the following diagram.


Then:
(1) there exists a unique $\tau_{\sigma j_{1} j_{2}} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ such that $\tau_{\sigma j_{1} j_{2}} \circ f_{j_{1} j_{2}}=f_{j_{1} j_{2}} \circ \sigma$;
(2) the map $\rho_{j_{1} j_{2}}: \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right), \sigma \mapsto \tau_{\sigma j_{1} j_{2}}$ is a surjective group homomorphism;
(3) $\left.\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)\right)_{j \in J},\left(\rho_{j_{1} j_{2}}: \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)\right)_{j_{1}, j_{2} \in J, j_{1} \geq j_{2}}$ is a projective system of groups.

Proof. (1) Consider $a_{j_{2}} \in F\left(A_{j_{2}}\right)$ and $F\left(f_{j_{1} j_{2}} \circ \sigma\right)\left(a_{j_{1}}\right) \in F\left(A_{j_{2}}\right)$. Since $A_{j_{2}}$ is Galois, $\operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ acts freely and transitively on $F\left(A_{j_{2}}\right)$, by lemma 1.3.4. Then there exists a unique $\tau_{\sigma j_{1} j_{2}} \in \operatorname{Aut} \mathbf{C}_{\mathbf{C}}\left(A_{j_{2}}\right)$ such that $F\left(\tau_{\sigma j_{1} j_{2}}\right)\left(a_{j_{2}}\right)=$ $F\left(f_{j_{1} j_{2}} \circ \sigma\right)\left(a_{j_{1}}\right)$. By the choice of $f_{j_{1} j_{2}}$, we have that $a_{j_{2}}=F\left(f_{j_{1} j_{2}}\right)\left(a_{j_{1}}\right)$. Then we have

$$
\begin{aligned}
& \psi_{\left(A_{j_{1}}, a_{j_{1}}\right)}^{A_{j_{2}}}\left(\tau_{\sigma j_{1} j_{2}} \circ f_{j_{1} j_{2}}\right)=F\left(\tau_{\sigma j_{1} j_{2}} \circ f_{j_{1} j_{2}}\right)\left(a_{j_{1}}\right)=F\left(\tau_{\sigma j_{1} j_{2}}\right)\left(a_{j_{2}}\right)= \\
&=F\left(f_{j_{1} j_{2}} \circ \sigma\right)\left(a_{j_{1}}\right)=\psi_{\left(A_{j_{1}}, a_{j_{1}}\right)}^{A_{j_{2}}}\left(f_{j_{1} j_{2}} \circ \sigma\right)
\end{aligned}
$$

By lemma 1.2.30, this implies that $\tau_{\sigma j_{1} j_{2}} \circ f_{j_{1} j_{2}}=f_{j_{1} j_{2}} \circ \sigma$.
On the other hand, if $\tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ is such that $\tau \circ f_{j_{1} j_{2}}=f_{j_{1} j_{2}} \circ \sigma$, then we have

$$
F(\tau)\left(a_{j_{2}}\right)=F(\tau)\left(F\left(f_{j_{1} j_{2}}\right)\left(a_{j_{1}}\right)\right)=F\left(\tau \circ f_{j_{1} j_{2}}\right)\left(a_{j_{1}}\right)=F\left(f_{j_{1} j_{2}} \circ \sigma\right)\left(a_{j_{1}}\right) .
$$

This implies that $\tau=\tau_{\sigma j_{1} j_{2}}$ and so we have uniqueness.
(2) By point (1), $\rho_{j_{1} j_{2}}$ is a well-defined map. Let $\sigma_{1}, \sigma_{2} \in \operatorname{Aut} \mathbf{C}_{\mathbf{C}}\left(A_{j_{1}}\right)$. Applying the definition of $\rho_{j_{1} j_{2}}$, we get that

$$
\begin{aligned}
\left(\rho_{j_{1} j_{2}}\left(\sigma_{1}\right) \circ \rho_{j_{1} j_{2}}\right. & \left.\left(\sigma_{2}\right)\right) \circ f_{j_{1} j_{2}}=\rho_{j_{1} j_{2}}\left(\sigma_{1}\right) \circ\left(\rho_{j_{1} j_{2}}\left(\sigma_{2}\right) \circ f_{j_{1} j_{2}}\right)= \\
=\rho_{j_{1} j_{2}}\left(\sigma_{1}\right) \circ\left(f_{j_{1} j_{2}} \circ \sigma_{2}\right) & =\left(\rho_{j_{1} j_{2}}\left(\sigma_{1}\right) \circ f_{j_{1} j_{2}}\right) \circ \sigma_{2}= \\
& =\left(f_{j_{1} j_{2}} \circ \sigma_{1}\right) \circ \sigma_{2}=f_{j_{1} j_{2}} \circ\left(\sigma_{1} \circ \sigma_{2}\right) .
\end{aligned}
$$

By uniqueness in point (1), this implies that $\rho_{j_{1} j_{2}}\left(\sigma_{1}\right) \circ \rho_{j_{1} j_{2}}\left(\sigma_{2}\right)=\rho_{j_{1} j_{2}}\left(\sigma_{1} \sigma_{2}\right)$. So $\rho_{j_{1} j_{2}}$ is a group homomorphism.
We prove now that $\rho_{j_{1} j_{2}}$ is surjective. Let $\tau \in \operatorname{Aut}{ }_{\mathbf{C}}\left(A_{j_{2}}\right)$. Since $f_{j_{1} j_{2}} \in$ $\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, A_{j_{2}}\right)$, we have that $\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, A_{j_{2}}\right) \neq \emptyset$. Since $A_{j_{1}}$ is Galois and $A_{j_{2}}$ is connected, we can apply lemma 1.3.13 and get that $\operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right)$ acts transitively on $\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, A_{j_{2}}\right)$. We have that $f_{j_{1} j_{2}} \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, A_{j_{2}}\right)$ and $\tau \circ f_{j_{1} j_{2}} \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, A_{j_{2}}\right)$. Then there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right)$ such that $\tau \circ$ $f_{j_{1} j_{2}}=\sigma . f_{j_{1} j_{2}}=f_{j_{1} j_{2}} \circ \sigma^{-1}$. Hence $\tau=\rho_{j_{1} j_{2}}\left(\sigma^{-1}\right)$, which shows that $\rho_{j_{1} j_{2}}$ is surjective.
(3) Let $j \in J$. We have that $f_{j j}=\operatorname{id}_{A_{j}}$, by lemma 1.2.33. Then, for any $\sigma \in$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, we have that $\sigma \circ f_{j j}=\sigma \circ \operatorname{id}_{A_{j}}=\sigma=\operatorname{id}_{A_{j}} \circ \sigma=f_{j j} \circ \sigma$. So $\sigma=\rho_{j j}(\sigma)$, by definition of $\rho_{j j}$. Hence $\rho_{j j}=\operatorname{id}_{\mathrm{Aut}_{\mathbf{C}}\left(A_{j}\right)}$.
Let $j_{1}, j_{2}, j_{3}$ be such that $j_{1} \geq j_{2} \geq j_{3}$. By lemma 1.2.33, we have that $f_{j_{1} j_{3}}=f_{j_{2} j_{3}} \circ f_{j_{1} j_{2}}$. Let $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right)$. Then, applying the definitions, we have

$$
\begin{aligned}
\rho_{j_{2} j_{3}}\left(\rho_{j_{1} j_{2}}(\sigma)\right) \circ f_{j_{1} j_{3}} & =\rho_{j_{2} j_{3}}\left(\rho_{j_{1} j_{2}}(\sigma)\right) \circ f_{j_{2} j_{3}} \circ f_{j_{1} j_{2}}= \\
& =f_{j_{2} j_{3}} \circ \rho_{j_{1} j_{2}}(\sigma) \circ f_{j_{1} j_{2}}=f_{j_{2} j_{3}} \circ f_{j_{1} j_{2}} \circ \sigma=f_{j_{1} j_{3}} \circ \sigma .
\end{aligned}
$$

By definition of $\rho_{j_{1} j_{3}}$, this implies that $\rho_{j_{2} j_{3}}\left(\rho_{j_{1} j_{2}}(\sigma)\right)=\rho_{j_{1} j_{3}}(\sigma)$. So $\rho_{j_{1} j_{3}}=$ $\rho_{j_{2} j_{3}} \circ \rho_{j_{1} j_{2}}$. This proves the claim.

## CHAPTER 1. GALOIS CATEGORIES

From now on, in this section and in the next one, $\pi$ will denote the projective limit of the projective system of groups defined in 1.3.14(3), unless otherwise specified. We have that $\pi$ is a profinite group by definition.
Remark 1.3.15. (1) As in remark 1.2.34, we can notice that the projective system defined in 1.3.14 depends on the choice we made (for any $j \in J$ we chose $\left(A_{j}, a_{j}\right) \in \mathcal{I}$ such that $\left.j=\left[\left(A_{j}, a_{j}\right)\right] \sim\right)$. However, this choice does not affect the projective limit, i.e. the profinite group $\pi$. Indeed, if for any $j \in J$ we choose $\left(B_{j}, b_{j}\right) \in \mathcal{I}$ such that $j=\left[\left(B_{j}, b_{j}\right)\right]_{\sim}$, then there exists a unique isomorphism $\varphi_{j}: B_{j} \rightarrow A_{j}$ such that $F\left(\varphi_{j}\right)\left(b_{j}\right)=a_{j}$. This isomorphism gives rise to a group isomorphism

$$
\gamma_{\varphi_{j}}: \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(B_{j}\right), \sigma \mapsto \varphi_{j}^{-1} \circ \sigma \circ \varphi_{j} .
$$

Moreover, if $j_{1}, j_{2} \in J$ are such that $j_{1} \geq j_{2}$, then $g_{j_{1} j_{2}}=\varphi_{j_{2}}^{-1} \circ f_{j_{1} j_{2}} \circ \varphi_{j_{1}}$ is the unique morphism $B_{j_{1}} \rightarrow B_{j_{2}}$ such that $F\left(g_{j_{1} j_{2}}\right)\left(b_{j_{1}}\right)=b_{j_{2}}$. Let $\sigma \in \operatorname{Aut}_{C}\left(A_{j_{1}}\right)$. Then, using the definition of $\rho_{j_{1} j_{2}}$ (see proposition 1.3.14), we get

$$
\begin{aligned}
& g_{j_{1} j_{2}} \circ \gamma_{\varphi_{j_{1}}}(\sigma)=\varphi_{j_{2}}^{-1} \circ f_{j_{1} j_{2}} \circ \varphi_{j_{1}} \circ \varphi_{j_{1}}^{-1} \circ \sigma \circ \varphi_{j_{1}}= \\
& \quad=\varphi_{j_{2}}^{-1} \circ f_{j_{1} j_{2}} \circ \sigma \circ \varphi_{j_{1}}=\varphi_{j_{2}}^{-1} \circ \rho_{j_{1} j_{2}}(\sigma) \circ f_{j_{1} j_{2}} \circ \varphi_{j_{1}}= \\
& \quad=\varphi_{j_{2}}^{-1} \circ \rho_{j_{1} j_{2}}(\sigma) \circ \varphi_{j_{2}} \circ \varphi_{j_{2}}^{-1} \circ f_{j_{1} j_{2}} \circ \varphi_{j_{1}}=\gamma_{\varphi_{j_{2}}}\left(\rho_{j_{1} j_{2}}(\sigma)\right) \circ g_{j_{1} j_{2}} .
\end{aligned}
$$

Then, if we define $\rho_{j_{1} j_{2}}^{\prime}: \operatorname{Aut}_{\mathbf{C}}\left(B_{j_{1}}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(B_{j_{2}}\right)$ in the same way as we defined $\rho_{i j}$, we have that $\gamma_{\varphi_{j_{2}}}\left(\rho_{j_{1} j_{2}}(\sigma)\right)=\rho_{j_{1} j_{2}}^{\prime}\left(\gamma_{\varphi_{j_{1}}}(\sigma)\right)$. So the following diagram is commutative.


At this point, one can show that the map

$$
\gamma: \lim _{\grave{j \in J}} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \rightarrow \varliminf_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(B_{j}\right),\left(\sigma_{j}\right)_{j \in J} \mapsto\left(\gamma_{\varphi_{j}}\left(\sigma_{j}\right)\right)_{j \in J}
$$

is a well-defined group isomorphism, with inverse

$$
\gamma^{-1}: \varliminf_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(B_{j}\right) \rightarrow \varliminf_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right),\left(\sigma_{j}\right)_{j \in J} \mapsto\left(\gamma_{\varphi_{j}}^{-1}\left(\sigma_{j}\right)\right)_{j \in J}
$$

Hence $\lim _{\rightleftarrows_{j \in J}} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \cong \lim _{\rightleftarrows_{j \in J}} \operatorname{Aut}_{\mathbf{C}}\left(B_{j}\right)$.
(2) Notice that the projective system defined in 1.3.14 depends on the functor $F$, because so does the index set $J$, in spite of the fact that being a Galois object does not depend on $F$ (see remark 1.2.32(1)). So the group $\pi$ depends on the fundamental functor: if we had another fundamental functor $F^{\prime}$ we would get another profinite group $\pi^{\prime}$. The results that we will prove in the next section imply that $\pi \cong \pi^{\prime}$ as profinite groups (see proposition 1.4.21 and theorem 1.4.34(d)).

Lemma 1.3.16. For any $k \in J$, the $k$-th projection $p_{k}: \pi \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is surjective.
Proof. Let $\tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. For any $l \in J, l \geq k$ define

$$
\begin{aligned}
T_{l}:=\left\{\left(\sigma_{j}\right)_{j \in J} \in \prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \mid \sigma_{k}=\tau, \quad \forall j \in J, j \leq l \quad \sigma_{j}\right. & \left.=\rho_{l j}\left(\sigma_{l}\right)\right\} \subseteq \\
& \subseteq \prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)
\end{aligned}
$$

We consider the discrete topology on $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ (for any $j \in J$ ) and the product topology on $\prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ (then $\pi$ is a subspace of $\left.\prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)\right)$. Denote by $q_{l}$ : $\prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{l}\right)$ the $l$-th projection, which is continuous by definition of product topology. Moreover, for any $j_{1}, j_{2} \in J$ with $j_{1} \geq j_{2}$ define

$$
\varphi_{j_{1} j_{2}}: \prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right) \times \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right),\left(\sigma_{j}\right)_{j \in J} \mapsto\left(\sigma_{j_{2}}, \rho_{j_{1} j_{2}}\left(\sigma_{j_{1}}\right)\right)
$$

Then $\varphi_{j_{1} j_{2}}$ is continuous, because it has components $q_{j_{2}}$ and $\rho_{j_{1} j_{2}} \circ q_{j_{1}}$, which are continuous. Define $\Delta_{j}:=\left\{(\sigma, \sigma) \mid \sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)\right\} \subseteq \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \times \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, for any $j \in J$. We have that $\Delta_{j}$ is closed in $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) \times \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, because this product has the discrete topology. Moreover, $\{\tau\}$ is closed in $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. Then we have that

$$
T_{l}=q_{k}^{-1}(\{\tau\}) \cap\left(\bigcap_{j \in J, j \leq l} \varphi_{l j}^{-1}\left(\Delta_{j}\right)\right)
$$

is closed, because it is the intersection of closed subsets. Let $T:=\bigcap_{\substack{l \in J \\ l \geq k}} T_{l}$. We claim that $T \subseteq \pi$. Let $\sigma=\left(\sigma_{j}\right)_{j \in J} \in T$ and let $j_{1}, j_{2} \in J$ such that $j_{1} \geq j_{2}$. Since $J$ is directed (see lemma 1.3.10), there exists $l \in J$ such that $l \geq j_{1}$ and $l \geq k$. By transitivity we have also $l \geq j_{2}$. Since $T \subseteq T_{l}$, we have that $\sigma_{j_{1}}=\rho_{l j_{1}}\left(\sigma_{l}\right)$ and $\sigma_{j_{2}}=$ $\rho_{l j_{2}}\left(\sigma_{l}\right)$. But $\rho_{l j_{2}}=\rho_{j_{1} j_{2}} \circ \rho_{l j_{1}}$. Then $\sigma_{j_{2}}=\rho_{l j_{2}}\left(\sigma_{l}\right)=\rho_{j_{1} j_{2}}\left(\rho_{l j_{1}}\left(\sigma_{l}\right)\right)=\rho_{j_{1} j_{2}}\left(\sigma_{j_{1}}\right)$. This shows that $\sigma \in \varliminf_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)=\pi$.
We prove now that $T \neq \emptyset$. For any $j \in J, \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ is compact, because it is finite. Then, by Tichonov's theorem, the product $\prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ is compact. So, in order to show that $T$ is non-empty, it is enough to prove that $T_{l_{1}} \cap \cdots \cap T_{l_{n}} \neq \emptyset$ for any $n \in \mathbb{N}, l_{1}, \ldots, l_{n} \in J$ with $l_{1}, \ldots, l_{n} \geq k$. Given such $l_{1}, \ldots, l_{n}$, since $J$ is directed, there exists $l \in J$ such that $l \geq l_{i}$ for any $i=1, \ldots, n$. By transitivity, we have that $l \geq k$. We have that

$$
T_{l}=q_{k}^{-1}(\{\tau\}) \cap\left(\bigcap_{j \in J, j \leq l} \varphi_{l j}^{-1}\left(\Delta_{j}\right)\right) \subseteq q_{k}^{-1}(\{\tau\}) \cap\left(\bigcap_{j \in J, j \leq l_{i}} \varphi_{l j}^{-1}\left(\Delta_{j}\right)\right)=T_{l_{i}}
$$

for any $i=1, \ldots, n$. Then $T_{l} \subseteq T_{l_{1}} \cap \cdots \cap T_{l_{n}}$. By proposition 1.3.14(2), $\rho_{l k}$ is surjective. Then there exists $\tau^{\prime} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{l}\right)$ such that $\rho_{l k}\left(\tau^{\prime}\right)=\tau$. For any $j \in J$, define $\sigma_{j}=\operatorname{id}_{A_{j}}$ if $j>l$ and $\sigma_{j}=\rho_{l j}\left(\tau^{\prime}\right)$ otherwise. Then $\sigma:=\left(\sigma_{j}\right)_{j \in J} \in$ $\prod_{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$. Moreover, $\sigma_{k}=\rho_{l k}\left(\tau^{\prime}\right)=\tau$ and the other condition that appears
in the definition of $T_{l}$ is automatically satisfied. So $\sigma \in T_{l}$. This shows that $T_{l} \neq \emptyset$. Since $T_{l} \subseteq T_{l_{1}} \cap \cdots \cap T_{l_{n}}$, we have that also $T_{l_{1}} \cap \cdots \cap T_{l_{n}} \neq \emptyset$, as we wanted. Then $T \neq \emptyset$. If $\sigma=\left(\sigma_{j}\right)_{j \in J} \in T$, we have that $\sigma \in \pi$ and $p_{k}(\sigma)=\sigma_{k}=\tau$. This ends the proof.

Remark 1.3.17. It is clear from the proof of lemma 1.3.16 that this results (i.e. the fact that the projections are surjective) holds for the projective limit of any projective system of finite groups $I,\left(\pi_{i}\right)_{i \in I},\left(f_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ with $f_{i j}$ surjective for any $i, j \in I$ with $i \geq j$.

### 1.4 The main theorem about Galois categories

Now that we have defined the profinite group $\pi$, we want to show that $\mathbf{C}$ is equivalent to the category $\pi$-sets. First of all, we have to define a functor $H: \mathbf{C} \rightarrow \pi$-sets. To do this, we will show that $\pi$ acts in a natural way on $F(X)$, for any object $X$ of $\mathbf{C}$ and that, if $h: X \rightarrow Y$ is a morphism in $\mathbf{C}$ then $F(h): F(X) \rightarrow F(Y)$ is a morphism of $\pi$-sets. If we fix an object $X$, by corollary 1.3 .11 we have that $F(X) \cong{\underset{\longrightarrow}{\longrightarrow}}_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. Moreover, we have that $\operatorname{Aut}_{C}\left(A_{j}\right)$ acts in a natural way on $\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, via $\sigma . f=f \circ \sigma^{-1}$ for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right), f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$ (in lemma 1.3.13 we proved that this action is transitive when $X$ is connected). We would like to "glue" these actions and get an action of $\pi=\lim _{j \in J} \operatorname{Aut} \mathbf{C}\left(A_{j}\right)$ on $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \cong F(X)$. To do it, we will need the following lemma.

Lemma 1.4.1. Let I be any directed partially ordered set (here we do not refer to the notation we established in lemma 1.2.31) and consider a projective system of finite groups $\left(\pi_{i}\right)_{i \in I},\left(\rho_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ and an injective system of sets $\left(S_{i}\right)_{i \in I},\left(f_{i j}\right.$ : $\left.S_{i} \rightarrow S_{j}\right)_{i, j \in I, i \leq j}$. Assume that, for any $i \in I$, we have an action of $\pi_{i}$ on $S_{i}$. Assume moreover that, if $i, j \in I$ are such that $i \geq j$, we have $f_{j i}\left(\rho_{i j}(\sigma) x\right)=\sigma f_{j i}(x)$ for any
 if $x \in S_{j}$ is such that $X=[x]_{\sim}$. Then this is a well-defined continuous action of the profinite group $\lim _{i \in I} \pi_{i}$ on the set $\lim _{\longrightarrow i \in I} S_{i}$.

Proof. Let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \lim _{\underset{\leftarrow}{ }}{ }_{i \in I} \pi_{i}, X \in \underset{\rightarrow}{\lim }{ }_{i \in I} S_{i}$. We have to prove that $\sigma X$ is well defined. Assume that $x_{1} \in S_{j_{1}}, x_{2} \in S_{j_{2}}$ are such that $X=\left[x_{1}\right]_{\sim}=\left[x_{2}\right]_{\sim}$ $\left(j_{1}, j_{2} \in I\right)$. By definition of injective limit, this means there exists $j \in I$ such that $j \geq j_{1}$ and $j \geq j_{2}$ and $f_{j_{1} j}\left(x_{1}\right)=f_{j_{2} j}\left(x_{2}\right)$. Using the assumption, we get that

$$
f_{j_{1} j}\left(\rho_{j j_{1}}\left(\sigma_{j}\right) x_{1}\right)=\sigma_{j} f_{j_{1} j}\left(x_{1}\right)=\sigma_{j} f_{j_{2 j}}\left(x_{2}\right)=f_{j_{2} j}\left(\rho_{j_{j}}\left(\sigma_{j}\right) x_{2}\right) .
$$

By definition of projective limit, $\rho_{j j_{1}}\left(\sigma_{j}\right)=\sigma_{j_{1}}$ and $\rho_{j_{2} 2}\left(\sigma_{j}\right)=\sigma_{j_{2}}$. So $f_{j_{1} j}\left(\sigma_{j_{1}} x_{1}\right)=$ $f_{j_{2} j}\left(\sigma_{j_{2}} x_{2}\right)$. By definition of injective limit, this implies that $\left[\sigma_{j_{1}} x_{1}\right]_{\sim}=\left[\sigma_{j_{2}} x_{2}\right]_{\sim}$. This show that $\sigma X$ is well defined.
Let $X=[x]_{\sim} \in \underset{\longrightarrow}{\lim _{i \in I}} S_{i}$, with $x \in S_{j}(j \in I)$. Since $1=\left(1_{i}\right)_{i \in I}$, we have that $1 X=\left[1_{j} x\right]_{\sim}=[x]_{\sim}$. Moreover, if $\sigma=\left(\sigma_{i}\right)_{i \in I}, \tau=\left(\tau_{i}\right)_{i \in I} \in \varliminf_{\nmid}{ }_{i \in I} \pi_{i}$, we have that

$$
(\sigma \tau) X=\left(\sigma_{i} \tau_{i}\right)_{i \in I} X=\left[\left(\sigma_{j} \tau_{j}\right) x\right]_{\sim}=\left[\sigma_{j}\left(\tau_{j} x\right)\right]_{\sim}=\sigma\left[\tau_{j} x\right]_{\sim}=\sigma(\tau X) .
$$

So we have an action of $\lim _{i \in I} \pi_{i}$ on $\lim _{i \in I} S_{i}$. It remains to prove that this action is continuous.
Let $X=[x]_{\sim} \in \lim _{i \in I} S_{i}$, with $x \in S_{j}(j \in I)$. We have that

$$
\begin{aligned}
& \operatorname{Stab}_{\lim _{\leftarrow}} \pi_{i \in I}(X)=\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \lim _{i \in I} \pi_{i} \mid[x]_{\sim}=X=\sigma X=\left[\sigma_{j} x\right]_{\sim}\right\}= \\
& =\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \lim _{\grave{i 匕 I}} \pi_{i} \mid \exists k \in I: k \geq j,\right. \\
& \left.f_{j k}(x)=f_{j k}\left(\sigma_{j} x\right)=f_{j k}\left(\rho_{k j}\left(\sigma_{k}\right) x\right)=\sigma_{k} f_{j k}(x)\right\}= \\
& =\bigcup_{\substack{k \in I \\
k \geq j}}\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \lim _{\grave{i} \in I} \pi_{i} \mid f_{j k}(x)=\sigma_{k} f_{j k}(x)\right\}=\bigcup_{\substack{k \in I \\
k \geq j}} p_{k}^{-1}\left(\operatorname{Stab}_{\pi_{k}}\left(f_{j k}(x)\right)\right),
\end{aligned}
$$

where $p_{k}: \lim _{i \in I} \pi_{i} \rightarrow \pi_{k}$ is the $k$-th projection, for any $k \in I$. By definition of the topology on the projective limit, the projections are continuous. Since on $\pi_{k}$ we have the discrete topology, $\operatorname{Stab}_{\pi_{k}}\left(f_{j k}(x)\right)$ is open in $\pi_{k}$ and so $p_{k}^{-1}\left(\operatorname{Stab}_{\pi_{k}}\left(f_{j k}(x)\right)\right)$
 it is a union of open subsets. Since this holds for any $X \in{\underset{\longrightarrow}{\longrightarrow}}_{i \in I} S_{i}$, the action is continuous by lemma 1.1.14.

Lemma 1.4.2. Recall that we defined $\pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, where the projective system is defined as in proposition 1.3.14(3). For any object $X$ of $\mathbf{C}$, we have a continuous action of $\pi$ on $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, defined by

$$
\sigma \Phi=\left[\varphi \circ \sigma_{k}^{-1}\right]_{\sim}
$$

for any $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi$ and $\Phi=[\varphi]_{\sim} \in{\underset{\longrightarrow}{l}}_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, where $k \in J$ is such that $\varphi \in \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, X\right)$. Since ${\underset{H}{\longrightarrow}}_{\lim _{j \in J}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \cong F(X)$, this induces an action of $\pi$ on $F(X)$. We denote by $H(X)$ the set $F(X)$ equipped with this action. Then $H(X)$ is an object of $\pi$-sets (recall that $F(X)$ is a finite set). Moreover, if $X, Y$ are objects of $\mathbf{C}$ with a morphism $h: X \rightarrow Y$, then $F(h)$ is a morphism of $\pi$-sets. If we set $H(h)=F(h)$, then $H: \mathbf{C} \rightarrow \pi$-sets is a functor.

Proof. Let $X$ be an object of $\mathbf{C}$. For any $j \in J$, we have an action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ on $\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, defined by $\sigma . f=f \circ \sigma^{-1}$, for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(S_{j}\right), f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. We have to check that the assumptions of lemma 1.4.1 are satisfied. Let $j_{1}, j_{2} \in J$ such that $j_{1} \geq j_{2}$. Let $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{1}}\right), f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{2}}, X\right)$. Applying the definition of $\rho_{j_{1} j_{2}}$ and the fact that it is a group homomorphism (proposition 1.3.14(2)), we get that

$$
\begin{aligned}
& f_{j_{1} j_{2}}^{*}\left(\rho_{j_{1} j_{2}}(\sigma) \cdot f\right)=\left(\rho_{j_{1} j_{2}}(\sigma) \cdot f\right) \circ f_{j_{1} j_{2}}=f \circ\left(\rho_{j_{1} j_{2}}(\sigma)\right)^{-1} \circ f_{j_{1} j_{2}}= \\
& \quad=f \circ \rho_{j_{1} j_{2}}\left(\sigma^{-1}\right) \circ f_{j_{1} j_{2}}=f \circ f_{j_{1} j_{2}} \circ \sigma^{-1}=f_{j_{1} j_{2}}^{*}(f) \circ \sigma^{-1}=\sigma \cdot f_{j_{1} j_{2}}^{*}(f),
\end{aligned}
$$
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which is precisely what we needed. Then lemma 1.4.1 gives us the desired continuous action.
Let $X, Y$ be objects of $\mathbf{C}$ and $h: X \rightarrow Y$ a morphism. In order to show that $F(h)$ : $F(X) \rightarrow F(Y)$ is a morphism of $\pi$-sets, we have to show that $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)$ : $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right) \rightarrow \lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, Y\right)$ is a morphism of $\pi$-sets, because the action of $\pi$ on $F(X)$ and $F(Y)$ is induced by that on $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$ and ${\underset{\underline{\lim }}{j \in J}}^{\operatorname{Hom}_{\mathbf{C}}}\left(A_{j}, Y\right)$. Let $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi$ and $\Phi=[\varphi]_{\sim} \in \underset{\lim _{j \in J}}{ } \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$, with $\varphi \in \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, X\right)(k \in J)$. Then we have

$$
\begin{aligned}
\underset{j \in J}{\lim _{\vec{J}}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)(\sigma \Phi)= & \varliminf_{j \in J}^{\lim _{\vec{J}}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)\left(\left[\varphi \circ \sigma_{k}^{-1}\right]_{\sim}\right)= \\
& =\left[h \circ \varphi \circ \sigma_{k}^{-1}\right]_{\sim}=\sigma[h \circ \varphi]_{\sim}=\sigma \underset{j \in J}{\lim _{\vec{J}}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)(\Phi) .
\end{aligned}
$$

Hence $\underline{l i m}_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)$ is a morphism of $\pi$-sets.
It remains to prove that $H$ is a functor. This follows immediately from the fact that $F$ is a functor. Indeed, $H\left(\operatorname{id}_{X}\right)=F\left(\operatorname{id}_{X}\right)=\operatorname{id}_{F(X)}=\operatorname{id}_{H(X)}$ for any object $X$ of $\mathbf{C}$ and $H\left(h_{2} \circ h_{1}\right)=F\left(h_{2} \circ h_{1}\right)=F\left(h_{2}\right) \circ F\left(h_{1}\right)=H\left(h_{2}\right) \circ H\left(h_{1}\right)$ for any $h_{1}: X \rightarrow Y$, $h_{2}: Y \rightarrow Z$ morphisms in C.

Remark 1.4.3. If $H$ is the functor defined in 1.4.2, we have that for $\circ H=F$, where for: $\pi$-sets $\rightarrow$ sets is the forgetful functor.

Now that we have the functor $H$, we have to prove that it is an equivalence of categories. First of all, we recall the definition of equivalence of categories and a useful characterization.

Definition 1.4.4. Let $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ be categories and $G: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}$ a functor. We say that $G$ is:
(1) an equivalence of categories if there exists a functor $G^{\prime}: \mathbf{C}_{2} \rightarrow \mathbf{C}_{1}$ such that $G^{\prime} \circ G$ is isomorphic to $\operatorname{id}_{\mathbf{C}_{1}}$ and $G \circ G^{\prime}$ is isomorphic to $\mathrm{id}_{\mathbf{C}_{2}}$ (in this case $G^{\prime}$ is called a quasi-inverse of $G$ );
(2) faithful if for every two objects $X, Y$ in $\mathbf{C}_{1}$ the map

$$
\operatorname{Hom}_{\mathbf{C}_{1}}(X, Y) \rightarrow \operatorname{Hom}_{\mathbf{C}_{2}}(G(X), G(Y)), f \mapsto G(f)
$$

is injective;
(3) full if for every two objects $X, Y$ in $\mathbf{C}_{1}$ the map

$$
\operatorname{Hom}_{\mathbf{C}_{1}}(X, Y) \rightarrow \operatorname{Hom}_{\mathbf{C}_{2}}(G(X), G(Y)), f \mapsto G(f)
$$

is surjective;
(4) fully faithful if it is full and faithful, i.e. if for every two objects $X, Y$ in $\mathbf{C}_{1}$ the map $\operatorname{Hom}_{\mathbf{C}_{1}}(X, Y) \rightarrow \operatorname{Hom}_{\mathbf{C}_{2}}(G(X), G(Y)), f \mapsto G(f)$ is bijective;
(5) essentially surjective if for every object $Z$ of $\mathbf{C}_{2}$ there exists an object $X$ of $\mathbf{C}_{1}$ such that $Z \cong G(X)$.

Lemma 1.4.5. Let $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ be categories and $G: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}$ a functor. Then $G$ is an equivalence of categories if and only if it is fully faithful and essentially surjective.

Proof. Assume that $G$ is an equivalence of categories and let $G^{\prime}$ be a quasi-inverse of $G$. Let $X, Y$ be objects of $\mathbf{C}_{1}$. Since $G^{\prime} \circ G$ is isomorphic to $\mathrm{id}_{\mathbf{C}_{1}}$, there exist isomorphisms $\alpha_{X}: X \rightarrow\left(G^{\prime} \circ G\right)(X), \alpha_{Y}: Y \rightarrow\left(G^{\prime} \circ G\right)(Y)$ such that for any $f \in \operatorname{Hom}_{C_{1}}(X, Y)$ the following diagram is commutative.


This means that $f=\alpha_{Y}^{-1} \circ\left(G^{\prime} \circ G\right)(f) \circ \alpha_{X}$, for any morphism $f: X \rightarrow Y$. Assume now that $f, g: X \rightarrow Y$ are such that $G(f)=G(g)$. Then $\left(G^{\prime} \circ G\right)(f)=\left(G^{\prime} \circ G\right)(g)$ and so $f=\alpha_{Y}^{-1} \circ\left(G^{\prime} \circ G\right)(f) \circ \alpha_{X}=\alpha_{Y}^{-1} \circ\left(G^{\prime} \circ G\right)(g) \circ \alpha_{X}=g$. This shows that $G$ is faithful. Analogously, one can show that $G^{\prime}$ is faithful. Consider now $h \in \operatorname{Hom}_{\mathbf{C}_{2}}(G(X), G(Y))$. We have that $\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X} \in \operatorname{Hom}_{\mathbf{C}_{1}}(X, Y)$. Then

$$
\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X}=\alpha_{Y}^{-1} \circ\left(G^{\prime} \circ G\right)\left(\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X}\right) \circ \alpha_{X},
$$

which implies $G^{\prime}(h)=\left(G^{\prime} \circ G\right)\left(\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X}\right)=G^{\prime}\left(G\left(\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X}\right)\right)$. Since $G^{\prime}$ is faithful, we get $h=G\left(\alpha_{Y}^{-1} \circ G^{\prime}(h) \circ \alpha_{X}\right)$, which shows that $G$ is full. Finally, if $Z$ is an object of $\mathbf{C}_{2}$, we have that $G\left(G^{\prime}(Z)\right)=\left(G \circ G^{\prime}\right)(Z) \cong Z$, because $G \circ G^{\prime}$ is isomorphic to $\mathrm{id}_{\mathbf{C}_{2}}$. Hence $G$ is essentially surjective.
Conversely, assume that $G$ is fully faithful and essentially surjective. Since $G$ is essentially surjective, for any object $Z$ of $\mathbf{C}_{2}$, we can choose an object $X_{Z}$ in $\mathbf{C}_{1}$ such that $G\left(X_{Z}\right) \cong Z$. We choose also an isomorphism $\beta_{Z}: G\left(X_{Z}\right) \rightarrow Z$. Define $G^{\prime}(Z)=X_{Z}$. Moreover, let $Z, W$ be objects of $\mathbf{C}_{2}$ and let $h: Z \rightarrow W$ be a morphism. Consider $\beta_{W}^{-1} \circ h \circ \beta_{Z} \in \operatorname{Hom}_{\mathbf{C}_{2}}\left(G\left(X_{Z}\right), G\left(X_{W}\right)\right)$. Since $G$ is fully faithful, there exists a unique $f_{h} \in \operatorname{Hom}_{\mathbf{C}_{1}}\left(X_{Z}, X_{W}\right)$ such that $\beta_{W}^{-1} \circ h \circ \beta_{Z}=G\left(f_{h}\right)$. We define $G^{\prime}(h)=f_{h}$.
Let us check that $G^{\prime}$ is a functor. For any object $Z$ of $\mathbf{C}_{2}$, we have that $G\left(\mathrm{id}_{X_{Z}}\right)=$ $\operatorname{id}_{G\left(X_{Z}\right)}=\beta_{Z}^{-1} \circ \operatorname{id}_{Z} \circ \beta_{Z}$. Then $\operatorname{id}_{X_{Z}}=G^{\prime}\left(\operatorname{id}_{Z}\right)$, by definition. Let $Z_{1}, Z_{2}, Z_{3}$ be objects of $\mathbf{C}_{2}$, with morphisms $h_{1}: Z_{1} \rightarrow Z_{2}$ and $h_{2}: Z_{2} \rightarrow Z_{3}$. We have that

$$
\begin{aligned}
& \beta_{Z_{3}}^{-1} \circ\left(h_{2} \circ h_{1}\right) \circ \beta_{Z_{1}}=\left(\beta_{Z_{3}}^{-1} \circ h_{2} \circ \beta_{Z_{2}}\right) \circ\left(\beta_{Z_{2}}^{-1} \circ h_{1} \circ \beta_{Z_{1}}\right)= \\
& \\
& =G\left(f_{h_{2}}\right) \circ G\left(f_{h_{1}}\right)=G\left(f_{h_{2}} \circ f_{h_{1}}\right) .
\end{aligned}
$$

This shows that $G^{\prime}\left(h_{2} \circ h_{1}\right)=f_{h_{2} \circ h_{1}}=f_{h_{2}} \circ f_{h_{1}}=G^{\prime}\left(h_{2}\right) \circ G^{\prime}\left(h_{1}\right)$. So $G^{\prime}$ is a functor. We check now that $G^{\prime}$ is a quasi-inverse of $G$. First of all, we show that $G \circ G^{\prime}$ is isomorphic to $\mathrm{id}_{\mathbf{C}_{2}}$. We already have the isomorphisms $\beta_{Z}: G\left(X_{Z}\right)=\left(G \circ G^{\prime}\right)(Z) \rightarrow$ $Z$, for any object $Z$ of $\mathbf{C}_{2}$. We have to show that these isomorphisms are compatible with each other. Let $Z, W$ be two objects of $\mathbf{C}_{2}$, with a morphism $h: Z \rightarrow W$. We have to show that the following diagram is commutative.


By definition, $\left(G \circ G^{\prime}\right)(h)=G\left(f_{h}\right)=\beta_{W}^{-1} \circ h \circ \beta_{Z}$, which is exactly what we need. On the other hand, we have to show that $G^{\prime} \circ G$ is isomorphic to $\operatorname{id}_{\mathbf{C}_{1}}$. Let $X$ be an object of $\mathbf{C}_{1}$. Then we have an isomorphism $\beta_{G(X)}: G\left(\left(G^{\prime} \circ G\right)(X)\right)=$ $\left(G \circ G^{\prime}\right)(G(X)) \rightarrow G(X)$. Since $G$ is fully faithful, there exists a unique morphism $\alpha_{X}:\left(G^{\prime} \circ G\right)(X) \rightarrow X$ such that $\beta_{G(X)}=G\left(\alpha_{X}\right)$. Analogously, there exists a unique morphism $\alpha_{X}^{\prime}: X \rightarrow\left(G^{\prime} \circ G\right)(X)$ such that $\beta_{G(X)}^{-1}=G\left(\alpha_{X}^{\prime}\right)$. Then

$$
G\left(\alpha_{X} \circ \alpha_{X}^{\prime}\right)=G\left(\alpha_{X}\right) \circ G\left(\alpha_{X}^{\prime}\right)=\beta_{G(X)} \circ \beta_{G(X)}^{-1}=\operatorname{id}_{G(X)}=G\left(\mathrm{id}_{X}\right)
$$

and

$$
G\left(\alpha_{X}^{\prime} \circ \alpha_{X}\right)=G\left(\alpha_{X}^{\prime}\right) \circ G\left(\alpha_{X}\right)=\beta_{G(X)}^{-1} \circ \beta_{G(X)}=\operatorname{id}_{G\left(\left(G^{\prime} \circ G\right)(X)\right)}=G\left(\operatorname{id}_{\left(G^{\prime} \circ G\right)(X)}\right)
$$

Since $G$ is faithful, this implies that $\alpha_{X} \circ \alpha_{X}^{\prime}=\operatorname{id}_{X}$ and $\alpha_{X}^{\prime} \circ \alpha_{X}=\operatorname{id}_{\left(G^{\prime} \circ G\right)(X)}$. This shows that $\alpha_{X}$ is an isomorphism. Again, we have to show that the isomorphisms $\alpha_{X}$ 's are compatible with each other. Let $X, Y$ be objects of $\mathbf{C}_{1}$ and $f: X \rightarrow Y$ a morphism. We have to show that the following diagram is commutative.


By definition of $G^{\prime}$, we have that
$G\left(\left(G^{\prime} \circ G\right)(f)\right)=\beta_{G(Y)}^{-1} \circ G(f) \circ \beta_{G(X)}=G\left(\alpha_{Y}\right)^{-1} \circ G(f) \circ G\left(\alpha_{X}\right)=G\left(\alpha_{Y}^{-1} \circ f \circ \alpha_{X}\right)$.
Since $G$ is faithful, we get $\left(G^{\prime} \circ G\right)(f)=\alpha_{Y}^{-1} \circ f \circ \alpha_{X}$, which ends the proof.
Lemma 1.4.6. The fundamental functor $F$ is faithful.
Proof. Let $X, Y$ be objects of $\mathbf{C}$ and let $f, g: X \rightarrow Y$ be morphisms such that $F(f)=$ $F(g)$. Consider the equalizer $\operatorname{Eq}(f, g)$, with the morphism $\iota: \operatorname{Eq}(f, g) \rightarrow X$, as in the definition 1.2.23 (this equalizer exists by lemma 1.2.26). By corollary 1.2.27, we have an isomorphism $\varphi: \operatorname{Eq}(F(f), F(g)) \rightarrow F(\mathrm{Eq}(f, g))$ such that $F(\iota) \circ \varphi$ is the inclusion of $\operatorname{Eq}(F(f), F(g))$ inside $F(X)$. But $\operatorname{Eq}(F(f), F(g))=\{x \in F(X) \mid F(f)(x)=$ $F(g)(x)\}=F(X)$, since $F(f)=F(g)$ (see example 1.2.25 for the equalizer in sets). So $F(\iota) \circ \varphi$ is an isomorphism. Since $\varphi$ is also an isomorphism, we must have that $F(\iota)$ is an isomorphism, which by (G6) of the definition of Galois category implies that $\iota$ is an isomorphism. Then by $f \circ \iota=g \circ \iota$ (see the definition of equalizer) we get $f=g$.

Lemma 1.4.7. Let $\mathbf{C}_{1}, \mathbf{C}_{2}, \mathbf{C}_{3}$ be categories and $G_{1}: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}, G_{2}: \mathbf{C}_{2} \rightarrow \mathbf{C}_{3}$ functors. If $G_{2} \circ G_{1}: \mathbf{C}_{1} \rightarrow \mathbf{C}_{3}$ is faithful, then $G_{1}$ is also faithfull.

Proof. Let $X, Y$ be objects of $\mathbf{C}_{1}$ and let $f, g: X \rightarrow Y$ be morphisms such that $G_{1}(f)=G_{1}(g)$. Then $\left(G_{2} \circ G_{1}\right)(f)=G_{2}\left(G_{1}(f)\right)=G_{2}\left(G_{1}(g)\right)=\left(G_{2} \circ G_{1}\right)(g)$. Since $G_{2} \circ G_{1}$ is faithful, this implies that $f=g$. Hence $G_{1}$ is faithful.

Corollary 1.4.8. The functor $H$ defined in 1.4 .2 is faithful.
Proof. It follows from the lemmas 1.4.6 and 1.4.7, together with the remark 1.4.3.
Before proving that $H$ is essentially surjective, we need to understand the structure of the object of $\pi$-sets. Since $\pi$-sets is a Galois category (proposition 1.1.15), we know that any object is the sum of its connected components (proposition 1.2.20) and that this decomposition corresponds to the orbit decomposition (see example 1.2.22). What we do not know yet is how the connected objects, i.e. the finite sets with a transitive continuous action of $\pi$ (example 1.2.14(2)), look like.
Lemma 1.4.9. In this lemma, we do not use the notation introduced in proposition 1.3.14 and we denote by $\pi$ an arbitrary profinite group. Let $E$ be a finite set with a transitive continuous action of $\pi$.
(1) There exists an open subgroup $\pi^{\prime} \leq \pi$ such that $E$ is isomorphic as a $\pi$-set to $\pi / \pi^{\prime}$ with the action given by left multiplication: $\sigma\left(\tau \pi^{\prime}\right)=(\sigma \tau) \pi^{\prime}$ for any $\sigma \in \pi, \tau \pi^{\prime} \in \pi / \pi^{\prime}$.
(2) If $\pi$ is the projective limit of the projective system of finite groups $I,\left(\pi_{i}\right)_{i \in I}$, $\left(\rho_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ and $p_{j}: \pi=\varliminf_{i \in I} \pi_{i} \rightarrow \pi_{j}$ is the canonical projection for any $j \in I$, then there exists $j \in J$ such that $\operatorname{Ker}\left(p_{j}\right) \leq \pi^{\prime}$.
(3) Let $j \in I$ be such that $\operatorname{Ker}\left(p_{j}\right) \leq \pi^{\prime}$, as in point (2). If $p_{j}$ is surjective, then there exists a subgroup $\pi_{j}^{\prime} \leq \pi_{j}$ such that $E$ is isomorphic as a $\pi$-set to $\pi_{j} / \pi_{j}^{\prime}$, with the action given by $\sigma\left(x \pi_{j}^{\prime}\right)=\left(\sigma_{j} x\right) \pi_{j}^{\prime}$, for any $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi$, $x \pi_{j}^{\prime} \in \pi_{j} / \pi_{j}^{\prime}$.
Proof. (1) Since the action of $\pi$ on $E$ is transitive, $E$ is non-empty. Fix $e \in E$ and define $\pi^{\prime}=\operatorname{Stab}_{\pi}(e)$. Then $\pi^{\prime}$ is an open subgroup of $\pi$ by lemma 1.1.14. By lemma 1.1.11, $\pi^{\prime}$ has finite index in $\pi$, so $\pi / \pi^{\prime}$ is a finite set. It is easy to check that left multiplication defines indeed a continuous action of $\pi$ on $\pi / \pi^{\prime}$ (see also the proof of (G3) in 1.1.15). Consider now the map

$$
\varphi: \pi / \pi^{\prime} \rightarrow E, \tau \pi^{\prime} \mapsto \tau e .
$$

First of all, we check that $\varphi$ is well defined. If $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$, with $\tau_{1}, \tau_{2} \in \pi$, then we have that $\tau_{2}^{-1} \tau_{1} \in \pi^{\prime}=\operatorname{Stab}_{\pi}(e)$. So $e=\left(\tau_{2}^{-1} \tau_{1}\right)(e)=\tau_{2}^{-1}\left(\tau_{1}(e)\right)$, which implies that $\tau_{1} e=\tau_{2} e$. So $\varphi$ is well defined. Transitivity of the action of $\pi$ on $E$ implies that $\varphi$ is surjective. Moreover, if $\tau_{1} \pi^{\prime}, \tau_{2} \pi^{\prime} \in \pi / \pi^{\prime}$ are such that $\varphi\left(\tau_{1} \pi^{\prime}\right)=\varphi\left(\tau_{2} \pi^{\prime}\right)$, then $\tau_{1} e=\tau_{2} e$. So $\left(\tau_{2}^{-1} \tau_{1}\right) e=e$ which implies that $\tau_{2}^{-1} \tau_{1} \in \operatorname{Stab}_{\pi}(e)=\pi^{\prime}$. So $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$. Then $\varphi$ is also injective. It remains to prove that $\varphi$ is a morphism of $\pi$-sets (since $\pi$-sets is a Galois category, a morphism of $\pi$-sets is an isomorphism if and only if it is a bijection, by (G6) of the definition of Galois category). Let $\sigma \in \pi, \tau \pi^{\prime} \in \pi / \pi^{\prime}$. Then

$$
\varphi\left(\sigma\left(\tau \pi^{\prime}\right)\right)=\varphi\left((\sigma \tau) \pi^{\prime}\right)=(\sigma \tau) e=\sigma(\tau e)=\sigma \varphi\left(\tau \pi^{\prime}\right)
$$

This shows that $\varphi$ is a morphism of $\pi$-sets.
(2) Since $\pi^{\prime}$ is a subgroup, we have that $1=\left(1_{i}\right)_{i \in I} \in \pi^{\prime}$. Recall that the topology on $\pi$ is defined as the subspace topology of the product topology, considering on each $\pi_{i}$ the discrete topology. Then a local base for $\pi$ at 1 is given by

$$
\left\{U_{j_{1} \ldots j_{n}}:=\bigcap_{k=1}^{n} p_{j_{k}}^{-1}\left(\left\{1_{j_{k}}\right\}\right)=\bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{j_{k}}\right) \mid n \in \mathbb{N}, j_{1}, \ldots, j_{n} \in I\right\} .
$$

Since $\pi^{\prime}$ is open and $1 \in \pi^{\prime}$, there exist $n \in \mathbb{N}, j_{1}, \ldots, j_{n} \in I$ such that $U_{j_{1} \ldots j_{n}} \subseteq \pi^{\prime}$. Since $I$ is directed, there exists $j \in I$ such that $j \geq j_{k}$ for any $k=1, \ldots, n$. We claim that $U_{j}=\operatorname{Ker}\left(p_{j}\right) \subseteq U_{j_{1} \ldots j_{n}}$. Let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in U_{j} \subseteq \pi$. This means that $\sigma_{j}=p_{j}(\sigma)=1_{j}$. By definition of projective system, we have that $p_{j_{k}}(\sigma)=\sigma_{j_{k}}=\rho_{j j_{k}}\left(\sigma_{j}\right)=\rho_{j j_{k}}\left(1_{j}\right)=1_{j_{k}}$ for any $k=1, \ldots, n$ (we used the fact that $\rho_{j j_{k}}$ is a group homomorphism). Then $\sigma \in \bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{j_{k}}\right)=U_{j_{1} \ldots j_{k}}$, which proves our claim. Then $\operatorname{Ker}\left(p_{j}\right) \subseteq U_{j_{1} \ldots j_{n}} \subseteq \pi^{\prime}$.
(3) Assume that $p_{j}$ is surjective and define $\pi_{j}^{\prime}:=p_{j}\left(\pi^{\prime}\right) \leq \pi_{j}$. First of all, we prove that the definition we gave leads indeed to a well-defined continuous group action. Let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi={\underset{\zeta}{\doteqdot}}_{i \in I} \pi_{i}$ and let $x_{1}, x_{2} \in \pi_{j}$ such that $x_{1} \pi_{j}^{\prime}=$ $x_{2} \pi_{j}^{\prime}$, i.e. $x_{2}^{-1} x_{1} \in \pi_{j}^{\prime}$. Then we have that $\left(\sigma_{j} x_{2}\right)^{-1}\left(\sigma_{j} x_{1}\right)=x_{2}^{-1} x_{1} \in \pi_{j}^{\prime}$, i.e. $\left(\sigma_{j} x_{1}\right) \pi_{j}^{\prime}=\left(\sigma_{j} x_{2}\right) \pi_{j}^{\prime}$. This shows that the definition we gave is unambiguous. For any $x \pi_{j}^{\prime} \in \pi_{j} / \pi_{j}^{\prime}$, we have that $1\left(x \pi_{j}^{\prime}\right)=\left(1_{j} x\right) \pi_{j}^{\prime}=x \pi_{j}^{\prime}$ and

$$
\begin{aligned}
&(\sigma \tau)\left(x \pi_{j}^{\prime}\right)=\left(\sigma_{i} \tau_{i}\right)_{i \in I}\left(x \pi_{j}^{\prime}\right)=\left(\left(\sigma_{j} \tau_{j}\right) x\right) \pi_{j}^{\prime}= \\
&=\left(\sigma_{j}\left(\tau_{j} x\right)\right) \pi_{j}^{\prime}=\sigma\left(\left(\tau_{j} x\right) \pi_{j}^{\prime}\right)=\sigma\left(\tau\left(x \pi_{j}^{\prime}\right)\right),
\end{aligned}
$$

for any $\sigma=\left(\sigma_{i}\right)_{i \in I}, \tau=\left(\tau_{i}\right)_{i \in I} \in \pi$. So we have a group action. For any $x \pi_{j}^{\prime} \in \pi_{j} / \pi_{j}^{\prime}$, we have that

$$
\begin{aligned}
\operatorname{Stab}_{\pi}\left(x \pi_{j}^{\prime}\right) & =\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi \mid x \pi_{j}^{\prime}=\sigma\left(x \pi_{j}^{\prime}\right)=\left(\sigma_{j} x\right) \pi_{j}^{\prime}\right\}= \\
& =\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi \mid x^{-1} \sigma_{j} x \in \pi_{j}^{\prime}\right\}= \\
& =\left\{\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi \mid \sigma_{j} \in x \pi_{j}^{\prime} x^{-1}\right\}=p_{j}^{-1}\left(x \pi_{j}^{\prime} x^{-1}\right) .
\end{aligned}
$$

Since the topology on $\pi_{j}$ is the discrete one, $x \pi_{j}^{\prime} x^{-1}$ is open in $\pi_{j}$. Then $p_{j}^{-1}\left(x \pi_{j}^{\prime} x^{-1}\right)$ is open in $\pi$, because $p_{j}$ is continuous (definition of the topology on the projective limit). So the stabilizer is open and, since this holds for any $x \pi_{j}^{\prime} \in \pi_{j} / \pi_{j}^{\prime}$, the action is continuous by lemma 1.1.14.
Consider now the map

$$
\psi: \pi / \pi^{\prime} \rightarrow \pi_{j} / \pi_{j}^{\prime}, \tau \pi^{\prime} \mapsto p_{j}(\tau) \pi_{j}^{\prime} .
$$

If $\tau_{1}, \tau_{2} \in \pi$ are such that $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$, then $\tau_{2}^{-1} \tau_{1} \in \pi^{\prime}$. So

$$
p_{j}\left(\tau_{2}\right)^{-1} p_{j}\left(\tau_{1}\right)=p_{j}\left(\tau_{2}^{-1} \tau_{1}\right) \in p_{j}\left(\pi^{\prime}\right)=\pi_{j}^{\prime},
$$

which implies that $p_{j}\left(\tau_{1}\right) \pi_{j}^{\prime}=p_{j}\left(\tau_{2}\right) \pi_{j}^{\prime}$. This shows that $\psi$ is well defined. Since $p_{j}$ is surjective, for any $x \pi_{j}^{\prime} \in \pi_{j} / \pi_{j}^{\prime}$ there exists $\tau \in \pi$ such that $p_{j}(\tau)=x$ and then $\psi\left(\tau \pi^{\prime}\right)=x \pi_{j}^{\prime}$. So $\psi$ is surjective. Assume that $\tau_{1} \pi^{\prime}, \tau_{2} \pi^{\prime} \in \pi / \pi^{\prime}$ are such that $\psi\left(\tau_{1} \pi^{\prime}\right)=\psi\left(\tau_{2} \pi^{\prime}\right)$. This means that $p_{j}\left(\tau_{1}\right) \pi_{j}^{\prime}=p_{j}\left(\tau_{2}\right) \pi_{j}^{\prime}$, i.e. $p_{j}\left(\tau_{2}^{-1} \tau_{1}\right)=p_{j}\left(\tau_{2}\right)^{-1} p_{j}\left(\tau_{1}\right) \in \pi_{j}^{\prime}=p_{j}\left(\pi^{\prime}\right)$. Then there exists $\tau \in \pi^{\prime}$ such that $p_{j}\left(\tau_{2}^{-1} \tau_{1}\right)=p_{j}(\tau)$, i.e. $\tau^{-1} \tau_{2}^{-1} \tau_{1} \in \operatorname{Ker}\left(p_{j}\right)$. Since $\operatorname{Ker}\left(p_{j}\right) \leq \pi^{\prime}$, we get that $\tau^{-1} \tau_{2}^{-1} \tau_{1} \in \pi^{\prime}$, i.e. $\tau_{1} \pi^{\prime}=\tau_{2} \tau \pi^{\prime}=\tau_{2} \pi^{\prime}$ (in the last equality we used the fact that $\left.\tau \in \pi^{\prime}\right)$. So $\psi$ is also injective. If we show that $\psi$ is a morphism of $\pi$-sets, we get that $\psi$ is an isomorphism of $\pi$-sets. Let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi, \tau \pi^{\prime} \in \pi / \pi^{\prime}$. We have that

$$
\begin{aligned}
& \psi\left(\sigma\left(\tau \pi^{\prime}\right)\right)=\psi\left((\sigma \tau) \pi^{\prime}\right)=p_{j}(\sigma \tau) \pi_{j}^{\prime}= \\
& \quad=\left(p_{j}(\sigma) p_{j}(\tau)\right) \pi_{j}^{\prime}=\left(\sigma_{j} p_{j}(\tau)\right) \pi_{j}^{\prime}=\sigma\left(p_{j}(\tau) \pi_{j}^{\prime}\right)=\sigma \psi\left(\tau \pi^{\prime}\right)
\end{aligned}
$$

So $\psi$ is a morphism of $\pi$-sets. Then $\pi / \pi^{\prime}$ and $\pi_{j} / \pi_{j}^{\prime}$ are isomorphic as $\pi$-sets. Combining this result with that of point (1), we get that $E$ is isomorphic to $\pi_{j} / \pi_{j}^{\prime}$ as a $\pi$-set.

Remark 1.4.10. From the proof of lemma 1.4.9(1), it is clear that the subgroup $\pi^{\prime}$ is in general not unique: one can take the stabilizer of any element of $E$. However, these subgroups are all conjugated.
Lemma 1.4.11. Let $\mathbf{C}_{1}, \mathbf{C}_{2}, \mathbf{C}_{3}$ be categories and $G_{1}: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}, G_{2}: \mathbf{C}_{2} \rightarrow \mathbf{C}_{3}$ functors. Assume that finite sums and quotients by finite groups of automorphisms exist in $\mathbf{C}_{1}, \mathbf{C}_{2}$ and $\mathbf{C}_{3}$. Assume moreover that $G_{2}$ has the following property: if $f: X \rightarrow Y$ is a morphism in $\mathbf{C}_{2}$ such that $G_{2}(f)$ is an isomorphism, then $f$ is an isomorphism (a functor satisfying this property is called a conservative functor). If both $G_{2}$ and $G_{2} \circ G_{1}$ commute with finite sums or with passage to the quotient by a finite group of automorphisms, then so does $G_{1}$.
Proof. We prove the lemma in the case of finite sums. The proof in the case of quotients is analogous. Let $X_{1}, \ldots, X_{n}$ be objects of $\mathbf{C}_{1}(n \in \mathbb{N})$. Let $X=X_{1} \amalg$ $\cdots \amalg X_{n}$ be the sum of $X_{1}, \ldots, X_{n}$, with morphisms $q_{i}: X_{i} \rightarrow X$ for any $i=1, \ldots, n$. Then in $\mathbf{C}_{2}$ we have morphisms $G_{1}\left(q_{i}\right): G_{1}\left(X_{i}\right) \rightarrow G_{1}(X)$, for any $i=1, \ldots, n$, which lead to a unique morphism

$$
\varphi: G_{1}\left(X_{1}\right) \amalg \cdots \amalg G_{1}\left(X_{n}\right) \rightarrow G_{1}(X)
$$

such that $\varphi \circ q_{i}^{\prime}=G_{1}\left(q_{i}\right)$ for any $i=1, \ldots, n$, where $q_{i}^{\prime}: G_{1}\left(X_{i}\right) \rightarrow G_{1}\left(X_{1}\right) \amalg \cdots \amalg$ $G_{1}\left(X_{n}\right)$ is the morphism that appears in the definition of sum.


Applying $G_{2}$, we get a morphism $G_{2}(\varphi): G_{2}\left(G_{1}\left(X_{1}\right) \amalg \cdots \amalg G_{1}\left(X_{n}\right)\right) \rightarrow\left(G_{2} \circ\right.$ $\left.G_{1}\right)(X)$ in $\mathbf{C}_{3}$. On the other hand, since $G_{2}$ commutes with finite sums, we have an isomorphism

$$
\psi:\left(G_{2} \circ G_{1}\right)\left(X_{1}\right) \amalg \cdots \amalg\left(G_{2} \circ G_{1}\right)\left(X_{n}\right) \rightarrow G_{2}\left(G_{1}\left(X_{1}\right) \amalg \cdots \amalg G_{1}\left(X_{n}\right)\right)
$$

in $\mathbf{C}_{3}$ such that $\psi \circ q_{i}^{\prime \prime}=G_{2}\left(q_{i}^{\prime}\right)$ for any $i=1, \ldots, n$, where $q_{i}^{\prime \prime}:\left(G_{2} \circ G_{1}\right)\left(X_{i}\right) \rightarrow\left(G_{2} \circ\right.$ $\left.G_{1}\right)\left(X_{1}\right) \amalg \cdots \amalg\left(G_{2} \circ G_{1}\right)\left(X_{n}\right)$ is the morphism that appears in the definition of sum. We have that $G_{2}(\varphi) \circ \psi:\left(G_{2} \circ G_{1}\right)\left(X_{1}\right) \amalg \cdots \amalg\left(G_{2} \circ G_{1}\right)\left(X_{n}\right) \rightarrow\left(G_{2} \circ G_{1}\right)(X)$ satisfies $\left(G_{2}(\varphi) \circ \psi\right) \circ q_{i}^{\prime \prime}=G_{2}(\varphi) \circ G_{2}\left(q_{i}^{\prime}\right)=G_{2}\left(\varphi \circ q_{i}^{\prime}\right)=\left(G_{2} \circ G_{1}\right)\left(q_{i}\right)$ for any $i=1, \ldots, n$ and, by uniqueness follows from the universal property of the sum, it is the only morphism with this property. Then $G_{2}(\varphi) \circ \psi$ must be an isomorphism, because $G_{2} \circ G_{1}$ commutes with finite sums. So $G_{2}(\varphi)=\left(G_{2}(\varphi) \circ \psi\right) \circ \psi^{-1}$ is an isomorphism. By the assumption on $G_{2}, \varphi$ is also an isomorphism, i.e. $G_{1}\left(X_{1}\right) \amalg \cdots \amalg G_{1}\left(X_{n}\right) \cong G_{1}(X)$. Hence $G_{1}$ commutes with finite sums.

Corollary 1.4.12. The functor $H$ commutes with finite sums and with passage to the quotient by a finite group of automorphisms.
Proof. It follows from (G5) of the definition of Galois category, together with lemma 1.4.11 and remark 1.4.3. Notice that we can apply the lemma because $\pi$-sets is also a Galois category and so the forgetful functor for : $\mathbf{C} \rightarrow \pi$-sets satisfies the assumption ((G5) and (G6) of the definition of Galois category).

Lemma 1.4.13. Let $k \in J$. Then $A_{k}$ is a Galois object of $\mathbf{C}$ (remark 1.3.12). Let $G$ be a subgroup of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ (notice that $G$ is necessarily finite because $\operatorname{Aut}_{C}\left(A_{k}\right)$ is finite, see remark 1.3.2(1)). Consider the quotient $A_{k} / G$, which exists in $\mathbf{C}$ by (G2) of the definition of Galois category. We have that $H\left(A_{k} / G\right) \cong \operatorname{Aut}_{C}\left(A_{k}\right) / G$, with the action of $\pi$ given by $\sigma(f G)=\left(\sigma_{k} f\right) G$ for any $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, $f G \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$.
Proof. Notice that the definition we gave leads indeed to a well-defined continuous group action (this can be proved as in the proof of lemma 1.4.9).
First of all, we prove that $H\left(A_{k}\right) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$, with the action of $\pi$ given by $\sigma f=$ $\sigma_{k} f$ for any $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right), f \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ (this can also be seen as the case $G=1$ ). Consider the map $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) \rightarrow F\left(A_{k}\right)$. By lemma 1.2.30, this map is injective. But $\left|\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)\right|=\left|F\left(A_{k}\right)\right|$ (lemma 1.3.4) and the sets are finite. So $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}$ must be bijective. Consider the map $\iota: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) \rightarrow$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right), f \mapsto f^{-1}$. It is clearly a bijection (with $\iota^{-1}=\iota$ ) and so $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota$ : $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) \rightarrow F\left(A_{k}\right)$ is a bijection. Recall that $H\left(A_{k}\right)$ was defined as the set $F\left(A_{k}\right)$ with the action given in lemma 1.4.2. Then it is enough to show that $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota$ is a morphism of $\pi$-sets (recall that a morphism of $\pi$-sets is an isomorphism if and only if it is bijective, by (G6) of the definition of Galois category). Since the action of $\pi$ on $F\left(A_{k}\right)$ was induced by that on ${\underset{\longrightarrow}{\lim }}_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, A_{k}\right)$, this is equivalent to proving that

$$
\varphi:=\left(\psi_{A_{k}}^{\prime}\right)^{-1} \circ \psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota
$$

is a morphism of $\pi$-sets, where $\psi_{A_{k}}^{\prime}: \underline{\lim }_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, A_{k}\right) \rightarrow F\left(A_{k}\right)$ is the bijection defined as in the proof of proposition 1.2.35, but considering $J$ as index set instead of $I$ (it is still a bijection, because it is the composition of $\psi_{A_{k}}: \underline{\lim }_{i \in I} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, A_{k}\right) \rightarrow$ $F\left(A_{k}\right)$ with the bijection $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, A_{k}\right) \rightarrow{\underset{\rightarrow i m}{ }}_{\lim _{i \in I}} \operatorname{Hom}_{\mathbf{C}}\left(A_{i}, A_{k}\right)$ defined as in lemma 1.3.8). This means that $\psi_{A_{k}}^{\prime}\left([f]_{\sim}\right)=\psi_{\left(A_{j}, a_{j}\right)}^{A_{j}}(f)$, for any $f \in \operatorname{Hom} \mathbf{C}_{\mathbf{C}}\left(A_{j}, A_{k}\right)$. Then

$$
\varphi(f)=\left(\left(\psi_{A_{k}}^{\prime}\right)^{-1} \circ \psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\right)\left(f^{-1}\right)=\left[f^{-1}\right]_{\sim} \in \underset{j \in J}{\lim _{\vec{J}}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, A_{k}\right),
$$

for any $f \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. Let $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi, f \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. Then we have

$$
\varphi(\sigma f)=\varphi\left(\sigma_{k} f\right)=\left[\left(\sigma_{k} f\right)^{-1}\right]_{\sim}=\left[f^{-1} \sigma_{k}^{-1}\right]_{\sim}=\sigma\left[f^{-1}\right]_{\sim}=\sigma \varphi(f)
$$

(see the definition of the action in 1.4.2). Hence $\varphi$ is a morphism of $\pi$-sets, as we wanted.
We consider now the general case. We have that $H\left(A_{k} / G\right) \cong H\left(A_{k}\right) / H(G)$ (quotient in $\pi$-sets), by corollary 1.4.12. The isomorphism of $\pi$-sets $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota: \operatorname{Aut}\left(A_{k}\right) \rightarrow$ $H\left(A_{k}\right)$ induces an isomorphism of groups

$$
\begin{aligned}
\gamma: \operatorname{Aut}_{\pi \text {-sets }}\left(H\left(A_{k}\right)\right) & \rightarrow \operatorname{Aut}_{\pi \text {-sets }}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)\right), \\
\alpha & \mapsto\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right)^{-1} \circ \alpha \circ\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right),
\end{aligned}
$$

which sends $H(G)$ to

$$
\gamma(H(G))=\left\{\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right)^{-1} \circ H(g) \circ\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right) \mid g \in G\right\} .
$$

We have that $H\left(A_{k}\right) / H(G)$ is the set of orbits of $H\left(A_{k}\right)$ under the action of $H(G)$ and $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma(H(G))$ is the set of orbits of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ under the action of $\gamma(H(G))$, with the induced action (see the proof of proposition 1.1.15). It is easy to check the map

$$
\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma(H(G)) \rightarrow H\left(A_{k}\right) / H(G), \gamma(H(G)) f \mapsto H(G)\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right)(f)
$$

is a well-defined isomorphism of $\pi$-sets. So

$$
H\left(A_{k} / G\right) \cong H\left(A_{k}\right) / H(G) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma(H(G))
$$

Then it is enough to prove that the set of orbits Aut $\mathbf{C}\left(A_{k}\right) / \gamma(H(G))$ coincides with the quotient set $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$ (in that case, it is clear that the two actions coincide, because they are both induced by the action on $\left.\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)\right)$. Let $f_{1}, f_{2} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ and assume that $f_{1}$ and $f_{2}$ are in the same orbit under the action of $\gamma(H(G))$. This
means that there exists $g \in G$ such that

$$
\begin{aligned}
f_{2}=\gamma(H(g))\left(f_{1}\right) & =\left(\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right)^{-1} \circ H(g) \circ\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}} \circ \iota\right)\right)\left(f_{1}\right)= \\
= & \left(\iota^{-1} \circ\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\right)^{-1}\right)\left(H(g)\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\left(f_{1}^{-1}\right)\right)\right)= \\
& =\left(\iota \circ\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\right)^{-1}\right)\left(F(g)\left(F\left(f_{1}^{-1}\right)\left(a_{k}\right)\right)\right)= \\
& =\iota\left(\left(\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\right)^{-1}\left(F\left(g \circ f_{1}^{-1}\right)\left(a_{k}\right)\right)\right)=\iota\left(g \circ f_{1}^{-1}\right)=f_{1} \circ g^{-1} .
\end{aligned}
$$

Since $g^{-1} \in G$, this implies that $f_{2} \in f_{1} G$ and so $f_{2} G=f_{1} G$. Conversely, assume that $f_{2} G=f_{1} G$. Then there exists $g \in G$ such that $f_{2}=f_{1} g=\gamma\left(H\left(g^{-1}\right)\right)\left(f_{1}\right)$ and so $f_{1}$ and $f_{2}$ are in the same orbit under the action of $\gamma(H(G))$. This ends the proof.

Remark 1.4.14. For the sake of convenience, the lemma 1.4.13 was stated for Galois objects of the form $A_{k}$ with $k \in J$. However, it can be generalized to arbitrary Galois objects. Let $A$ be a Galois object of $\mathbf{C}$ and let $G$ be a subgroup of $\operatorname{Aut}_{\mathbf{C}}(A)$ (again, $G$ is finite because $\operatorname{Aut}_{\mathbf{C}}(A)$ is finite). Fix $a \in F(A)$ (since $A$ is connected, by remark 1.2.13 it is not initial and so $F(A) \neq \emptyset$ by lemma 1.2.17). Then $k:=[(A, a)]_{\sim} \in J$ and, since $[(A, a)]_{\sim}=k=\left[\left(A_{k}, a_{k}\right)\right]_{\sim}$, we have that $A \sim A_{k}$, i.e. there exists an isomorphism $\varphi: A \rightarrow A_{k}$ such that $F(\varphi)(a)=a_{k}$. This isomorphisms induces the following isomorphism of groups: $\gamma_{\varphi}: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}}(A), f \mapsto \varphi^{-1} \circ f \circ$ $\varphi$. Then we have a bijection $\operatorname{Aut}_{\mathbf{C}}(A) / G \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma_{\varphi}^{-1}(G)$. Since $\pi$ acts on $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma_{\varphi}^{-1}(G)$ as in lemma 1.4.13, we can induce an action of $\pi$ on $\operatorname{Aut}_{\mathbf{C}}(A) / G$ such that this bijection becomes an isomorphism of $\pi$-sets. It is easy to verify that $A / G \cong A_{k} / \gamma_{\varphi}^{-1}(G)$ (this was done in the case $G=\operatorname{Aut}_{\mathbf{C}}(A)$ in remark 1.3.2(2), the general case is similar). Then, applying lemma 1.4.13, we have that

$$
H(A / G) \cong H\left(A_{k} / \gamma_{\varphi}^{-1}(G)\right) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / \gamma_{\varphi}^{-1}(G) \cong \operatorname{Aut}_{\mathbf{C}}(A) / G .
$$

Lemma 1.4.15. The functor $H$ defined in 1.4.2 is essentially surjective.
Proof. Let $Z$ be an object of $\pi$-sets. We assume first that $Z$ is connected, i.e. that the action of $\pi$ on $Z$ is transitive. By lemma 1.4.9(3), there exist $k \in J, G \leq$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ such that $Z \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$, with the action described as in the lemma. By lemma 1.4.13, we have that $H\left(A_{k} / G\right) \cong \operatorname{Aut}_{C}\left(A_{k}\right) / G$ (again, the quotient exists by (G2) of the definition of Galois category). Comparing the definitions of the actions that were given in the two lemmas, we see that they agree. Then we have that $Z \cong H\left(A_{k} / G\right)$.
We deal now with the general case. By proposition 1.2.20, we can write $Z=Z_{1} \amalg$ $\cdots \amalg Z_{n}$, with $Z_{1}, \ldots, Z_{n}$ connected (this is actually the orbit decomposition, see example 1.2.22). By what we proved above, there exist $X_{1}, \ldots, X_{n}$ objects of $\mathbf{C}$ such that $H\left(X_{i}\right) \cong Z_{i}$ for any $i=1, \ldots, n$. Then, applying corollary 1.4.12, we get that

$$
Z=Z_{1} \amalg \cdots \amalg Z_{n} \cong H\left(X_{1}\right) \amalg \cdots \amalg H\left(X_{n}\right) \cong H\left(X_{1} \amalg \cdots \amalg X_{n}\right) .
$$

It remains to prove that $H$ is full, i.e. that the map

$$
\operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)), f \mapsto H(f)
$$

is surjective for any $X, Y$ objects of $\mathbf{C}$. The following lemmas will allow us to consider only the case when $X$ and $Y$ are both connected.

Lemma 1.4.16. Let $X_{1}, \ldots, X_{n}, Y$ be objects of $\mathbf{C}$. Let $X$ be the sum of $X_{1}, \ldots, X_{n}$, together with the morphisms $q_{i}: X_{i} \rightarrow X$, for $i=1, \ldots, n$. For any $i=1, \ldots, n$, consider the map

$$
\eta_{i}: \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right) \rightarrow \operatorname{Hom}_{\pi-\text { sets }}\left(H\left(X_{i}\right), H(Y)\right), f \mapsto H(f)
$$

The maps $\eta_{1}, \ldots, \eta_{n}$ induce a map

$$
\begin{aligned}
\eta_{1} \times \cdots \times \eta_{n}: \prod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right) & \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{\pi-\text { sets }}\left(H\left(X_{i}\right), H(Y)\right) \\
\left(f_{1}, \ldots, f_{n}\right) & \mapsto\left(\eta_{1}\left(f_{1}\right), \ldots, \eta_{n}\left(f_{n}\right)\right)
\end{aligned}
$$

Moreover, consider the map

$$
\eta: \operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)), f \mapsto H(f)
$$

Then we have a bijection $\varphi: \operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right)$ and a bijection $\psi: \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{\pi \text {-sets }}\left(H\left(X_{i}\right), H(Y)\right)$ such that $\eta=\psi^{-1} \circ$ $\left(\eta_{1} \times \cdots \times \eta_{n}\right) \circ \varphi$. In particular, if $\eta_{i}$ is surjective for every $i=1, \ldots, n$, then $\eta$ is also surjective.

Proof. Define

$$
\varphi: \operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right), f \mapsto\left(f \circ q_{1}, \ldots, f \circ q_{n}\right)
$$

We have that $\varphi$ is bijective by the universal property of the sum. Analogously, define

$$
\begin{aligned}
\varphi^{\prime}: \operatorname{Hom}_{\pi-\text { sets }}\left(\coprod_{i=1}^{n} H\left(X_{i}\right), H(Y)\right) & \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{\pi-\text { sets }}\left(H\left(X_{i}\right), H(Y)\right) \\
f & \mapsto\left(f \circ q_{1}^{\prime}, \ldots, f \circ q_{n}^{\prime}\right)
\end{aligned}
$$

where $q_{j}^{\prime}: H\left(X_{j}\right) \rightarrow \coprod_{i=1}^{n} H\left(X_{i}\right)$, with $j=1, \ldots, n$, are the canonical inclusions. We have that also $\varphi^{\prime}$ is bijective by the universal property of the sum. Since $H$ commutes with finite sums (corollary 1.4.12), we have an isomorphism of $\pi$-sets $\vartheta: \coprod_{i=1}^{n} H\left(X_{i}\right) \rightarrow H(X)$ such that $\vartheta \circ q_{j}^{\prime}=H\left(q_{j}\right)$ for any $j=1, \ldots, n$. We have that $\vartheta$ induces the map

$$
\vartheta^{*}: \operatorname{Hom}_{\pi-\text { sets }}(H(X), H(Y)) \rightarrow \operatorname{Hom}_{\pi-\text { sets }}\left(\coprod_{i=1}^{n} H\left(X_{i}\right), H(Y)\right), f \mapsto f \circ \vartheta
$$

## CHAPTER 1. GALOIS CATEGORIES

which is a bijection because $\vartheta$ is an isomorphism. Define $\psi=\varphi^{\prime} \circ \vartheta^{*}$. Then $\psi$ is a bijection because it is a composition of bijections. Moreover, for any $f \in \operatorname{Hom}_{\mathbf{C}}(X, Y)$ we have

$$
\begin{aligned}
& (\psi \circ \eta)(f)=\psi(H(f))=\varphi^{\prime}\left(\vartheta^{*}(H(f))\right)=\varphi^{\prime}(H(f) \circ \vartheta)= \\
& \quad\left(H(f) \circ \vartheta \circ q_{i}^{\prime}\right)_{i=1, \ldots, n}=\left(H(f) \circ H\left(q_{i}\right)\right)_{i=1, \ldots, n}=\left(H\left(f \circ q_{i}\right)_{i=1, \ldots, n}=\right. \\
& \quad=\left(\eta_{1} \times \cdots \times \eta_{n}\right)\left(\left(f \circ q_{i}\right)_{i=1, \ldots, n}\right)=\left(\left(\eta_{1} \times \cdots \times \eta_{n}\right) \circ \varphi\right)(f) .
\end{aligned}
$$

So $\psi \circ \eta=\left(\eta_{1} \times \cdots \times \eta_{n}\right) \circ \varphi$, which implies the claim.
Finally, assume that $\eta_{i}$ is surjective for any $i=1, \ldots, n$ and let $\left(g_{1}, \ldots, g_{n}\right) \in$ $\prod_{i=1}^{n} \operatorname{Hom}_{\pi \text {-sets }}\left(H\left(X_{i}\right), H(Y)\right)$. Then for any $i=1, \ldots, n$, since $\eta_{i}$ is surjective, there exists $f_{i} \in \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right)$ such that $g_{i}=\eta_{i}\left(f_{i}\right)$. We have that $\left(f_{1}, \ldots, f_{n}\right) \in$ $\prod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right)$ and $\left(g_{1}, \ldots, g_{n}\right)=\left(\eta_{1} \times \cdots \times \eta_{n}\right)\left(\left(f_{1}, \ldots, f_{n}\right)\right)$. This shows that $\eta_{1} \times \cdots \times \eta_{n}$ is surjective. Hence $\eta=\psi^{-1} \circ\left(\eta_{1} \times \cdots \times \eta_{n}\right) \circ \varphi$ is surjective, because it is the composition of surjective maps.

The following lemma is in a sense the "converse" of lemma 1.4.13: while that lemma told us how to get connected $\pi$-sets as images of objects of $\mathbf{C}$, this one shows us what the effect of $H$ on connected objects of $\mathbf{C}$ is. At the same time, it gives a description of connected objects as quotients of Galois objects.

Lemma 1.4.17. Let B be a connected object of $\mathbf{C}$. Then:
(1) there exist $k \in J$ and a subgroup $G \leq \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ ( $G$ is finite because $A_{k}$ is Galois by remark 1.3.12 and so $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is finite by remark 1.3.2(1)) such that $H(B) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$, with the action given by $\sigma(\tau G)=\left(\sigma_{k} \tau\right) G$, for any $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right), \tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right) / G$ (this is the same as in lemma 1.4.9(3));
(2) $H(B)$ is a connected $\pi$-set, i.e. the action of $\pi$ on the set $H(B)=F(B)$ is transitive (see example 1.2.14(2));
(3) $B \cong A_{k} / G$, where $k$ and $G$ are as in point (1).

Proof. (1) By lemma 1.3.5, there exists a pair $(A, a) \in \mathcal{I}$ such that $A$ is Galois and $\psi_{(A, a)}^{B}: \operatorname{Hom}_{\mathbf{C}}(A, B) \rightarrow F(B)$ is bijective. Define $k:=[(A, a)]_{\sim}$. Since $A$ is Galois, $k \in J$. Since $[(A, a)]_{\sim}=k=\left[\left(A_{k}, a_{k}\right)\right]_{\sim}$, we have $(A, a) \sim\left(A_{k}, a_{k}\right)$, i.e. there exists an isomorphism $\varphi: A \rightarrow A_{k}$ such that $F(\varphi)(a)=a_{j}$. For any $f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right)$, we have that

$$
\begin{aligned}
\psi_{\left(A_{k}, a_{k}\right)}^{B}(f)=F(f)\left(a_{k}\right) & =F(f)(F(\varphi)(a))= \\
& =F(f \circ \varphi)(a)=\psi_{(A, a)}^{B}(f \circ \varphi)=\left(\psi_{(A, a)}^{B} \circ \varphi^{*}\right)(f),
\end{aligned}
$$

where $\varphi^{*}: \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}(A, B), g \mapsto g \circ \varphi$ is a bijection because $\varphi$ is an isomorphism. Then $\psi_{\left(A_{k}, a_{k}\right)}^{B}=\psi_{(A, a)}^{B} \circ \varphi^{*}$ is a bijection, because it is a composition of bijections. Since $B$ is connected, it is not initial (remark 1.2.13(1)). Then $F(B) \neq \emptyset$ (lemma 1.2.17). Since $F(B) \cong \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right)$
via $\psi_{\left(A_{k}, a_{k}\right)}^{B}$, we have that $\operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right) \neq \emptyset$. By lemma 1.3.13, $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ acts transitively on $\operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right)$. Since $\psi_{\left(A_{k}, a_{k}\right)}^{B}$ is bijective, this induces a transitive action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ on $F(B)$ :

$$
\sigma b=\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(\sigma \cdot\left(\psi_{\left(A_{k}, a_{k}\right)}^{B}\right)^{-1}(b)\right),
$$

for any $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right), b \in F(B)$. We claim that this action is compatible with that of $\pi$ on $F(B)=H(B)$, in the sense that $\sigma b=\sigma_{k} b$ for any $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right), b \in B$. Remember that the action of $\pi$ on $F(B)=H(B)$ was induced by that on $\lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B\right)$ via the bijection $\psi_{B}^{\prime}: \varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B\right) \rightarrow F(B)$ defined as in the proof of proposition 1.2.35, but considering $J$ as index set instead of $I$. Then we have $\psi_{B}^{\prime}\left([f]_{\sim}\right)=\psi_{\left(A_{j}, a_{j}\right)}^{B}(f)$ for any $f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B\right)$, with $j \in J$. Let $b \in B$. Since $\psi_{\left(A_{k}, a_{k}\right)}^{B}$ is bijective, there exists a unique $f \in \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right)$ such that $b=\psi_{\left(A_{k}, a_{k}\right)}^{B}(f)$. Then we have

$$
\psi_{B}^{\prime}\left([f]_{\sim}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{B}(f)=b
$$

This means that $[f]_{\sim}=\left(\psi_{B}^{\prime}\right)^{-1}(b)$. So, if $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\varliminf_{\varliminf_{j \in J}} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$, we have

$$
\begin{aligned}
& \sigma b=\psi_{B}^{\prime}\left(\sigma\left(\left(\psi_{B}^{\prime}\right)^{-1}(b)\right)\right)=\psi_{B}^{\prime}\left(\sigma[f]_{\sim}\right)=\psi_{B}^{\prime}\left(\left[f \circ \sigma_{k}^{-1}\right]_{\sim}\right)= \\
& \quad=\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(f \circ \sigma_{k}^{-1}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(\sigma \cdot\left(\psi_{\left(A_{k}, a_{k}\right)}^{B}\right)^{-1}(b)\right)=\sigma_{k} b
\end{aligned}
$$

which is what we wanted. Fix now $b_{0} \in F(b)$. Then, since the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ on $F(B)$ is transitive, we have that $F(B)$ is isomorphic as an $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-set to $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$, where $G=\operatorname{Stab}_{\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)}\left(b_{0}\right)$ and the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ on $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$ is defined by $\sigma(\tau G)=(\sigma \tau) G$ for any $\sigma \in$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right), \tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$ (this is well known by the theory of group actions, but can also be seen as a consequence of lemma 1.4.9, since $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is the projective limit of itself and is finite). More precisely, the following map is an isomorphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-sets:

$$
\vartheta: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G \rightarrow F(B), \tau G \mapsto \tau b_{0} .
$$

But $F(B)=H(B)$ is also a $\pi$-set and $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$ can be seen as a $\pi$-set as in the statement. We claim that $\vartheta$ is an isomorphism of $\pi$-sets. Since we already know that it is bijective, we only have to prove that it is a morphism of $\pi$-sets. Let $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi=\lim _{j \in J} \operatorname{Aut}_{\mathbf{C}}\left(A_{j}\right)$ and $\tau G \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$. Then

$$
\vartheta(\sigma(\tau G))=\vartheta\left(\left(\sigma_{k} \tau\right) G\right)=\left(\sigma_{k} \tau\right) b_{0}=\sigma_{k}\left(\tau b_{0}\right)=\sigma\left(\tau b_{0}\right)=\sigma \vartheta(\tau G)
$$

This proves that $\vartheta$ is a morphism of $\pi$-sets. So $H(B) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$ as $\pi$-sets.
(2) Let $b_{1}, b_{2} \in H(B)$. Since the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ on $F(B)=H(B)$ is transitive, there exists $\tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ such that $b_{2}=\tau b_{1}$. By lemma 1.3.16, the projection $p_{k}: \pi \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is surjective. Then there exists $\sigma=\left(\sigma_{j}\right)_{j \in J} \in \pi$ such that $\tau=p_{k}(\sigma)=\sigma_{k}$. So, by what we proved above, we have $\sigma b_{1}=\sigma_{k} b_{1}=\tau b_{1}=b_{2}$. This shows that the action of $\pi$ on $H(B)$ is transitive.
(3) First of all, notice that the quotient $A_{k} / G$ exists by (G2) of the definition of Galois category. Let $f_{0}=\psi_{\left(A_{k}, a_{k}\right)}^{-1}(b) \in \operatorname{Hom}_{\mathbf{C}}\left(A_{k}, B\right)$ and let $\sigma \in G$. Since $G$ is a subgroup of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$, we have that also $\sigma^{-1} \in G=\operatorname{Stab}_{\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)}\left(b_{0}\right)$. Then

$$
\begin{aligned}
\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(f_{0}\right)=b_{0} & =\sigma^{-1} b_{0}= \\
& =\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(\sigma^{-1} \cdot\left(\psi_{\left(A_{k}, a_{k}\right)}^{B}\right)^{-1}\left(b_{0}\right)\right)=\psi_{\left(A_{k}, a_{k}\right)}^{B}\left(\sigma^{-1} \cdot f_{0}\right)
\end{aligned}
$$

Since $\psi_{\left(A_{k}, a_{k}\right)}^{B}$ is injective, this implies that $f_{0}=\sigma^{-1} . f_{0}=f_{0} \circ \sigma$. Since this holds for any $\sigma$ in $G$, by the universal property of the quotient (definition 1.1.1(5)) there exists a (unique) morphism $\overline{f_{0}}: A_{k} / G \rightarrow B$ such that $f_{0}=\overline{f_{0}} \circ p$, where $p: A_{k} \rightarrow A_{k} / G$ is the morphism that appears in the definition of quotient. We claim that $\overline{f_{0}}$ is an isomorphism. By (G6) of the definition of Galois category, it is enough to prove that $F\left(\overline{f_{0}}\right): F\left(A_{k} / G\right) \rightarrow F(B)$ is an isomorphism of sets, i.e. a bijection. Since $A_{k}$ is Galois, it is not initial. Then, since $B$ is connected, lemma 1.3.9 tells us that $F\left(f_{0}\right)$ is surjective. Since $F\left(f_{0}\right)=F\left(\overline{f_{0}}\right) \circ F(p)$, it follows that $F\left(\overline{f_{0}}\right)$ is also surjective. Since $F\left(A_{k} / G\right)$ and $F(B)$ are finite sets, if we prove that they have the same cardinality it will follow that $F\left(\overline{f_{0}}\right)$ is bijective. By lemma 1.4.13, $H\left(A_{k} / G\right)$ is isomorphic as a $\pi$-set to $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / G$, which in turn is isomorphic to $H(B)$ by point (1). Then $H\left(A_{k} / G\right)$ and $H(B)$ are isomorphic as $\pi$-sets. In particular, they are isomorphic as sets, so we must have

$$
\left|F\left(A_{k} / G\right)\right|=\left|H\left(A_{k} / G\right)\right|=|H(B)|=|F(B)|
$$

(recall that, as sets, $F(X)$ and $H(X)$ coincide, for any object $X$ of $\mathbf{C}$ ). This ends the proof.

Lemma 1.4.18. Let $X, Y$ be objects of $\mathbf{C}$ with $X$ connected. If $f: X \rightarrow Y$ is an epimorphism, then $Y$ is also connected.

Proof. Let $Z$ be an object of $\mathbf{C}$ and $g: Z \rightarrow Y$ a monomorphism. Assume that $Z$ is not initial. We have to prove that $g$ is an isomorphism (see remark 1.2.13(2)). Consider the fibred product $Z \times_{Y} X$ (which exists by (G1) of the definition of Galois category), with projections $p_{1}: Z \times_{Y} X \rightarrow Z, p_{2}: Z \times_{Y} X \rightarrow X$. By lemma 1.2.15, $p_{2}$ is a monomorphism, because $g$ is a monomorphism. Since $X$ is connected, we have that either $Z \times_{Y} X$ is initial or $p_{2}$ is an isomorphism. By (G4) of the definition of Galois category, we have that $F\left(Z \times_{Y} X\right) \cong F(Z) \times_{F(Y)} F(X)$. Since $f$ is an epimorphism, by (G5) of the definition of Galois category we have that
$F(f): F(X) \rightarrow F(Y)$ is an epimorphism of sets, i.e. a surjective map (see example 1.1.3(6)). Since $Z$ is not initial, $F(Z) \neq \emptyset$ (lemma 1.2.17). So there exists $z \in F(Z)$. Then $F(g)(z) \in F(Y)$. Since $F(f)$ is surjective, there exists $x \in F(X)$ such that $F(f)(x)=F(g)(z)$. Then $(z, x) \in F(Z) \times_{F(Y)} F(X)$ (see example 1.1.3(2)). This means that $F(Z) \times_{F(Y)} F(X) \neq \emptyset$ and so $F\left(Z \times_{Y} X\right) \neq \emptyset$, which implies that $Z \times_{Y} X$ is not initial, by (G5) of the definition of Galois category. So $p_{2}$ is an isomorphism. This implies that $F\left(p_{2}\right)$ is an isomorphism of sets, i.e. a bijection. We prove now that $F(g)$ is surjective. Let $y \in F(Y)$. Since $F(f)$ is surjective, there exists $x \in F(X)$ such that $F(f)(x)=y$. Since $F\left(p_{2}\right)$ is a bijection, also the projection $F(Z) \times_{F(Y)} F(X) \rightarrow F(X)$ is a bijection, in particular it is surjective. Then there exists $z \in F(Z)$ such that $(z, x) \in F(Z) \times_{F(Y)} F(X)$. This means that $F(g)(z)=F(f)(x)=y$. So $F(g)$ is surjective. But $g$ is a monomorphism, so $F(g)$ is also injective, by corollary 1.2 .10 . Then $F(g)$ is a bijection, i.e. an isomorphism of sets. By (G6) of the definition of Galois category, $g$ is an isomorphism, which is what we had to prove.

Lemma 1.4.19. Let $X, Y$ be objects of $\mathbf{C}$, with $X$ connected. Let $q_{1}: Y_{1} \rightarrow$ $Y, \ldots, q_{n}: Y_{n} \rightarrow Y$ be the connected components of $Y$. For any $i=1, \ldots, n$, consider the map

$$
\eta_{i}: \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right) \rightarrow \operatorname{Hom}_{\pi-\text { sets }}\left(H(X), H\left(Y_{i}\right)\right), f \mapsto H(f) .
$$

The maps $\eta_{1}, \ldots, \eta_{n}$ induce a map

$$
\begin{aligned}
\eta^{\prime}: \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right) & \rightarrow \coprod_{i=1}^{n} \operatorname{Hom}_{\pi-\text { sets }}\left(H(X), H\left(Y_{i}\right)\right), \\
f & \mapsto \eta_{j}(f) \text { if } f \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j}\right)
\end{aligned}
$$

Moreover, consider the map

$$
\eta: \operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)), f \mapsto H(f) .
$$

Then we have a bijection $\varphi: \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}(X, Y)$ and a bijection $\psi$ : $\coprod_{i=1}^{n} \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{i}\right)\right) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y))$ such that $\eta=\psi \circ \eta^{\prime} \circ \varphi^{-1}$. In particular, if $\eta_{i}$ is surjective for every $i=1, \ldots, n$, then $\eta$ is also surjective.
Proof. Since $H$ commutes with finite sums (corollary 1.4.12), we have an isomorphism of $\pi$-sets $\vartheta: \coprod_{i=1}^{n} H\left(Y_{i}\right) \rightarrow H(Y)$ such that $\vartheta \circ q_{j}^{\prime}=H\left(q_{j}\right)$ for any $j=1, \ldots, n$, where $q_{j}^{\prime}: H\left(Y_{j}\right) \rightarrow \coprod_{i=1}^{n} H\left(Y_{i}\right)$ is the canonical inclusion.
Define

$$
\varphi: \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}(X, Y), f \mapsto q_{j} \circ f
$$

where $j$ is the unique element of $\{1, \ldots, n\}$ such that $f \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j}\right)$. We prove that $\varphi$ is bijective.
Let $f_{1}, f_{2} \in \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right)$ such that $\varphi\left(f_{1}\right)=\varphi\left(f_{2}\right)$. Let $j_{1}, j_{2} \in\{1, \ldots, n\}$ such that $f_{1} \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j_{1}}\right), f_{2} \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j_{2}}\right)$. Then $q_{j_{1}} \circ f_{1}=q_{j_{2}} \circ f_{2}$. Applying $H$, we get $H\left(q_{j_{1}}\right) \circ H\left(f_{1}\right)=H\left(q_{j_{2}}\right) \circ H\left(f_{2}\right)$. Then

$$
q_{j_{1}}^{\prime} \circ H\left(f_{1}\right)=\vartheta^{-1} \circ H\left(q_{j_{1}}\right) \circ H\left(f_{1}\right)=\vartheta^{-1} \circ H\left(q_{j_{2}}\right) \circ H\left(f_{2}\right)=q_{j_{2}}^{\prime} \circ H\left(f_{2}\right) .
$$

In particular, $\operatorname{Im}\left(q_{j_{1}}^{\prime} \circ H\left(f_{1}\right)\right)=\operatorname{Im}\left(q_{j_{2}}^{\prime} \circ H\left(f_{2}\right)\right)$ (and this image is non-empty, because $X$ connected implies that $X$ is not initial and then $H(X) \neq \emptyset)$. $\operatorname{But} \operatorname{Im}\left(q_{j_{1}}^{\prime} \circ H\left(f_{1}\right)\right) \subseteq$ $\operatorname{Im}\left(q_{j_{1}}^{\prime}\right)$ and $\operatorname{Im}\left(q_{j_{2}}^{\prime} \circ H\left(f_{2}\right)\right) \subseteq \operatorname{Im}\left(q_{j_{2}}^{\prime}\right)$. $\operatorname{So} \operatorname{Im}\left(q_{j_{1}}^{\prime}\right) \cap \operatorname{Im}\left(q_{j_{2}}^{\prime}\right) \neq \emptyset$, which implies that $j_{1}=j_{2}$ (recall that the sum $\coprod_{i=1}^{n} H\left(Y_{i}\right)$ is just the disjoint union of the $H\left(Y_{i}\right)$ 's, with a suitable action of $\pi$, see the proof of proposition 1.1.15). So $q_{j_{1}}^{\prime} \circ f_{1}=q_{j_{1}}^{\prime} \circ f_{2}$. But $q_{j_{1}}^{\prime}$ is a monomorphism by assumption (because it defines a subobject of $Y$ ). Then we must have $f_{1}=f_{2}$. So $\varphi$ is injective.
Let now $f \in \operatorname{Hom}_{\mathbf{C}}(X, Y)$. By (G3) of the definition of Galois category, we can write $f=u^{\prime} \circ u^{\prime \prime}$, where $u^{\prime \prime}: X \rightarrow Z$ is an epimorphism and $u^{\prime}: Z \rightarrow Y$ is a monomorphism. By lemma 1.4.18, $Z$ is connected, because $X$ is connected. Then, by lemma 1.2.19, there exists a unique $j \in\{1, \ldots, n\}$ such that $u^{\prime}$ is equivalent to $q_{j}$. This means that there exists an isomorphism $\alpha: Z \rightarrow Y_{j}$ such that $u^{\prime}=q_{j} \circ \alpha$. We have that $\alpha \circ u^{\prime \prime} \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j}\right) \subseteq \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right)$ and $\varphi\left(\alpha \circ u^{\prime \prime}\right)=q_{j} \circ \alpha \circ u^{\prime \prime}=u^{\prime} \circ u^{\prime \prime}=f$. This proves surjectivity.
Define now

$$
\varphi^{\prime}: \coprod_{i=1}^{n} \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{i}\right)\right) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), \coprod_{i=1}^{n} H\left(Y_{i}\right)\right), f \mapsto q_{j}^{\prime} \circ f,
$$

where $j \in\{1, \ldots, n\}$ is such that $f \in \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{j}\right)\right)$. Recall that $\pi$-sets is a Galois category (proposition 1.1.15). By lemma 1.4.17(2), $H(X)$ is connected and also $H\left(Y_{j}\right)$ is connected, for any $j=1, \ldots, n$. Then $q_{1}^{\prime}, \ldots, q_{n}^{\prime}$ are the connected components of $\coprod_{i=1}^{n} H\left(Y_{i}\right)$. This means that the same argument that we used to prove that $\varphi$ is bijective applies also to $\varphi^{\prime}$. Then $\varphi^{\prime}$ is bijective. We have that $\vartheta$ induces the map

$$
\vartheta_{*}: \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), \coprod_{i=1}^{n} H\left(Y_{i}\right)\right) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)), f \mapsto \vartheta \circ f,
$$

which is a bijection because $\vartheta$ is an isomorphism. Define $\psi=\vartheta_{*} \circ \varphi^{\prime}$. Then $\psi$ is a bijection because it is a composition of bijections. Moreover, let $f \in \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right)$ and let $j \in\{1, \ldots, n\}$ be such that $f \in \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j}\right)$. Then we have

$$
\begin{aligned}
& (\eta \circ \varphi)(f)=\eta\left(q_{j} \circ f\right)=H\left(q_{j} \circ f\right)=H\left(q_{j}\right) \circ H(f)=\vartheta \circ q_{j}^{\prime} \circ H(f)= \\
& \quad=\vartheta \circ \varphi^{\prime}(H(f))=\vartheta_{*}\left(\varphi^{\prime}(H(f))\right)=\left(\vartheta_{*} \circ \varphi^{\prime}\right)\left(\eta^{\prime}(f)\right)=\left(\psi \circ \eta^{\prime}\right)(f) .
\end{aligned}
$$

So $\eta \circ \varphi=\psi \circ \eta^{\prime}$, which implies the claim.
Finally, if $\eta_{i}$ is surjective for any $i=1, \ldots, n$ and $g \in \coprod_{i=1}^{n} \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{i}\right)\right)$, there exists a unique $j \in\{1, \ldots, n\}$ such that $g \in \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{j}\right)\right)$. Then, since $\eta_{j}$ is surjective, there exists $f \in \operatorname{Hom}_{\mathbf{C}}\left(H, Y_{j}\right) \subseteq \coprod_{i=1}^{n} \operatorname{Hom}_{\mathbf{C}}\left(X, Y_{i}\right)$ such that $g=\eta_{j}(f)=\eta^{\prime}(f)$. This shows that $\eta^{\prime}$ is surjective. Hence $\eta=\psi \circ \eta^{\prime} \circ \varphi^{-1}$ is surjective, because it is the composition of surjective maps.

Lemma 1.4.20. The functor $H$ defined in 1.4.2 is full.
Proof. Let $X, Y$ be objects of $\mathbf{C}$. We have to prove that the map

$$
\operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y)), f \mapsto H(f)
$$

is surjective. By proposition 1.2 .20 , we can write $X=\coprod_{i=1}^{n} X_{i}$, where $X_{i} \rightarrow X$ with $i=1, \ldots, n$ are the connected components of $X$. Then by lemma 1.4.16 it is enough to prove that the map $\operatorname{Hom}_{\mathbf{C}}\left(X_{i}, Y\right) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}\left(H\left(X_{i}\right), H(Y)\right), f \mapsto H(f)$ is surjective for any $i=1, \ldots, n$. So we can assume without loss of generality that $X$ is connected.
Again by proposition 1.2.20, we can write $Y=\coprod_{j=1}^{m} Y_{i}$, where $Y_{j} \rightarrow Y$ with $j=1, \ldots, m$ are the connected components of $Y$. Then by lemma 1.4.19 it is enough to prove that the map $\operatorname{Hom}_{\mathbf{C}}\left(X, Y_{j}\right) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}\left(H(X), H\left(Y_{j}\right)\right), f \mapsto H(f)$ is surjective for any $j=1, \ldots, m$. So we can assume without loss of generality that also $Y$ is connected.
Notice that $\operatorname{Hom}_{\mathbf{C}}(X, Y)$ is finite. Indeed, since $X$ is connected we have that $\psi_{(X, x)}^{Y}: \operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow F(Y)$ is injective, where $x$ is any element of $F(X)$ (which is non-empty because $X$ connected implies that $X$ is not initial, see remark 1.2.13(1) and lemma 1.2.17). Then $\left|\operatorname{Hom}_{\mathbf{C}}(X, Y)\right| \leq|F(Y)|<+\infty$. By corollary 1.4.8, we know that the map $\operatorname{Hom}_{\mathbf{C}}(X, Y) \rightarrow \operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y))$ is injective. Then, in order to show that it is surjective, it is enough to show that $\left|\operatorname{Hom}_{\mathbf{C}}(X, Y)\right|=$ $\left|\operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y))\right|$.
By lemma 1.4.17, there exist $k_{1}, k_{2} \in J, G_{1} \leq \operatorname{Aut}_{\mathbf{C}}\left(A_{k_{1}}\right), G_{2} \leq \operatorname{Aut}_{\mathbf{C}}\left(A_{k_{2}}\right)$ such that $X \cong A_{k_{1}} / G_{1}$ and $Y \cong A_{k_{2}} / G_{2}$. Since $J$ is directed (lemma 1.3.10), there exists $k \in J$ such that $k \geq k_{1}$ and $k \geq j_{2}$. Define $L_{1}:=\rho_{k k_{1}}^{-1}\left(G_{1}\right) \leq \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ and $L_{2}:=\rho_{k k_{2}}^{-1}\left(G_{2}\right) \leq \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. By (G2) of the definition of Galois category, the quotients $A_{k} / L_{1}$ and $A_{k} / L_{2}$ exist in C. Denote by $p_{1}: A_{k_{1}} \rightarrow A_{k_{1}} / G_{1}$, $p_{2}: A_{k_{2}} \rightarrow A_{k_{2}} / G_{2}, q_{1}: A_{k} \rightarrow A_{k} / L_{1}, q_{2}: A_{k} \rightarrow A_{k} / L_{2}$ the morphisms that appear in the definition of the quotients. Consider the morphism $p_{1} \circ f_{k k_{1}}: A_{k} \rightarrow A_{k_{1}} / G_{1}$. Let $\sigma \in L_{1}=\rho_{k k_{1}}^{-1}\left(G_{1}\right)$. Then $\rho_{k k_{1}}(\sigma) \in G_{1}$ and this implies that $p_{1} \circ \rho_{k k_{1}}(\sigma)=p_{1}$ (definition of quotient). By definition of $\rho_{k k_{1}}$ (proposition 1.3.14), we have that

$$
p_{1} \circ f_{k k_{1}} \circ \sigma=p_{1} \circ \rho_{k k_{1}}(\sigma) \circ f_{k k_{1}}=p_{1} \circ f_{k k_{1}}
$$

Since this holds for any $\sigma \in L_{1}$, by the universal property of the quotient there exists a morphism $\varphi: A_{k} / L_{1} \rightarrow A_{k_{1}} / G_{1}$ such that $p_{1} \circ f_{k k_{1}}=\varphi \circ q_{1}$. We claim that $\varphi$ is an isomorphism. By (G6) of the definition of Galois category, it is enough to prove that $F(\varphi): F\left(A_{k} / L_{1}\right) \rightarrow F\left(A_{k_{1}} / G_{1}\right)$ is an isomorphism of sets, i.e. a bijection. We have that $A_{k_{1}} / G_{1} \cong X$ is connected. Then, by lemma 1.3.9, $F(\varphi)$ is surjective. Since the sets are finite, in order to prove that $F(\varphi)$ is bijective it is enough to show that they have the same cardinality. As sets, we have that $F\left(A_{k} / L_{1}\right)=H\left(A_{k} / L_{1}\right) \cong$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}$ and $F\left(A_{k_{1}} / G_{1}\right)=H\left(A_{k_{1}} / G_{1}\right) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k_{1}}\right) / G_{1}$ (see lemma 1.4.13). Using the fact that $\rho_{k k_{1}}$ is surjective, it is immediate to prove that the following map is well-defined and bijective:

$$
\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1} \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k_{1}}\right) / G_{1}, \sigma L_{1} \mapsto \rho_{k k_{1}}(\sigma) G_{1}
$$

Then $\left|\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}\right|=\left|\operatorname{Aut}_{\mathbf{C}}\left(A_{k_{1}}\right) / G_{1}\right|$. So $X \cong A_{k_{1}} / G_{1} \cong A_{k} / L_{1}$. In the same way, one can show that $Y \cong A_{k_{2}} / G_{2} \cong A_{k} / L_{2}$. These isomorphisms induce a bijection between $\operatorname{Hom}_{\mathbf{C}}(X, Y)$ and $\operatorname{Hom}_{\mathbf{C}}\left(A_{k} / L_{1}, A_{k} / L_{2}\right)$. In particular, we have that $\left|\operatorname{Hom}_{\mathbf{C}}(X, Y)\right|=\left|\operatorname{Hom}_{\mathbf{C}}\left(A_{k} / L_{1}, A_{k} / L_{2}\right)\right|$. Applying lemma 1.4.13, we have that $H(X) \cong H\left(A_{k} / L_{1}\right) \cong \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}$ and $H(Y) \cong H\left(A_{k} / L_{2}\right) \cong$
$\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}$. Then we have a bijection between $\operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y))$ and $\operatorname{Hom}_{\pi \text {-sets }}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}, \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}\right)$. So

$$
\left|\operatorname{Hom}_{\pi \text {-sets }}(H(X), H(Y))\right|=\left|\operatorname{Hom}_{\pi \text {-sets }}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}, \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}\right)\right| .
$$

Then what we have to prove is that

$$
\left|\operatorname{Hom}_{\mathbf{C}}\left(A_{k} / L_{1}, A_{k} / L_{2}\right)\right|=\left|\operatorname{Hom}_{\pi \text {-sets }}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}, \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}\right)\right| .
$$

Let us count how many morphisms of $\pi$-sets we have between $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}$ and $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}$. Notice that, by definition of the action of $\pi$ and using the fact that $p_{k}: \pi \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is surjective (lemma 1.3.16), a map $f: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1} \rightarrow$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}$ is a morphism of $\pi$-sets if and only if it is a morphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ sets. Let $f: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1} \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}$ be a morphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-sets and consider $\sigma L_{1} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}$. Then $f\left(\sigma L_{1}\right)=f\left(\sigma\left(L_{1}\right)\right)=\sigma f\left(L_{1}\right)$, since $f$ is a morphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-sets. This shows that $f$ is uniquely determined by $f\left(L_{1}\right)$. Since $f\left(L_{1}\right) \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}$, there exists $\tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ such that $f\left(L_{1}\right)=\tau L_{2}$. For any $\sigma \in L_{1}$, we have $\sigma L_{1}=L_{1}$ and so

$$
\tau L_{2}=f\left(L_{1}\right)=f\left(\sigma L_{1}\right)=\sigma f\left(L_{1}\right)=\sigma\left(\tau L_{2}\right)=(\sigma \tau) L_{2} .
$$

This means that $\tau^{-1} \sigma \tau \in L_{2}$.
On the other hand, let $\tau L_{2} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ be such that $\tau^{-1} \sigma \tau \in L_{2}$ for any $\sigma \in L_{1}$. Notice that this condition does not depend on the representative we choose. Indeed, if $\tau^{\prime} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ is such that $\tau L_{2}=\tau^{\prime} L_{2}$, then there exists $\tau_{0} \in L_{2}$ such that $\tau^{\prime}=\tau \tau_{0}$ and so $\left(\tau^{\prime}\right)^{-1} \sigma \tau^{\prime}=\tau_{0}^{-1}\left(\tau^{-1} \sigma \tau\right) \tau_{0} \in L_{2}$, because $L_{2}$ is a subgroup of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. Define

$$
f_{\tau L_{2}}: \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1} \rightarrow \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}, \sigma L_{1} \mapsto(\sigma \tau) L_{2}
$$

We have that $f_{\tau L_{2}}$ is well defined. Indeed, if $\sigma_{1} L_{1}=\sigma_{2} L_{2}$, with $\sigma_{1}, \sigma_{2} \in \operatorname{Aut} \mathbf{C}\left(A_{k}\right)$, then $\sigma_{2}^{-1} \sigma_{1} \in L_{1}$ and so $\left(\sigma_{2} \tau\right)^{-1}\left(\sigma_{1} \tau\right)=\tau^{-1} \sigma_{2}^{-1} \sigma_{1} \tau \in L_{2}$ by the assumption on $\tau L_{2}$. This means that $\left(\sigma_{1} \tau\right) L_{2}=\left(\sigma_{2} \tau\right) L_{2}$. Clearly, $f_{\tau L_{2}}\left(L_{1}\right)=\tau L_{2}$. Moreover, $f_{\tau L_{2}}$ is a morphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-sets. Indeed, if $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ and $\sigma^{\prime} L_{1} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}$, we have that

$$
\begin{aligned}
f_{\tau L_{2}}\left(\sigma\left(\sigma^{\prime} L_{1}\right)\right)=f_{\tau L_{2}}\left(\left(\sigma \sigma^{\prime}\right) L_{1}\right)=(( & \left.\left(\sigma \sigma^{\prime}\right) \tau\right) L_{2}= \\
& =\left(\sigma\left(\sigma^{\prime} \tau\right)\right) L_{2}=\sigma\left(\left(\sigma^{\prime} \tau\right) L_{2}\right)=\sigma f_{\tau L_{2}}\left(\sigma^{\prime} L_{1}\right) .
\end{aligned}
$$

So, if $\tau L_{2} \in \operatorname{Aut} \mathbf{C}\left(A_{k}\right) / L_{2}$ satisfies $\tau^{-1} \sigma \tau \in L_{2}$ for any $\sigma \in L_{1}$, we have a morphism of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$-sets sending $L_{1}$ into $\tau L_{2}$. This shows that

$$
\begin{aligned}
& \left|\operatorname{Hom}_{\pi \text {-sets }}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}, \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}\right)\right|= \\
& =\left|\operatorname{Hom}_{\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)}\left(\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{1}, \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}\right)\right|= \\
& \quad=\left|\left\{\tau L_{2} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}: \forall \sigma \in L_{1} \quad \tau^{-1} \sigma \tau \in L_{2}\right\}\right| .
\end{aligned}
$$

We count now the number of morphisms between $A_{k} / L_{1}$ and $A_{k} / L_{2}$. Let $f$ : $A_{k} / L_{1} \rightarrow A_{k} \rightarrow L_{2}$ be a morphism in C. Consider the following diagram.


By uniqueness in the universal property of the quotient, $f$ is uniquely determined by the composition $f \circ q_{1}$. We have that $A_{k} / L_{2} \cong Y$ is connected, so $F\left(q_{2}\right)$ : $F\left(A_{k}\right) \rightarrow F\left(A_{k} / L_{2}\right)$ is surjective by lemma 1.3.9. Then there exists $a^{\prime} \in F\left(A_{k}\right)$ such that $F\left(q_{2}\right)\left(a^{\prime}\right)=F\left(f \circ q_{1}\right)\left(a_{k}\right)$. Since $A_{k}$ is Galois, the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ on $F\left(A_{k}\right)$ is transitive (lemma 1.3.4). Then there exists $\tau \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ such that $a^{\prime}=\tau a_{k}=F(\tau)\left(a_{k}\right)$. So we have

$$
\begin{aligned}
& \psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}\left(f \circ q_{1}\right)=F\left(f \circ q_{1}\right)\left(a_{k}\right)=F\left(q_{2}\right)\left(a^{\prime}\right)= \\
& =F\left(q_{2}\right)\left(F(\tau)\left(a_{k}\right)\right)=F\left(q_{2} \circ \tau\right)\left(a_{k}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}\left(q_{2} \circ \tau\right) .
\end{aligned}
$$

Since $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}$ is injective (lemma 1.2.30), this implies that $f \circ q_{1}=q_{2} \circ \tau$. Let $\tau^{\prime} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$. We have that $q_{2} \circ \tau^{\prime}=f \circ q_{1}=q_{2} \circ \tau$ if and only if

$$
F\left(q_{2} \circ \tau^{\prime}\right)\left(a_{k}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}\left(q_{2} \circ \tau^{\prime}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}\left(q_{2} \circ \tau\right)=F\left(q_{2} \circ \tau\right)\left(a_{k}\right)
$$

(the "only if" follows from the injectivity of $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k} / L_{2}}$ ). By (G5) of the definition of Galois category, there exists a bijection

$$
\vartheta: F\left(A_{k} / L_{2}\right) \rightarrow F\left(A_{k}\right) / F\left(L_{2}\right)
$$

such that $\vartheta \circ F\left(q_{2}\right)=q$, where $q: F\left(A_{k}\right) \rightarrow F\left(A_{k}\right) / F\left(L_{2}\right), x \mapsto F\left(L_{2}\right) x$ is the projection on the set of orbits. Then we have that $F\left(q_{2} \circ \tau^{\prime}\right)\left(a_{k}\right)=F\left(q_{2} \circ \tau\right)\left(a_{k}\right)$ if and only if $\vartheta\left(F\left(q_{2} \circ \tau^{\prime}\right)\left(a_{k}\right)\right)=\vartheta\left(F\left(q_{2} \circ \tau\right)\left(a_{k}\right)\right)$, i.e. if and only if

$$
F\left(L_{2}\right) F\left(\tau^{\prime}\right)\left(a_{k}\right)=q\left(F\left(\tau^{\prime}\right)\left(a_{k}\right)\right)=q\left(F(\tau)\left(a_{k}\right)\right)=F\left(L_{2}\right) F(\tau)\left(a_{k}\right) .
$$

This happens if and only if there exists $\sigma \in L_{2}$ such that

$$
F\left(\tau^{\prime}\right)\left(a_{k}\right)=F(\sigma)\left(F(\tau)\left(a_{k}\right)\right)=F(\sigma \tau)\left(a_{k}\right)
$$

But this means that $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}\left(\tau^{\prime}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}(\sigma \tau)$ and this is true if and only if $\tau^{\prime}=\sigma \tau$, by injectivity of $\psi_{\left(A_{k}, a_{k}\right)}^{A_{k}}$. Hence we proved that $q_{2} \circ \tau^{\prime}=f \circ q_{1}$ if and only if $\tau^{\prime} \in L_{2} \tau$. So $f$ is uniquely determined by the right coset $L_{2} \tau$ and different cosets give rise to different morphisms. In the rest of the proof, we will denote by $L_{2} \backslash \operatorname{Aut} \mathbf{C}_{\mathbf{C}}\left(A_{k}\right)$ the set of right cosets.
Let $\sigma \in L_{1}$. By definition of quotient, we have that $q_{1} \circ \sigma=q_{1}$. Then $q_{2} \circ \tau \circ \sigma=$ $f \circ q_{1} \circ \sigma=f \circ q_{1}$, which implies that $L_{2}(\tau \sigma)=L_{2} \tau$, by what we proved above. This means that $\tau \sigma \tau^{-1} \in L_{2}$.
On the other hand, let $L_{2} \tau \in L_{2} \backslash \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$ be such that $\tau \sigma \tau^{-1} \in L_{2}$ for any $\sigma \in L_{1}$ (the fact that this does not depend on the representative can be proved as above). Let $\sigma \in L_{1}$. Then, since $\tau \sigma \tau^{-1} \in L_{2}$, we have that $q_{2} \circ\left(\tau \sigma \tau^{-1}\right)=q_{2}$, by definition
of the quotient. This means that $\left(q_{2} \circ \tau\right) \circ \sigma=q_{2} \circ \tau$. Since this holds for any $\sigma \in L_{1}$, there exists a unique $f: A_{k} / L_{1} \rightarrow A_{k} / L_{2}$ such that $q_{2} \circ \tau=f \circ q_{1}$. This shows that

$$
\left|\operatorname{Hom}_{\mathbf{C}}\left(A_{k} / L_{1}, A_{k} / L_{2}\right)\right|=\left|\left\{L_{2} \tau \in L_{2} \backslash \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right): \forall \sigma \in L_{1} \quad \tau \sigma \tau^{-1} \in L_{2}\right\}\right|
$$

To finish the proof, define $U:=\left\{\tau L_{2} \in \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right) / L_{2}: \forall \sigma \in L_{1} \quad \tau^{-1} \sigma \tau \in L_{2}\right\}$ and $V:=\left\{L_{2} \tau \in L_{2} \backslash \operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right): \forall \sigma \in L_{1} \quad \tau \sigma \tau^{-1} \in L_{2}\right\}$ and consider the map

$$
\alpha: U \rightarrow V, \tau L_{2} \mapsto L_{2} \tau^{-1}
$$

Let us check that this is well defined. First of all, if $\tau_{1} L_{2}=\tau_{2} L_{2}$, with $\tau_{1}, \tau_{2} \in$ $\operatorname{Aut}_{\mathbf{C}}\left(A_{k}\right)$, then we have $\left(\tau_{2}^{-1}\right)\left(\tau_{1}^{-1}\right)^{-1}=\tau_{2}^{-1} \tau_{1} \in L_{2}$ and so $L_{2} \tau_{1}^{-1}=L_{2} \tau_{2}^{-1}$. Moreover, if $\tau L_{2} \in U$, then for any $\sigma \in L_{1}$ we have $\left(\tau^{-1}\right) \sigma\left(\tau^{-1}\right)^{-1}=\tau^{-1} \sigma \tau \in L_{2}$. This shows that $L_{2} \tau^{-1} \in V$. So $\alpha$ is well defined. In the same way, one shows that the map

$$
\beta: V \rightarrow U, L_{2} \tau \mapsto \tau^{-1} L_{2}
$$

is well defined. It is clear that $\alpha$ and $\beta$ are inverse to each other. Hence $|U|=|V|$, which is what we needed.

Proposition 1.4.21. The functor $H$ defined in 1.4.2 is an equivalence of categories.
Proof. It follows immediately from 1.4.5, 1.4.8, 1.4.15 and 1.4.20.
Now we know that any essentially small category is equivalent to the category of finite sets with an action of a certain profinite group. One thing is still missing: uniqueness of this profinite group up to isomorphism. In order to prove this uniqueness, we will consider another profinite group which acts in a natural way on $F(X)$ for any object $X$. Recall the definition of the automorphism group of a functor.

Definition 1.4.22. Let $\mathbf{C}_{1}, \mathbf{C}_{2}$ be categories and let $G: \mathbf{C}_{1} \rightarrow C_{2}$ be a functor. An automorphism of $G$ is an isomorphism of functors $G \rightarrow G$, i.e. a collection of isomorphisms $\sigma_{X}: G(X) \rightarrow G(X)$, for each object $X$ of $\mathbf{C}_{1}$, such that for any morphism $f: X_{1} \rightarrow X_{2}$ in $\mathbf{C}_{1}$ the following diagram is commutative.


Remark 1.4.23. Let $\mathbf{C}_{1}, \mathbf{C}_{2}$ be categories and let $G: \mathbf{C}_{1} \rightarrow C_{2}$ be a functor.
(1) Automorphisms of $G$ can be composed in an obvious way: if $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}$ and $\tau=\left(\tau_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}$ are automorphisms of $G$, then we define $\sigma \tau=\left(\sigma_{X} \circ\right.$ $\left.\tau_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}$ and it is immediate to check that $\sigma \tau$ is indeed an automorphism of $G$. It is clear that this composition is associative. Moreover, we define $\mathrm{id}_{G}=$ $\left(\mathrm{id}_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$, which is obviously an automorphism of $G$ and satisfies $\sigma \mathrm{id}_{G}=$ $\sigma=\operatorname{id}_{G} \sigma$ for any automorphism $\sigma$ of $G$. Finally, for any automorphism $\sigma$ of $G$ we can define $\sigma^{-1}=\left(\left(\sigma_{X}\right)^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$, which is easily checked to be an automorphism of $G$ and to satisfy $\sigma \sigma^{-1}=\mathrm{id}_{X}=\sigma^{-1} \sigma$.
(2) If $\mathbf{C}_{1}$ is not essentially small, an automorphism of $G$ contains too much data to be a set: it is a proper class. So we cannot consider the class of all automorphisms of $G$, much less the set of all automorphisms of $G$. Then, in spite of the properties verified in point (1), we cannot talk of the automorphism group of $G$. If instead $\mathbf{C}_{1}$ is essentially small, then the automorphisms of $G$ form a set. Indeed, if we denote by $I$ the set of isomorphism classes of objects of $\mathbf{C}_{1}$ and we fix a representative $X_{i}$ for each $i \in I$, an automorphism $\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$ of $G$ is uniquely determined by $\left(\sigma_{X_{i}}\right)_{i \in I}$, which can be seen as an element of the product $\prod_{i \in I}$ Aut $_{\mathbf{C}_{2}}\left(G\left(X_{i}\right)\right)$, which is a set. In this case, we denote by $\operatorname{Aut}(G)$ the set of all automorphisms of $G$, which is a group by point (1).
(3) If $\mathbf{C}_{1}$ is essentially small, we consider on $\operatorname{Aut}(G)$ the topology which has as a subbase

$$
\left\{f_{Y}^{-1}(\{\sigma\}) \mid Y \in \operatorname{Ob}\left(\mathbf{C}_{1}\right), \sigma \in \operatorname{Aut}_{\mathbf{C}_{2}}(G(Y))\right\}
$$

where we defined $f_{Y}: \operatorname{Aut}(G) \rightarrow \operatorname{Aut}_{\mathbf{C}_{2}}(G(Y)),\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)} \mapsto \sigma_{Y}$ for any object $Y$ of $\mathbf{C}_{1}$. This is the coarsest topology such that $f_{Y}$ is continuous for any $Y$, if we consider the discrete topology on Aut $\mathbf{C}_{2}(G(Y))$. Moreover, it can be easily proved that $\operatorname{Aut}(G)$ with this topology is a topological group (i.e. the group's multiplication and inverse are continuous functions).

Lemma 1.4.24. Let $\mathbf{C}_{1}, \mathbf{C}_{2}, \mathbf{C}_{3}$ be categories and $G_{1}: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}, G_{2}: \mathbf{C}_{2} \rightarrow \mathbf{C}_{3}$ functors. If $G_{1}$ is an equivalence of categories, then there is an isomorphism of topological groups between $\operatorname{Aut}\left(G_{2}\right)$ and $\operatorname{Aut}\left(G_{2} \circ G_{1}\right)$.

Proof. Define

$$
\varphi: \operatorname{Aut}\left(G_{2}\right) \rightarrow \operatorname{Aut}\left(G_{2} \circ G_{1}\right), \sigma=\left(\sigma_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)} \mapsto\left(\sigma_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} .
$$

First of all, we have to check that $\varphi$ is well defined, i.e. that if $\sigma=\left(\sigma_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)}$ is an automorphism of $G_{2}$ then $\varphi(\sigma)=\left(\sigma_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$ is an automorphism of $G_{2} \circ G_{1}$. Let $\sigma=\left(\sigma_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Aut}\left(G_{2}\right)$. For any object $X$ of $\mathbf{C}_{1}$, we have that $G_{1}(X)$ is an object of $\mathbf{C}_{2}$ and so $\sigma_{G_{1}(X)}: G_{2}\left(G_{1}(X)\right)=\left(G_{2} \circ G_{1}\right)(X) \rightarrow G_{2}\left(G_{1}(X)\right)=$ $\left(G_{2} \circ G_{1}\right)(X)$ is an isomorphism. We have to check that the compatibility condition is satisfied. Let $f: X_{1} \rightarrow X_{2}$ be a morphism in $\mathbf{C}_{1}$. Then $G_{1}(f): G_{1}\left(X_{1}\right) \rightarrow$ $G_{1}\left(X_{2}\right)$ is a morphism in $\mathbf{C}_{2}$. Since $\sigma$ is an automorphism of $G_{2}$, we have that $G_{2}\left(G_{1}(f)\right) \circ \sigma_{G_{1}\left(X_{1}\right)}=\sigma_{G_{1}\left(X_{2}\right)} \circ G_{2}\left(G_{1}(f)\right)$. Since $G_{2}\left(G_{1}(f)\right)=\left(G_{2} \circ G_{1}\right)(f)$, this shows that $\varphi(\sigma)$ is an automorphism of $G_{2} \circ G_{1}$.
We prove now that $\varphi$ is a group homomorphism. Let $\sigma=\left(\sigma_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)}, \tau=$ $\left(\tau_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Aut}\left(G_{2}\right)$. Then

$$
\begin{aligned}
& \varphi(\sigma \tau)=\varphi\left(\left(\sigma_{Y} \circ \tau_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)}\right)=\left(\sigma_{G_{1}(X)} \circ \tau_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}= \\
& =\left(\sigma_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}\left(\tau_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}=\varphi(\sigma) \varphi(\tau) .
\end{aligned}
$$

So $\varphi$ is a group homomorphism. We check now that $\varphi$ is continuous. For any object $X_{0}$ of $\mathbf{C}_{1}$, define

$$
f_{X_{0}}: \operatorname{Aut}\left(G_{2} \circ G_{1}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}_{3}}\left(\left(G_{2} \circ G_{1}\right)\left(X_{0}\right)\right),\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \mapsto \sigma_{X_{0}}
$$

Analogously, for any object $Y_{0}$ of $\mathbf{C}_{2}$, define

$$
g_{Y_{0}}: \operatorname{Aut}\left(G_{2}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}_{3}}\left(G_{2}\left(Y_{0}\right)\right),\left(\sigma_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)} \mapsto \sigma_{Y_{0}} .
$$

If $X_{0}$ is an object of $\mathbf{C}_{1}$, by definition of $\varphi$ we have that $f_{X_{0}} \circ \varphi=g_{G\left(X_{0}\right)}$. For any object $X_{0}$ of $\mathbf{C}_{1}$ and for any $\sigma \in \operatorname{Aut}_{\mathbf{C}_{3}}\left(\left(G_{2} \circ G_{1}\right)\left(X_{0}\right)\right)$, we have that $\varphi^{-1}\left(f_{X_{0}}^{-1}(\{\sigma\})\right)=$ $\left(f_{X_{0}} \circ \varphi\right)^{-1}(\{\sigma\})=g_{G\left(X_{0}\right)}^{-1}(\{\sigma\})$, which is open by the definition of the topology on $\operatorname{Aut}\left(G_{2}\right)$ (see remark 1.4.23(3)). So $\varphi$ is continuous.
Let us prove now that $\varphi$ is bijective. Let $\sigma=\left(\sigma_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Ker}(\varphi)$. Then

$$
\left(\operatorname{id}_{\left(G_{2} \circ G_{1}\right)(X)}\right)_{X \in \mathrm{Ob}_{\mathbf{C}_{1}}}=1_{\mathrm{Aut}\left(G_{2} \circ G_{1}\right)}=\varphi(\sigma)=\left(\sigma_{G_{1}(X)}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} .
$$

This means that $\operatorname{id}_{\left(G_{2} \circ G_{1}\right)(X)}=\sigma_{G_{1}(X)}$ for any object $X$ of $\mathbf{C}_{1}$. Let $Y$ be an object of $\mathbf{C}_{2}$. By lemma 1.4.5, $G_{1}$ is essentially surjective. Then there exists an object $X$ of $\mathbf{C}_{1}$ such that $Y \cong G_{1}(X)$. Let $\alpha: G_{1}(X) \rightarrow Y$ be an isomorphism. Then $G_{2}(\alpha)$ is also an isomorphism. Since $\sigma$ is an automorphism of $G_{2}$, we have that

$$
\sigma_{Y} \circ G_{2}(\alpha)=G_{2}(\alpha) \circ \sigma_{G_{1}(X)}=G_{2}(\alpha) \circ \operatorname{id}_{\left(G_{2} \circ G_{1}\right)(X)}=G_{2}(\alpha) .
$$

Then $\sigma_{Y}=G_{2}(\alpha) \circ G_{2}(\alpha)^{-1}=\operatorname{id}_{Y}$. So $\sigma=\left(\operatorname{id}_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)}=1_{\operatorname{Aut}\left(G_{2}\right)}$. This proves that $\varphi$ is injective.
Let $\tau=\left(\tau_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \in \operatorname{Aut}\left(G_{2} \circ G_{1}\right)$. Let $Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)$. Since $G_{1}$ is essentially surjective, there exists an object $X_{Y}$ of $\mathbf{C}_{1}$ such that $Y \cong G_{1}\left(X_{Y}\right)$. Let $\alpha_{Y}$ : $G_{1}\left(X_{Y}\right) \rightarrow Y$ be an isomorphism. Then $G_{2}\left(\alpha_{Y}\right):\left(G_{2} \circ G_{1}\right)\left(X_{Y}\right) \rightarrow G_{2}(Y)$ is also an isomorphism. Moreover, $\tau_{X_{Y}}:\left(G_{2} \circ G_{1}\right)\left(X_{Y}\right) \rightarrow\left(G_{2} \circ G_{1}\right)\left(X_{Y}\right)$ is an isomorphism, because $\tau$ is an automorphism of $G_{2} \circ G_{1}$. Define

$$
\sigma_{Y}:=G_{2}\left(\alpha_{Y}\right) \circ \tau_{X_{Y}} \circ G_{2}\left(\alpha_{Y}\right)^{-1}: G_{2}(Y) \rightarrow G_{2}(Y)
$$

Then $\sigma_{Y}$ is an isomorphism, because it is a composition of isomorphisms. Let us show that $\sigma_{Y}$ does not depend on the choice of $X_{Y}$. Let $X_{Y}^{\prime}$ be an object of $\mathbf{C}_{1}$ such that $Y \cong G_{1}\left(X_{Y}^{\prime}\right)$, with isomorphism $\alpha_{Y}^{\prime}: G_{1}\left(X_{Y}^{\prime}\right) \rightarrow Y$. Then $\alpha_{Y}^{-1} \circ \alpha_{Y}^{\prime}: G_{1}\left(X_{Y}^{\prime}\right) \rightarrow$ $G_{1}\left(X_{Y}\right)$ is an isomorphism in $\mathbf{C}_{2}$. Since $G_{1}$ is an equivalence of categories, it is fully faithful, by lemma 1.4.5. Then there exists a (unique) morphism $f: X_{Y}^{\prime} \rightarrow X_{Y}$ such that $G_{1}(f)=\alpha_{Y}^{-1} \circ \alpha_{Y}^{\prime}$. Since $\tau$ is an isomorphism of $G_{2} \circ G_{1}$, we have that

$$
\begin{aligned}
& \tau_{X_{Y}} \circ G_{2}\left(\alpha_{Y}\right)^{-1} \circ G_{2}\left(\alpha_{Y}^{\prime}\right)=\tau_{X_{Y}} \circ G_{2}\left(\alpha_{Y}^{-1} \circ \alpha_{Y}^{\prime}\right)=\tau_{X_{Y}} \circ\left(G_{2} \circ G_{1}\right)(f)= \\
& \quad=\left(G_{2} \circ G_{1}\right)(f) \circ \tau_{X_{Y}^{\prime}}=G_{2}\left(\alpha_{Y}^{-1} \circ \alpha_{Y}^{\prime}\right) \circ \tau_{X_{Y}^{\prime}}=G_{2}\left(\alpha_{Y}\right)^{-1} \circ G_{2}\left(\alpha_{Y}^{\prime}\right) \circ \tau_{X_{Y}^{\prime}}
\end{aligned}
$$

This implies that $G_{2}\left(\alpha_{Y}\right) \circ \tau_{X_{Y}} \circ G_{2}\left(\alpha_{Y}\right)^{-1}=G_{2}\left(\alpha_{Y}^{\prime}\right) \circ \tau_{X_{Y}^{\prime}} \circ G_{2}\left(\alpha_{Y}^{\prime}\right)^{-1}$. So $\sigma_{Y}$ is well defined, because it does not depend on the choice of $X_{Y}$. Let now $g: Y_{1} \rightarrow Y_{2}$ be a morphism in $\mathbf{C}_{2}$. As above, we have two objects $X_{Y_{1}}, X_{Y_{2}}$ of $\mathbf{C}_{1}$ with isomorphisms $\alpha_{Y_{1}}: G_{1}\left(X_{Y_{1}}\right) \rightarrow Y_{1}$ and $\alpha_{Y_{2}}: G_{1}\left(X_{Y_{2}}\right) \rightarrow Y_{2}$. Consider the morphism $\alpha_{Y_{2}}^{-1} \circ g \circ \alpha_{Y_{1}}:$ $G_{1}\left(X_{Y_{1}}\right) \rightarrow G_{1}\left(X_{Y_{2}}\right)$. Since $G_{1}$ is fully faithful, there exists a unique $f: X_{Y_{1}} \rightarrow X_{Y_{2}}$ such that $G_{1}(f)=\alpha_{Y_{2}}^{-1} \circ g \circ \alpha_{Y_{1}}$. Since $\tau$ is an automorphism of $G_{2} \circ G_{1}$, we have that

$$
\begin{aligned}
& \tau_{X_{Y_{2}}} \circ G_{2}\left(\alpha_{Y_{2}}\right)^{-1} \circ G_{2}(g) \circ G_{2}\left(\alpha_{Y_{1}}\right)=\tau_{X_{Y_{2}}} \circ G_{2}\left(\alpha_{Y_{2}}^{-1} \circ g \circ \alpha_{Y_{1}}\right)=\tau_{X_{Y_{2}}} \circ\left(G_{2} \circ G_{1}\right)(f)= \\
& =\left(G_{2} \circ G_{1}\right)(f) \circ \tau_{X_{Y_{1}}}=G_{2}\left(\alpha_{Y_{2}}^{-1} \circ g \circ \alpha_{Y_{1}}\right) \circ \tau_{X_{1}}=G_{2}\left(\alpha_{Y_{2}}\right)^{-1} \circ G_{2}(g) \circ G_{2}\left(\alpha_{Y_{1}}\right) \circ \tau_{X_{1}} .
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \sigma_{Y_{2}} \circ G_{2}(g)=G_{2}\left(\alpha_{Y_{2}}\right) \circ \tau_{X_{Y_{2}}} \circ G_{2}\left(\alpha_{Y_{2}}\right)^{-1} \circ G_{2}(g)= \\
&=G_{2}(g) \circ G_{2}\left(\alpha_{Y_{1}}\right) \circ \tau_{X_{1}} \circ G_{2}\left(\alpha_{Y_{1}}\right)^{-1}=G_{2}(g) \circ \sigma_{Y_{1}} .
\end{aligned}
$$

So $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(G_{2}\right)$. Moreover, for any $X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)$ we can choose $X_{G_{1}(X)}=X$ and $\alpha_{G_{1}(X)}=\operatorname{id}_{G_{1}(X)}$. Then

$$
\begin{aligned}
& \sigma_{G_{1}(X)}=G_{2}\left(\alpha_{G_{1}(X)}\right) \circ \tau_{X} \circ G_{2}\left(\alpha_{G_{1}(X)}\right)^{-1}= \\
& \quad=G_{2}\left(\operatorname{id}_{G_{1}(X)}\right) \circ \tau_{X} \circ G_{2}\left(\operatorname{id}_{G_{1}(X)}\right)^{-1}=\operatorname{id}_{\left(G_{2} \circ G_{1}\right)(X)} \circ \tau_{X} \circ \operatorname{id}_{\left(G_{2} \circ G_{1}\right)(X)}=\tau_{X}
\end{aligned}
$$

So $\varphi(\sigma)=\left(\sigma_{G_{1}(X)}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}=\left(\tau_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}=\tau$. This shows that $\varphi$ is surjective. It remains to prove that $\varphi$ is open. Since we already know that $\varphi$ is bijective, it is enough to check that the elements of the subbase of $\operatorname{Aut}\left(G_{2}\right)$ are sent to open subsets of $\operatorname{Aut}\left(G_{2} \circ G_{1}\right)$. Let $Y_{0}$ be an object of $\mathbf{C}_{2}$ and $\tau \in \operatorname{Aut}_{\mathbf{C}_{3}}\left(G_{2}\left(Y_{0}\right)\right)$. Since $G_{1}$ is essentially surjective, there exists an object $X_{0}$ of $\mathbf{C}_{1}$ such that $Y_{0} \cong G_{1}\left(X_{0}\right)$. Let $\alpha: G_{1}\left(X_{0}\right) \rightarrow Y_{0}$ be an isomorphism. Then $G_{2}(\alpha):\left(G_{2} \circ G_{1}\right)\left(X_{0}\right) \rightarrow G_{2}\left(Y_{0}\right)$ is an isomorphism in $\mathbf{C}_{3}$ and $\tau^{\prime}:=G_{2}(\alpha)^{-1} \circ \tau \circ G_{2}(\alpha) \in \operatorname{Aut}_{\mathbf{C}_{3}}\left(\left(G_{2} \circ G_{1}\right)\left(X_{0}\right)\right)$. For any $\sigma=\left(\sigma_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Aut}\left(G_{2}\right)$, we have that $\sigma_{Y_{0}}=G_{2}(\alpha) \circ \sigma_{G_{1}\left(X_{0}\right)} \circ G_{2}(\alpha)^{-1}$, by definition of automorphism of a functor. Then

$$
\begin{aligned}
& g_{Y_{0}}^{-1}(\{\tau\})= \\
& \quad=\left\{\sigma=\left(\sigma_{Y}\right)_{Y \in \operatorname{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Aut}\left(G_{2}\right) \mid G_{2}(\alpha) \circ \sigma_{G_{1}\left(X_{0}\right)} \circ G_{2}(\alpha)^{-1}=\sigma_{Y_{0}}=\tau\right\}= \\
& \quad=\left\{\sigma=\left(\sigma_{Y}\right)_{Y \in \mathrm{Ob}\left(\mathbf{C}_{2}\right)} \in \operatorname{Aut}\left(G_{2}\right) \mid \sigma_{G_{1}\left(X_{0}\right)}=G_{2}(\alpha)^{-1} \circ \tau \circ G_{2}(\alpha)=\tau^{\prime}\right\}= \\
& \quad=g_{G_{1}\left(X_{0}\right)}^{-1}\left(\left\{\tau^{\prime}\right\}\right)=\left(f_{X_{0}} \circ \varphi\right)^{-1}\left(\left\{\tau^{\prime}\right\}\right)=\varphi^{-1}\left(f_{X_{0}}^{-1}\left(\left\{\tau^{\prime}\right\}\right)\right) .
\end{aligned}
$$

So, since $\varphi$ is bijective, we have that $\varphi\left(g_{Y_{0}}^{-1}(\{\tau\})\right)=f_{X_{0}}^{-1}\left(\left\{\tau^{\prime}\right\}\right)$, which is open by the definition of the topology on $\operatorname{Aut}\left(G_{2} \circ G_{1}\right)$. Then $\varphi$ is open. Hence $\varphi$ is both a group isomorphism and a homeomorphism.

Lemma 1.4.25. Let $\left(\pi_{k}\right)_{k \in K}$ be a family of finite groups (with $K$ an arbitrary index set) and consider on each $\pi_{k}$ the discrete topology. Then the product $\prod_{k \in K} \pi_{k}$, with the product topology, is a profinite group.

Proof. Let $I$ be the set of finite subsets of $K$. If $A, B$ are two finite subsets of $K$, we say that $A \geq B$ if and only if $A \supseteq B$. This is clearly an order relation. Moreover, $I$ with this order relation is a directed partially ordered set. Indeed, if $A, B \in I$ then $A \cup B$ is also a finite subset of $K$, i.e. $A \cup B \in I$, and we have $A \cup B \geq A$ and $A \cup B \geq B$. We define now a projective system of finite groups. For any $A \in I$, define $\pi_{A}:=\prod_{k \in A} \pi_{k}$. Since each $\pi_{k}$ is finite and $A$ is finite, we have that $\pi_{A}$ is a finite group. We consider on $\pi_{A}$ the product topology, which coincides with the discrete one. If $A, B \in I$ and $A \geq B$, define

$$
f_{A B}: \pi_{A}=\prod_{k \in A} \pi_{k} \rightarrow \pi_{B}=\prod_{k \in B} \pi_{k},\left(x_{k}\right)_{k \in A} \mapsto\left(x_{k}\right)_{k \in B}
$$

This is obviously a group homomorphism. Moreover, we have $f_{A A}=\mathrm{id}_{\pi_{A}}$ for any $A \in I$ and, if $A, B, C \in I$ are such that $A \geq B$ and $B \geq C, f_{A C}=f_{B C} \circ f_{A B}$. So $\left(\pi_{A}\right)_{A \in I},\left(f_{A B}: \pi_{A} \rightarrow \pi_{B}\right)_{A, B \in I, A \geq B}$ is a projective system. Then we can consider the group $\pi={\underset{\swarrow}{\nmid i}}_{A \in I} \pi_{A}$. We claim that $\prod_{k \in K} \pi_{k} \cong \pi$. For any $A \in I$, consider the group homomorphism $g_{A}: \prod_{k \in K} \pi_{k} \rightarrow \pi_{A}=\prod_{k \in A} \pi_{k},\left(x_{k}\right)_{k \in K} \mapsto\left(x_{k}\right)_{k \in A}$. We have that $g_{A}$ is also continuous because its components coincide with the projections, which are continuous by definition of product topology. Moreover, if $A, B \in I$ are such that $A \geq B$, we have

$$
g_{B}(x)=\left(x_{k}\right)_{k \in B}=f_{A B}\left(\left(x_{k}\right)_{k \in A}\right)=f_{A B}\left(g_{A}(x)\right)
$$

for any $x=\left(x_{k}\right)_{k \in K} \in \prod_{k \in K} \pi_{k}$, i.e. $g_{B}=f_{A B} \circ g_{A}$. Then, by the universal property of the projective limit, there exists a unique continuous group homomorphism $g: \prod_{k \in K} \pi_{k} \rightarrow \pi$ such that $f_{A} \circ g=g_{A}$ for any $A \in I$, where $f_{A}: \pi \rightarrow \pi_{A}$ is the canonical projection.
On the other hand, let $k \in K$. Then $\{k\} \in I$ and $\pi_{\{k\}}=\pi_{k}$. So we can define $h_{k}:=f_{\{k\}}: \pi \rightarrow \pi_{\{k\}}=\pi_{k}$ (the canonical projection, which is a continuous group homomorphism by definition of the topology and of the group structure on the projective limit). Let $h: \pi \rightarrow \prod_{k \in K} \pi_{k}$ be the map with $k$-th component $h_{k}$ for any $k \in K$, i.e. $p_{k} \circ h=h_{k}$, where $p_{k}$ is the canonical projection. Then $h$ is a continuous group homomorphism, because each component is a continuous group homomorphism. We have that

$$
p_{k} \circ(h \circ g)=h_{k} \circ g=f_{\{k\}} \circ g=g_{\{k\}}=p_{k}=p_{k} \circ \operatorname{id}_{\prod_{k \in K} \pi_{k}}
$$

for any $k \in K$. So $h \circ g=\operatorname{id}_{\Pi_{k \in K} \pi_{k}}$. Conversely, if $A \in I$, the $k$-th component of $f_{A} \circ(g \circ h)=g_{A} \circ h$ is $p_{k} \circ h=h_{k}=f_{\{k\}}$ for any $k \in A$ and so $f_{A} \circ(g \circ h)=f_{A}=$ $f_{A} \circ \mathrm{id}_{\pi}$. Since this holds for any $A \in I$, we must have $g \circ h=\mathrm{id}_{\pi}$. This shows that $\prod_{k \in K} \pi_{k} \cong \pi$ (as topological groups) and hence $\prod_{k \in K} \pi_{k}$ is a profinite group.

Lemma 1.4.26. A closed subgroup of a profinite group is a profinite group.
Proof. Let $\pi$ be an arbitrary profinite group (unlike in the rest of this section, here $\pi$ does not denote the projective limit of the projective system introduced in the proposition 1.3.14(3)). Then there exists a projective system of finite groups $I,\left(\pi_{i}\right)_{i \in I},\left(f_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ such that $\pi \cong \lim _{i \in I} \pi_{i}$. We can assume without loss of generality that $\pi=\lim _{i \in I} \pi_{i}$. Let $\pi^{\prime}$ be a closed subgroup of $\pi$. For any $i \in I$, let $f_{i}: \pi \rightarrow \pi_{i}$ be the canonical projection, which is a continuous group homomorphism by definition of the topology and of the group structure on the projective limit. Define $\pi_{i}^{\prime}:=f_{i}\left(\pi^{\prime}\right) \leq \pi_{i}$. Then $\pi_{i}^{\prime}$ is a finite group. Moreover, for any $i, j \in I$ such that $i \geq j$ we have that $f_{i j}\left(\pi_{i}^{\prime}\right)=f_{i j}\left(f_{i}\left(\pi^{\prime}\right)\right)=\left(f_{i j} \circ f_{i}\right)\left(\pi^{\prime}\right)=f_{j}\left(\pi^{\prime}\right)=\pi_{j}^{\prime}$ (the definition of projective limit implies that $f_{i j} \circ f_{i}=f_{j}$ ). So we can restrict $f_{i j}$ to $\pi_{i}^{\prime}$ and get a (surjective) group homomorphism $f_{i j}^{\prime}=\left(f_{i j}\right)_{\left.\right|_{\pi_{i}^{\prime}}}: \pi_{i}^{\prime} \rightarrow \pi_{j}^{\prime}$. It is clear that $\left(\pi_{i}^{\prime}\right)_{i \in I},\left(f_{i j}^{\prime}: \pi_{i}^{\prime} \rightarrow \pi_{j}^{\prime}\right)_{i, j \in I, i \geq j}$ is a projective system. We will show that $\pi^{\prime}=\varliminf_{\lim _{i \in I}} \pi_{i}^{\prime}$. First of all, we prove that $\pi^{\prime}=\pi \cap \prod_{i \in I} \pi_{i}^{\prime}$ (as subsets of $\prod_{i \in I} \pi_{i}$ ). If $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi^{\prime}$, then for any $i \in I$ we have $\sigma_{i}=f_{i}(\sigma) \in f_{i}\left(\pi^{\prime}\right)=\pi_{i}^{\prime}$. So $\sigma \in \prod_{i \in I} \pi_{i}^{\prime}$. This shows that $\pi^{\prime} \subseteq \prod_{i \in I} \pi_{i}^{\prime}$. But we have also that $\pi^{\prime} \subseteq \pi$, by assumption. So
$\pi^{\prime} \subseteq \pi \cap \prod_{i \in I} \pi_{i}^{\prime}$.
Conversely, let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi \cap \prod_{i \in I} \pi_{i}^{\prime}$. In particular, $\sigma \in \pi$. We want to show that $\sigma \in \overline{\pi^{\prime}}$ (topological closure). Let $U$ be a neighbourhood of $\sigma$ in $\pi$. By definition of the topology on the projective limit, a local base for $\pi$ at $\sigma$ is given by

$$
\left\{U_{i_{1} \ldots i_{n}}:=\bigcap_{k=1}^{n} f_{i_{k}}^{-1}\left(\left\{\sigma_{i_{k}}\right\}\right) \mid n \in \mathbb{N}, i_{1}, \ldots, i_{n} \in I\right\} .
$$

Then there exist $n \in \mathbb{N}, i_{1}, \ldots, i_{n} \in I$ such that $U_{i_{1} \ldots i_{n}} \subseteq U$. By definition of projective system, $I$ is directed. So there exists $j \in I$ such that $j \geq i_{k}$ for any $k=1, \ldots, n$. We claim that $U_{j} \subseteq U_{i_{1} \ldots i_{n}}$. Let $\tau=\left(\tau_{i}\right)_{i \in I} \in U_{j}=f_{j}^{-1}\left(\left\{\sigma_{j}\right\}\right)$. Then $\tau_{j}=f_{j}(\tau)=\sigma_{j}$. Since $\sigma, \tau \in \pi=\lim _{\leftarrow}{ }_{i \in I} \pi_{i}$, we have that $f_{i_{k}}(\tau)=\tau_{i_{k}}=$ $f_{j i_{k}}\left(\tau_{j}\right)=f_{j i_{k}}\left(\sigma_{j}\right)=\sigma_{i_{k}}$ for any $k=1, \ldots, n$ (definition of projective limit). Then $\tau \in f_{i_{k}}^{-1}\left(\left\{\sigma_{i_{k}}\right\}\right)$ for any $k=1, \ldots, n$ and this shows that $\tau \in \bigcap_{k=1}^{n} f_{i_{k}}^{-1}\left(\left\{\sigma_{i_{k}}\right\}\right)=$ $U_{i_{1} \ldots i_{n}}$. So $U_{j} \subseteq U_{i_{1} \ldots i_{n}} \subseteq U$. Since $\sigma \in \prod_{i \in I} \pi_{i}^{\prime}$, we have that $\sigma_{j} \in \pi_{j}^{\prime}=f_{j}\left(\pi^{\prime}\right)$. Then there exists $\tau \in \pi^{\prime}$ such that $\sigma_{j}=f_{j}(\tau)$, i.e. $\tau \in f_{j}^{-1}\left(\left\{\sigma_{j}\right\}\right)=U_{j}$. So $\tau \in \pi^{\prime} \cap U_{j}$, which shows that $\pi^{\prime} \cap U_{j} \neq \emptyset$. Then we have also that $\pi^{\prime} \cap U \neq \emptyset$, because $\pi^{\prime} \cap U_{j} \subseteq \pi^{\prime} \cap U$. Since this holds for any neighbourhood of $\sigma$ in $\pi$, we have that $\sigma \in \overline{\pi^{\prime}}$. But $\pi^{\prime}$ is closed by assumption, so $\overline{\pi^{\prime}}=\pi^{\prime}$ and $\sigma \in \pi^{\prime}$. This proves that $\pi^{\prime}=\pi \cap \prod_{i \in I} \pi_{i}^{\prime}$.
We have that $\varliminf_{l_{\mathrm{im}}}{ }_{i \in I} \pi_{i}^{\prime}$ is a subgroup of $\prod_{i \in I} \pi_{i}^{\prime} \leq \prod_{i \in I} \pi_{i}$, so we can see $\varliminf_{\ddagger}{ }_{i \in I} \pi_{i}^{\prime}$ as a subgroup of $\prod_{i \in I} \pi_{i}$ (with the subspace topology). Let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \varliminf_{\varliminf_{i}}{ }_{i \in I} \pi_{i}^{\prime}$. Then, by definition of projective limit, we have that $\sigma_{j}=f_{i j}^{\prime}\left(\sigma_{i}\right)=f_{i j}\left(\sigma_{i}\right)$ for any $i, j \in I$ with $i \geq j$. So $\sigma \in \varliminf_{j \in J} \pi_{j}=\pi$. Then we have that $\sigma \in \pi \cap \prod_{i \in I} \pi_{i}^{\prime}$. This shows that $\varliminf_{\varliminf_{i}}{ }_{i \in I} \pi_{i}^{\prime} \subseteq \pi \cap \prod_{i \in I} \pi_{i}^{\prime}$. Conversely, let $\sigma=\left(\sigma_{i}\right)_{i \in I} \in \pi \cap \prod_{i \in I} \pi_{i}^{\prime}$. Then for any $i \in I$ we have that $\sigma_{i} \in \pi_{i}^{\prime}$. Moreover, $\sigma \in \pi=\lim _{i \in I} \pi_{i}$ and so $\sigma_{j}=f_{i j}\left(\sigma_{i}\right)=f_{i j}^{\prime}\left(\sigma_{i}\right)$ for any $i, j \in I$ such that $i \geq j$. This shows that $\sigma \in \varliminf_{\leftrightarrows}{ }_{i \in I} \pi_{i}^{\prime}$. Hence $\pi^{\prime}=\pi \cap \prod_{i \in I} \pi_{i}^{\prime}=\varliminf_{幺} \varliminf_{i \in I} \pi_{i}^{\prime}$ is a profinite group.
Lemma 1.4.27. The automorphism group of the fundamental functor $F$ is a profinite group.
Proof. Since $\mathbf{C}$ is essentially small, there exist a small category $\mathbf{C}^{\prime}$ and an equivalence of categories $G: \mathbf{C}^{\prime} \rightarrow \mathbf{C}$. Define $F^{\prime}=F \circ G: \mathbf{C}^{\prime} \rightarrow$ sets. By lemma 1.4.24, we have that $\operatorname{Aut}(F) \cong \operatorname{Aut}\left(F^{\prime}\right)$ as topological groups. So it is enough to prove that $\operatorname{Aut}\left(F^{\prime}\right)$ is profinite. We can see $\operatorname{Aut}\left(F^{\prime}\right)$ as a subgroup of $\prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$, where $\mathrm{S}_{F^{\prime}(X)}$ is the symmetric group on $F^{\prime}(X)$ (which is a finite group because $F^{\prime}(X)$ is a finite set). Notice that it makes sense to consider this product because $\mathrm{Ob}\left(\mathbf{C}^{\prime}\right)$ is a set. Moreover, the topology on $\operatorname{Aut}\left(F^{\prime}\right)$, defined as in remark 1.4.23(3), coincides with the subspace topology of the product, if we consider the discrete topology on $\mathrm{S}_{F^{\prime}(X)}$ for any $X$. By lemma 1.4.25, we have that $\prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$, with the product topology, is a profinite group, because it is a product of finite groups. We prove now that $\operatorname{Aut}\left(F^{\prime}\right)$ is closed in $\prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$. For any morphism $f: Y \rightarrow Z$ in $\mathbf{C}^{\prime}$, define

$$
C_{f}:=\left\{\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \in \prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)} \mid \sigma_{Z} \circ F^{\prime}(f)=F^{\prime}(f) \circ \sigma_{Y}\right\} .
$$

Then we have that $\operatorname{Aut}\left(F^{\prime}\right)=\bigcap_{Y, Z \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right), f: Y \rightarrow Z} C_{f}$. Let $f: Y \rightarrow Z$ be a morphism in $\mathbf{C}^{\prime}$. Define the map

$$
p_{Z Y}: \prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)} \rightarrow \mathrm{S}_{F^{\prime}(Z)} \times \mathrm{S}_{F^{\prime}(Y)},\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mapsto\left(\sigma_{Z}, \sigma_{Y}\right) .
$$

Then, if we consider on $\mathrm{S}_{F^{\prime}(Z)} \times \mathrm{S}_{F^{\prime}(Y)}$ the product topology (which coincides with the discrete one), $p_{Z Y}$ is continuous, because its components are the canonical projections on $\mathrm{S}_{F^{\prime}(Z)}$ and $\mathrm{S}_{F^{\prime}(Y)}$, which are continuous by definition of the product topology on $\prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$. Consider now the set

$$
A_{f}:=\left\{\left(\sigma_{1}, \sigma_{2}\right) \in \mathrm{S}_{F^{\prime}(Z)} \times \mathrm{S}_{F^{\prime}(Y)} \mid \sigma_{1} \circ F^{\prime}(f)=F^{\prime}(f) \circ \sigma_{2}\right\} \subseteq \mathrm{S}_{F^{\prime}(Z)} \times \mathrm{S}_{F^{\prime}(Y)} .
$$

We have that $C_{f}=p_{Z Y}^{-1}\left(A_{f}\right)$ (see the definitions). But $A_{f}$ is closed in $\mathrm{S}_{F^{\prime}(Z)} \times \mathrm{S}_{F^{\prime}(Y)}$, which has the discrete topology. So $C_{f}$ is closed in $\prod_{X \in \operatorname{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$. Then $\operatorname{Aut}\left(F^{\prime}\right)$ is closed in $\prod_{X \in \mathrm{Ob}\left(\mathbf{C}^{\prime}\right)} \mathrm{S}_{F^{\prime}(X)}$, because it is the intersection of closed subsets. Hence $\operatorname{Aut}\left(F^{\prime}\right)$ is a profinite group, by lemma 1.4.26.

Remark 1.4.28. In the proof of lemma 1.4.27, we did not use the axioms of Galois categories. We used only the fact that $\mathbf{C}$ is essentially small. So the result is true for any essentially small category with a functor to the category of finite sets.

Lemma 1.4.29. For any object $Y$ of $\mathbf{C}$, we have a continuos action of $\operatorname{Aut}(F)$ on $F(Y)$, defined by $\sigma y=\sigma_{Y}(y)$ for any $\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})} \in \operatorname{Aut}(F), y \in F(Y)$. We denote by $H^{\prime}(Y)$ the set $F(Y)$ equipped with this action. Then $H^{\prime}(Y)$ is an object of $\operatorname{Aut}(F)$-sets (recall that $F(Y)$ is a finite set). Moreover, if $Y, Z$ are objects of $\mathbf{C}$ with a morphism $h: Y \rightarrow Z$, then $F(h)$ is a morphism of $\operatorname{Aut}(F)$-sets. If we set $H^{\prime}(f)=F(f)$, then $H^{\prime}: \mathbf{C} \rightarrow \operatorname{Aut}(F)$-sets is a functor.

Proof. Let $Y$ be an object of C. Since $1_{\operatorname{Aut}(F)}=\left(\operatorname{id}_{F(X)}\right)_{X \in \mathrm{Ob}(\mathbf{C})}$, we have that $1_{\mathrm{Aut}(F)} y=\operatorname{id}_{F(Y)}(y)=y$, for any $y \in Y$. Moreover, let $\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})}, \tau=$ $\left(\tau_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})} \in \operatorname{Aut}(F)$. Then $\sigma \tau=\left(\sigma_{X} \circ \tau_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})}$ and so $(\sigma \tau) y=\left(\sigma_{Y} \circ \tau_{Y}\right)(y)=$ $\sigma_{Y}\left(\tau_{Y}(y)\right)=\sigma\left(\tau_{Y}(y)\right)=\sigma(\tau y)$. So we have indeed defined a group action. We have to prove that this action is continuous. Let $y \in F(Y)$. Then

$$
\begin{aligned}
\operatorname{Stab}_{\operatorname{Aut}(F)}(y)=\left\{\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})} \in \operatorname{Aut}(F) \mid y=\sigma y=\right. & \left.\sigma_{Y}(y)\right\}= \\
& =f_{Y}^{-1}\left(\operatorname{Stab}_{S_{F(Y)}}(y)\right),
\end{aligned}
$$

where $f_{Y}: \operatorname{Aut}(F) \rightarrow \mathrm{S}_{F(Y)}, \sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})} \mapsto \sigma_{Y}$ is continuous by definition of the topology on $\operatorname{Aut}(F)$ (remark 1.4.23(3)), if we consider the discrete topology on $\mathrm{S}_{F(Y)}$. Then, since $\operatorname{Stab}_{\mathrm{S}_{F(Y)}}$ is open in $\mathrm{S}_{F(Y)}$, we have that $\operatorname{Stab}_{\mathrm{Aut}(F)}(y)$ is open in $\operatorname{Aut}(F)$. So the action is continuous by lemma 1.1.14.
Let $Y, Z$ be objects of $\mathbf{C}$ and $h: Y \rightarrow Z$ a morphism. Let $y \in Y$ and $\sigma=$ $\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})} \in \operatorname{Aut}(F)$. By definition of automorphism of a functor, we have that $\sigma_{Z} \circ F(h)=F(h) \circ \sigma_{Y}$. Then we have that

$$
F(h)(\sigma y)=F(h)\left(\sigma_{Y}(y)\right)=\sigma_{Z}(F(h)(y))=\sigma F(h)(y) .
$$

So $F(h)$ is a morphism of $\operatorname{Aut}(F)$-sets.
It remains to prove that $H^{\prime}$ is a functor. This follows immediately from the fact that $F$ is a functor. Indeed, $H^{\prime}\left(\operatorname{id}_{Y}\right)=F\left(\operatorname{id}_{Y}\right)=\operatorname{id}_{F(Y)}=\operatorname{id}_{H^{\prime}(Y)}$ for any object $Y$ of $\mathbf{C}$ and $H^{\prime}\left(h_{2} \circ h_{1}\right)=F\left(h_{2} \circ h_{1}\right)=F\left(h_{2}\right) \circ F\left(h_{1}\right)=H^{\prime}\left(h_{1}\right) \circ H^{\prime}\left(h_{2}\right)$ for any $h_{1}: Y \rightarrow Z$, $h_{2}: Z \rightarrow W$ morphisms in C.

Remark 1.4.30. If $H^{\prime}$ is the functor defined in 1.4.29, then for $_{\operatorname{Aut}(F)} \circ H^{\prime}=F$, where for $_{\operatorname{Aut}(F)}: \operatorname{Aut}(F)$-sets $\rightarrow$ sets is the forgetful functor.

Now we want to prove that the functor $H^{\prime}$ defined in 1.4.29 is an equivalence of categories. We need some lemmas.

Lemma 1.4.31. The intersection of all open normal subgroups of a profinite group is trivial.

Proof. Let $\pi$ be an arbitrary profinite group (unlike in the rest of this section, here $\pi$ does not denote the projective limit of the projective system introduced in the proposition 1.3.14(3)). Then there exists a projective system of finite groups $I,\left(\pi_{i}\right)_{i \in I},\left(f_{i j}: \pi_{i} \rightarrow \pi_{j}\right)_{i, j \in I, i \geq j}$ such that $\pi \cong \varliminf_{¿}{ }_{i \in I} \pi_{i}$. We can assume without loss of generality that $\pi=\lim _{\dot{U} \in I} \pi_{i}$. Let $x \in \bigcap_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }} \pi^{\prime}$. We claim that $1 \in \overline{\{x\}}$ (topological closure). Let $U$ be a neighbourhood of 1 . By definition of the topology on the projective limit, a local base for $\pi$ at 1 is given by

$$
\left\{U_{j_{1} \ldots j_{n}}:=\bigcap_{k=1}^{n} p_{j_{k}}^{-1}\left(\left\{1_{j_{k}}\right\}\right)=\bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{j_{k}}\right) \mid n \in \mathbb{N}, j_{1}, \ldots, j_{n} \in I\right\}
$$

where $p_{j}: \pi=\lim _{i \in I} \pi_{i} \rightarrow \pi_{j}$ is the canonical projection (which is a continuous group homomorphism) for any $j \in I$. So there exist $n \in \mathbb{N}, j_{1}, \ldots, j_{n} \in I$ such that $U_{j_{1} \ldots j_{n}} \subseteq U$. For any $k=1, \ldots, n$, we have that $\operatorname{Ker}\left(p_{j_{k}}\right)$ is an open normal subgroup of $\pi$. So $x \in \operatorname{Ker}\left(p_{j_{k}}\right)$. Then $x \in \bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{j_{k}}\right)=U_{j_{1} \ldots j_{n}} \subseteq U$. This proves that $U \cap\{x\} \neq \emptyset$. Since this holds for any $U$, we have that $1 \in \overline{\{x\}}$. But $\pi$ is Hausdorff, by remark 1.1.10. In particular, points are closed. So $\overline{\{x\}}=\{x\}$. Hence $x=1$.

Lemma 1.4.32. In this lemma, we do not use the notation introduced in proposition 1.3.14 and we denote by $\pi$ an arbitrary profinite group. We denote by for : $\pi$-sets $\rightarrow$ sets the forgetful functor. Since $\pi$-sets is a Galois category with fundamental functor for, we can define a functor $H^{\prime}: \pi$-sets $\rightarrow$ Aut(for)-sets as in lemma 1.4.29. For any open subgroup $\pi^{\prime}$ of $\pi$, we see $\pi / \pi^{\prime}$ as a $\pi$-set with action of $\pi$ given by left multiplication, as in lemma 1.4.9.
(1) The map

$$
\varphi: \operatorname{Aut}(\text { for }) \rightarrow \prod_{\substack{\pi^{\prime} \leq \pi \\ \pi^{\prime} \text { open }}} \mathrm{S}_{\pi / \pi^{\prime}},\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\pi-\mathrm{sets})} \mapsto\left(\sigma_{\pi / \pi^{\prime}}\right)_{\pi^{\prime} \leq \pi, \pi^{\prime} \text { open }}
$$

is an injective group homomorphism.
(2) Let $\pi^{\prime}$ be an open normal subgroup of $\pi$. The map

$$
\psi_{\pi^{\prime}}: \pi / \pi^{\prime} \rightarrow \operatorname{Aut}_{\pi-\mathrm{sets}}\left(\pi / \pi^{\prime}\right), \tau \pi^{\prime} \mapsto\left(\tau^{\prime} \pi^{\prime} \mapsto\left(\tau^{\prime} \tau^{-1}\right) \pi^{\prime}\right)
$$

is an isomorphism of groups. Moreover, if $f: \pi / \pi^{\prime} \rightarrow \pi / \pi^{\prime}$ is a map of sets such that $f \circ \sigma=\sigma \circ f$ for any $\sigma \in \operatorname{Aut}_{\pi-\text { sets }}\left(\pi / \pi^{\prime}\right)$, then there exists a unique $\tau \pi^{\prime} \in \pi / \pi^{\prime}$ such that $f=f_{\tau \pi^{\prime}}$, where $f_{\tau \pi^{\prime}}$ is defined by $f_{\tau \pi^{\prime}}\left(\tau^{\prime} \pi^{\prime}\right)=\left(\tau \tau^{\prime}\right) \pi^{\prime}$ for any $\tau^{\prime} \pi^{\prime} \in \pi / \pi^{\prime}$ (it is immediate to check that $f_{\tau \pi^{\prime}}$ is well defined for any $\tau \pi^{\prime} \in \pi / \pi^{\prime}$, using the fact that $\pi^{\prime}$ is normal).
(3) We have that $\operatorname{Aut}($ for $) \cong \pi$ as profinite groups and $H^{\prime}$ coincides with the functor induced by this isomorphism.

Proof. (1) The fact that $\varphi$ is a group homomorphism follows from the definition of the group structure on Aut(for). Let $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}(\pi \text {-sets })} \in \operatorname{Ker}(\varphi)$. Then

$$
\left(\sigma_{\pi / \pi^{\prime}}\right)_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }}=\varphi(\sigma)=\left(\mathrm{id}_{\pi / \pi^{\prime}}\right)_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }},
$$

i.e. $\sigma_{\pi / \pi^{\prime}}=\mathrm{id}_{\pi / \pi^{\prime}}$ for any open normal subgroup $\pi^{\prime}$ of $\pi$. Let $X$ be an object of $\pi$-sets. We can write $X$ as the disjoint union of its orbits: $X=\coprod_{i=1}^{n} X_{i}$ $(n \in \mathbb{N})$, such that the action of $\pi$ on $X_{i}$ is transitive for any $i=1, \ldots, n$. Let $x \in X$. Then there exists a unique $i \in\{1, \ldots, n\}$ such that $x \in X_{i}$. Denote by $q_{i}: X_{i} \rightarrow X$ the canonical inclusion, which is a morphism of $\pi$-sets. Then, since $\sigma$ is an automorphism of for, we have that

$$
\sigma_{X} \circ q_{i}=\sigma_{X} \circ \operatorname{for}\left(q_{i}\right)=\operatorname{for}\left(q_{i}\right) \circ \sigma_{X_{i}}=q_{i} \circ \sigma_{X_{i}}
$$

So $\sigma_{X}(x)=\sigma_{X}\left(q_{i}(x)\right)=q_{i}\left(\sigma_{X_{i}}(x)\right)=\sigma_{X_{i}}(x)$. By lemma 1.4 .9 there exists an open subgroup $\pi_{i} \leq \pi$ such that $X_{i}$ is isomorphic to $\pi / \pi_{i}$ as a $\pi$-set. Let $\alpha_{i}: X_{i} \rightarrow \pi / \pi_{i}$ be an isomorphism of $\pi$-sets. Since $\sigma$ is an automorphism of for, we have that $\sigma_{X_{i}}=$ for $\left(\alpha_{i}\right)^{-1} \circ \sigma_{\pi / \pi_{i}} \circ$ for $\left(\alpha_{i}\right)=\alpha_{i}^{-1} \circ \sigma_{\pi / \pi_{i}} \circ \alpha_{i}$. Moreover, let $\pi_{i}^{\prime}$ be the normal core of $\pi_{i}$, i.e. $\pi_{i}^{\prime}:=\bigcap_{\tau \in \pi} \tau \pi_{i} \tau^{-1} \unlhd \pi$. Since $\pi_{i}$ is open, it has finite index in $\pi$, by lemma 1.1.11. Notice that, if $\tau_{1} \pi_{i}=\tau_{2} \pi_{i}$ with $\tau_{1}, \tau_{2} \in \pi$, then $\tau_{1} \pi_{i} \tau_{1}^{-1}=\tau_{2} \pi_{i} \tau_{2}^{-1}$. So the set $\left\{\tau \pi_{i} \tau^{-1} \mid \tau \in \pi\right\}$ is finite. Since $\pi$ is a topological group, conjugation by $\tau$ is a homeomorphism for any $\tau \in \pi$ and so $\tau \pi_{i} \tau^{-1}$ is open, because $\pi_{i}$ is open. Then $\pi_{i}^{\prime}$ is open in $\pi$, because it is a finite intersection of open subsets. So $\pi_{i}^{\prime}$ is an open normal subgroup of $\pi$, which implies that $\sigma_{\pi / \pi_{i}^{\prime}}=\operatorname{id}_{\pi / \pi_{i}^{\prime}}$. Consider the map $\beta_{i}: \pi / \pi_{i}^{\prime} \rightarrow \pi / \pi_{i}, \tau \pi_{i}^{\prime} \mapsto \tau \pi_{i}$. This map is well defined, because $\pi_{i}^{\prime} \subseteq \pi_{i}$. Moreover, $\beta_{i}$ is clearly a morphism of $\pi$-sets, by definition of the action on $\pi$ on $\pi / \pi_{i}^{\prime}$ and on $\pi / \pi_{i}$. Since $\sigma$ is an automorphism of for, we have that

$$
\sigma_{\pi / \pi_{i}} \circ \beta_{i}=\sigma_{\pi / \pi_{i}} \circ \operatorname{for}\left(\beta_{i}\right)=\operatorname{for}\left(\beta_{i}\right) \circ \sigma_{\pi / \pi_{i}^{\prime}}=\beta_{i} \circ \mathrm{id}_{\pi / \pi_{i}^{\prime}}=\beta_{i}=\operatorname{id}_{\pi / \pi_{i}} \circ \beta_{i}
$$

But $\beta_{i}$ is clearly surjective and so an epimorphism of sets (see example 1.1.3(6)). Then we must have $\sigma_{\pi / \pi_{i}}=\mathrm{id}_{\pi / \pi_{i}}$. So $\sigma_{X_{i}}=\alpha_{i}^{-1} \circ \sigma_{\pi / \pi_{i}} \circ \alpha_{i}=\alpha_{i}^{-1} \circ \alpha_{i}=\mathrm{id}_{X_{i}}$ and $\sigma_{X}(x)=\sigma_{X_{i}}(x)=x$. Since this holds for any $x \in X$, we have that $\sigma_{X}=\operatorname{id}_{X}$. Then $\sigma=\left(\operatorname{id}_{X}\right)_{X \in \operatorname{Ob}(\pi \text {-sets })}=1_{\text {Aut (for) }}$. Hence $\varphi$ is injective.
(2) First of all, we check that $\psi_{\pi^{\prime}}$ is well defined. Consider $\tau \pi^{\prime} \in \pi / \pi^{\prime}$. If $\tau^{\prime} \pi^{\prime}=$ $\tau^{\prime \prime} \pi^{\prime}$, with $\tau^{\prime}, \tau^{\prime \prime} \in \pi$, then $\left(\tau^{\prime \prime}\right)^{-1} \tau^{\prime} \in \pi^{\prime}$ and so

$$
\left(\tau^{\prime \prime} \tau^{-1}\right)^{-1}\left(\tau^{\prime} \tau^{-1}\right)=\tau\left(\left(\tau^{\prime \prime}\right)^{-1} \tau^{\prime}\right) \tau^{-1} \in \pi^{\prime}
$$

because $\pi^{\prime}$ is normal. So $\left(\tau^{\prime} \tau^{-1}\right) \pi^{\prime}=\left(\tau^{\prime \prime} \tau^{-1}\right) \pi^{\prime}$. This shows that the map $\pi / \pi^{\prime} \rightarrow \pi / \pi^{\prime}, \tau^{\prime} \pi^{\prime} \mapsto\left(\tau^{\prime} \tau^{-1}\right) \pi^{\prime}$ is well defined. Moreover, it is a morphism of $\pi$-sets. Indeed, if $\sigma \in \pi$, we have that $\left(\left(\sigma \tau^{\prime}\right) \tau^{-1}\right) \pi^{\prime}=\left(\sigma\left(\tau^{\prime} \tau^{-1}\right)\right) \pi^{\prime}=$ $\sigma\left(\left(\tau^{\prime} \tau^{-1}\right) \pi^{\prime}\right)$. It remains to check that this map does not depend on the choice of $\tau$. If $\tau_{1} \pi^{\prime}=\tau_{2} \pi^{\prime}$, with $\tau_{1}, \tau_{2} \in \pi$, then $\tau_{2}^{-1} \tau_{1} \in \pi^{\prime}$. So, for any $\tau^{\prime} \pi^{\prime} \in \pi / \pi^{\prime}$, we have that

$$
\left(\tau^{\prime} \tau_{1}^{-1}\right)^{-1}\left(\tau^{\prime} \tau_{2}^{-1}\right)=\tau_{1}\left(\tau^{\prime}\right)^{-1} \tau^{\prime} \tau_{2}^{-1}=\tau_{1} \tau_{2}^{-1}=\tau_{1}\left(\tau_{2}^{-1} \tau_{1}\right) \tau_{1}^{-1} \in \pi^{\prime}
$$

because $\pi^{\prime}$ is normal in $\pi$. Then $\left(\tau^{\prime} \tau_{1}^{-1}\right) \pi^{\prime}=\left(\tau^{\prime} \tau_{2}^{-1}\right) \pi^{\prime}$. So $\psi_{\pi^{\prime}}$ is well defined. Let $\tau_{1} \pi^{\prime}, \tau_{2} \pi^{\prime} \in \pi / \pi^{\prime}$. For any $\tau^{\prime} \pi^{\prime} \in \pi / \pi^{\prime}$, we have

$$
\begin{aligned}
& \left(\psi_{\pi^{\prime}}\left(\tau_{1} \pi^{\prime}\right) \circ \psi_{\pi^{\prime}}\left(\tau_{2} \pi^{\prime}\right)\right)\left(\tau^{\prime} \pi^{\prime}\right)=\psi_{\pi}^{\prime}\left(\tau_{1} \pi^{\prime}\right)\left(\left(\tau^{\prime} \tau_{2}^{-1}\right) \pi^{\prime}\right)= \\
& \quad=\left(\left(\tau^{\prime} \tau_{2}^{-1}\right) \tau_{1}^{-1}\right) \pi^{\prime}=\left(\tau^{\prime}\left(\tau_{1} \tau_{2}\right)^{-1}\right) \pi^{\prime}=\psi_{\pi^{\prime}}\left(\left(\tau_{1} \tau_{2}\right) \pi^{\prime}\right)\left(\tau^{\prime} \pi^{\prime}\right)
\end{aligned}
$$

So $\psi_{\pi^{\prime}}\left(\tau_{1} \pi^{\prime}\right) \circ \psi_{\pi^{\prime}}\left(\tau_{2} \pi^{\prime}\right)=\psi_{\pi^{\prime}}\left(\left(\tau_{1} \tau_{2}\right) \pi^{\prime}\right)=\psi_{\pi^{\prime}}\left(\left(\tau_{1} \pi^{\prime}\right)\left(\tau_{2} \pi^{\prime}\right)\right)$, which shows that $\psi_{\pi^{\prime}}$ is a group homomorphism. Let $\tau \pi^{\prime} \in \operatorname{Ker}\left(\psi_{\pi^{\prime}}\right)$, i.e. $\psi_{\pi^{\prime}}\left(\tau \pi^{\prime}\right)=\operatorname{id}_{\pi / \pi^{\prime}}$. Then $\tau^{-1} \pi^{\prime}=\psi_{\pi^{\prime}}\left(\tau \pi^{\prime}\right)\left(\pi^{\prime}\right)=\operatorname{id}_{\pi / \pi^{\prime}}\left(\pi^{\prime}\right)=\pi^{\prime}$, which means that $\tau^{-1} \in \pi^{\prime}$. Since $\pi^{\prime}$ is a subgroup of $\pi$, we must have also $\tau=\left(\tau^{-1}\right)^{-1} \in \pi^{\prime}$ and so $\tau \pi^{\prime}=\pi^{\prime}$. This shows that $\psi_{\pi^{\prime}}$ is injective. It remains to prove that it is surjective. Let $\sigma \in \operatorname{Aut}_{\pi \text {-sets }}\left(\pi / \pi^{\prime}\right)$. Since $\sigma\left(\pi^{\prime}\right) \in \pi / \pi^{\prime}$, there exists $\tau \in \pi$ such that $\sigma\left(\pi^{\prime}\right)=\tau \pi^{\prime}$. Let $\tau^{\prime} \pi^{\prime} \in \pi / \pi^{\prime}$, with $\tau^{\prime} \in \pi$. Then, since $\sigma$ is a morphism of $\pi$-sets, we have that $\sigma\left(\tau^{\prime} \pi^{\prime}\right)=\sigma\left(\tau^{\prime}\left(\pi^{\prime}\right)\right)=\tau^{\prime}\left(\sigma\left(\pi^{\prime}\right)\right)=\tau^{\prime}\left(\tau \pi^{\prime}\right)=$ $\left(\tau^{\prime} \tau\right) \pi^{\prime}=\psi_{\pi^{\prime}}\left(\tau^{-1} \pi^{\prime}\right)\left(\tau^{\prime} \pi^{\prime}\right)$. So $\sigma=\psi_{\pi^{\prime}}\left(\tau^{-1} \pi^{\prime}\right)$. This proves surjectivity.
Let now $f: \pi / \pi^{\prime} \rightarrow \pi / \pi^{\prime}$ be a map such that $f \circ \sigma=\sigma \circ f$ for any $\sigma \in$ $\operatorname{Aut}_{\pi \text {-sets }}\left(\pi / \pi^{\prime}\right)$. Since $f\left(\pi^{\prime}\right) \in \pi / \pi^{\prime}$, there exists $\tau \in \pi$ such that $f\left(\pi^{\prime}\right)=\tau \pi^{\prime}$. Let $\tau^{\prime} \pi^{\prime} \in \pi / \pi^{\prime}$ and consider $\psi_{\left(\tau^{\prime}\right)^{-1} \pi^{\prime}} \in \operatorname{Aut}_{\pi \text {-sets }}\left(\pi / \pi^{\prime}\right)$. Then $f \circ \psi_{\left(\tau^{\prime}\right)^{-1} \pi^{\prime}}=$ $\psi_{\left(\tau^{\prime}\right)^{-1} \pi^{\prime}} \circ f$. We have that $\psi_{\left(\tau^{\prime}\right)^{-1} \pi^{\prime}}\left(\pi^{\prime}\right)=\left(\left(\tau^{\prime}\right)^{-1}\right)^{-1} \pi^{\prime}=\tau^{\prime} \pi^{\prime}$ and so

$$
\begin{aligned}
& f\left(\tau^{\prime} \pi^{\prime}\right)=f\left(\psi_{\left.\left(\tau^{\prime}\right)\right)^{-1} \pi^{\prime}}\left(\pi^{\prime}\right)\right)=\psi_{\left(\tau^{\prime}\right)-1 \pi^{\prime}}\left(f\left(\pi^{\prime}\right)\right)= \\
& \quad=\psi_{\left(\tau^{\prime}\right)^{-1} \pi^{\prime}}\left(\tau \pi^{\prime}\right)=\left(\tau \tau^{\prime}\right) \pi^{\prime}=f_{\tau \pi^{\prime}}\left(\tau^{\prime} \pi^{\prime}\right) .
\end{aligned}
$$

Then $f=f_{\tau \pi^{\prime}}$, as we wanted. If $\widetilde{\tau} \pi^{\prime} \in \pi / \pi^{\prime}$ is such that $f=f_{\tilde{\tau} \pi^{\prime}}$, then $\widetilde{\tau} \pi^{\prime}=f_{\tilde{\tau} \pi^{\prime}}\left(\pi^{\prime}\right)=f\left(\pi^{\prime}\right)=\tau \pi^{\prime}$. So we have uniqueness.
(3) For any $\tau \in \pi$ and any finite $\pi$-set $X$, define $\sigma_{X, \tau}: X \rightarrow X, x \mapsto \tau x$. By definition of group action, we have that $\sigma_{X, \tau^{-1}}$ is the inverse of $\sigma_{X, \tau}$, so $\sigma_{X, \tau}$ is bijective, i.e. $\sigma_{X, \tau} \in \mathrm{~S}_{X}=\mathrm{S}_{\mathrm{for}(X)}$. Let $X, Y$ be two finite $\pi$-sets, with a morphism of $\pi$-sets $h: X \rightarrow Y$. By definition of morphism of $\pi$-sets, we have that

$$
\left(h \circ \sigma_{X, \tau}\right)(x)=h(\tau x)=\tau h(x)=\left(\sigma_{Y, \tau} \circ h\right)(x),
$$

for any $x \in X$. So for $(h) \circ \sigma_{X, \tau}=h \circ \sigma_{X, \tau}=\sigma_{Y, \tau} \circ h=\sigma_{Y, \tau} \circ$ for $(h)$. This proves that $\sigma_{\tau}:=\left(\sigma_{X, \tau}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}$ is an automorphism of the functor for. Consider now the map

$$
\Phi: \pi \rightarrow \operatorname{Aut}(\text { for }), \tau \mapsto \sigma_{\tau}
$$

We claim that $\Phi$ is an isomorphism of topological groups. Let $\tau_{1}, \tau_{2} \in \pi$ and let $X$ be a finite $\pi$-set. By definition of group action, we have that

$$
\begin{aligned}
\sigma_{X, \tau_{1} \tau_{2}}(x)=\left(\tau_{1} \tau_{2}\right) x & =\tau_{1}\left(\tau_{2} x\right)= \\
& =\sigma_{X, \tau_{1}}\left(\tau_{2} x\right)=\sigma_{X, \tau_{1}}\left(\sigma_{X, \tau_{2}}(x)\right)=\left(\sigma_{X, \tau_{1}} \circ \sigma_{X, \tau_{2}}\right)(x)
\end{aligned}
$$

for any $x \in X$. So $\sigma_{X, \tau_{1} \tau_{2}}=\sigma_{X, \tau_{1}} \circ \sigma_{X, \tau_{2}}$. Then we have:

$$
\begin{aligned}
& \Phi\left(\tau_{1} \tau_{2}\right)=\sigma_{\tau_{1} \tau_{2}}=\left(\sigma_{X, \tau_{1} \tau_{2}}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}=\left(\sigma_{X, \tau_{1}} \circ \sigma_{X, \tau_{2}}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}= \\
& \quad=\left(\sigma_{X, \tau_{1}}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })} \circ\left(\sigma_{X, \tau_{2}}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}=\sigma_{\tau_{1}} \circ \sigma_{\tau_{2}}=\Phi\left(\tau_{1}\right) \Phi\left(\tau_{2}\right)
\end{aligned}
$$

So $\Phi$ is a group homomorphism. Let $\tau \in \operatorname{Ker}(\Phi)$, i.e.

$$
\left(\sigma_{X, \tau}\right)_{X \in \mathrm{Ob}(\pi-\text { sets })}=\sigma_{\tau}=\Phi(\tau)=1_{\mathrm{Aut}(\text { for })}=\left(\mathrm{id}_{X}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}
$$

Then $\sigma_{X, \tau}=\mathrm{id}_{X}$ for any finite $\pi$-set $X$. Let $\pi^{\prime}$ be an open normal subgroup of $\pi$. Then $\sigma_{\pi / \pi^{\prime}, \tau}=\mathrm{id}_{\pi / \pi^{\prime}}$. So

$$
\tau \pi^{\prime}=\sigma_{\pi / \pi^{\prime}, \tau}\left(\pi^{\prime}\right)=\operatorname{id}_{\pi / \pi^{\prime}}\left(\pi^{\prime}\right)=\pi^{\prime}
$$

which means that $\tau \in \pi^{\prime}$. Then we have that $\tau \in \bigcap_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }} \pi^{\prime}$. By lemma 1.4.31, this implies $\tau=1$. So $\Phi$ is injective. Let $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}(\pi \text {-sets })} \in$ Aut(for). Let $\pi^{\prime}$ be an open normal subgroup of $\pi$. We have that $\sigma_{\pi / \pi^{\prime}}$ is a (bijective) map from $\pi / \pi^{\prime}$ to $\pi / \pi^{\prime}$. Let $\alpha \in \operatorname{Aut}_{\pi \text {-sets }}\left(\pi / \pi^{\prime}\right)$. By definition of automorphism of a functor, we have that $\sigma_{\pi / \pi^{\prime}} \circ \alpha=\sigma_{\pi / \pi^{\prime}} \circ$ for $(\alpha)=$ for $(\alpha) \circ \sigma_{\pi / \pi^{\prime}}=\alpha \circ \sigma_{\pi / \pi^{\prime}} \circ \alpha$. Then, by point (2), there exists $\tau_{\pi^{\prime}} \pi^{\prime} \in \pi / \pi^{\prime}$ such that $\sigma_{\pi / \pi^{\prime}}=f_{\tau_{\pi^{\prime}} \pi^{\prime}}$. We want now to find $\tau \in \pi$ such that $\tau_{\pi^{\prime}} \pi^{\prime}=\tau \pi^{\prime}$ for any open normal subgroup $\pi^{\prime}$. This means that $\tau \in \tau_{\pi^{\prime}} \pi^{\prime}$ for any open normal subgroup $\pi^{\prime}$. So it is enough to show that $\bigcap_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }}\left(\tau_{\pi^{\prime}} \pi^{\prime}\right) \neq \emptyset$. For any normal open subgroup $\pi^{\prime}$, left multiplication by $\tau_{\pi^{\prime}}$ is a homeomorphism, because $\pi$ is a topological group. Moreover, by lemma 1.1.11, $\pi^{\prime}$ open implies $\pi^{\prime}$ closed. So $\tau_{\pi^{\prime}} \pi^{\prime}$ is closed. Since $\pi$ is a profinite group, it is compact. Then, in order to prove that $\bigcap_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }}\left(\tau_{\pi^{\prime}} \pi^{\prime}\right) \neq \emptyset$, it is enough to show that $\left(\tau_{\pi_{1}^{\prime}} \pi_{1}^{\prime}\right) \cap \cdots \cap\left(\tau_{\pi_{n}^{\prime}} \pi_{n}^{\prime}\right) \neq \emptyset$ for any $n \in \mathbb{N}, \pi_{1}^{\prime}, \ldots, \pi_{n}^{\prime}$ open normal subgroups of $\pi$. Given such $\pi_{1}^{\prime}, \ldots, \pi_{n}^{\prime}$, define $\pi^{\prime}:=\pi_{1}^{\prime} \cap \cdots \cap \pi_{n}^{\prime}$. Then $\pi^{\prime}$ is a normal subgroup of $\pi$ and it is also open, because it is a finite intersection of open subsets. Fix $i \in\{1, \ldots, n\}$ and consider the map $\beta_{i}: \pi / \pi^{\prime} \rightarrow \pi / \pi_{i}^{\prime}, \tau \pi^{\prime} \mapsto \tau \pi_{i}^{\prime}$, which is well defined because $\pi^{\prime} \subseteq \pi_{i}^{\prime}$. It is immediate to check that $\beta_{i}$ is a morphism of $\pi$-sets, by definition of the action of $\pi$ on $\pi / \pi^{\prime}$ and on $\pi / \pi_{i}^{\prime}$. Since $\sigma$ is an automorphism of for, we have that

$$
f_{\tau_{\pi_{i}^{\prime}} \pi_{i}^{\prime}} \circ \beta_{i}=\sigma_{\pi / \pi_{i}^{\prime}} \circ \operatorname{for}\left(\beta_{i}\right)=\operatorname{for}\left(\beta_{i}\right) \circ \sigma_{\pi / \pi^{\prime}}=\beta_{i} \circ f_{\tau_{\pi^{\prime}} \pi^{\prime}} .
$$

So $\tau_{\pi_{i}^{\prime}} \pi_{i}^{\prime}=f_{\tau_{\pi_{i}^{\prime}}^{\prime}}\left(\pi_{i}^{\prime}\right)=f_{\tau_{\pi_{i}^{\prime}}^{\prime}}\left(\beta_{i}\left(\pi^{\prime}\right)\right)=\beta_{i}\left(f_{\tau_{\pi^{\prime}} \pi^{\prime}}\left(\pi^{\prime}\right)\right)=\beta_{i}\left(\tau_{\pi^{\prime}} \pi^{\prime}\right)=\tau_{\pi^{\prime}} \pi_{i}^{\prime}$. This means that $\tau_{\pi^{\prime}} \in \tau_{\pi_{i}^{\prime}}^{\prime} \pi_{i}^{\prime}$. So $\tau_{\pi^{\prime}} \in\left(\tau_{\pi_{1}^{\prime}} \pi_{1}^{\prime}\right) \cap \cdots \cap\left(\tau_{\pi_{n}^{\prime}}^{\prime} \pi_{n}^{\prime}\right)$, which shows that $\left(\tau_{\pi_{1}^{\prime}} \pi_{1}^{\prime}\right) \cap \cdots \cap\left(\tau_{\pi_{n}^{\prime}} \pi_{n}^{\prime}\right) \neq \emptyset$, as we wanted. Then there exists $\tau \in \pi$ such that $\tau_{\pi^{\prime}} \pi^{\prime}=\tau \pi^{\prime}$ for any open normal subgroup $\pi^{\prime}$. So $\sigma_{\pi / \pi^{\prime}}=f_{\tau_{\pi^{\prime}} \pi^{\prime}}=f_{\tau \pi^{\prime}}$. From the definitions, it is clear that $f_{\tau \pi^{\prime}}=\sigma_{\pi / \pi^{\prime}, \tau}$. So $\sigma_{\pi / \pi^{\prime}}=\sigma_{\pi / \pi^{\prime}, \tau}$, for any open normal subgroup $\pi^{\prime}$ of $\pi$. Then

$$
\varphi(\sigma)=\left(\sigma_{\pi / \pi^{\prime}}\right)_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }}=\left(\sigma_{\pi / \pi^{\prime}, \tau}\right)_{\pi^{\prime} \unlhd \pi, \pi^{\prime} \text { open }}=\varphi\left(\sigma_{\tau}\right) .
$$

Since $\varphi$ is injective by point (1), we must have $\sigma=\sigma_{\tau}=\Phi(\tau)$. So $\Phi$ is surjective. Then $\Phi$ is a group isomorphism. We prove now that $\Phi$ is continuous. Recall that a subbase of the topology on Aut(for) is given by

$$
\left\{f_{Y}^{-1}(\{\sigma\}) \mid Y \in \mathrm{Ob}(\pi \text {-sets }), \sigma \in \mathrm{S}_{\mathrm{for}(Y)}=\mathrm{S}_{Y}\right\}
$$

where we defined $f_{Y}: \operatorname{Aut}($ for $) \rightarrow \mathrm{S}_{\text {for }(Y)}=\mathrm{S}_{Y},\left(\sigma_{X}\right)_{X \in \operatorname{Ob}(\pi \text {-sets })} \mapsto \sigma_{Y}$. Let $Y$ be a finite $\pi$-set and $\sigma \in S_{Y}$. We have to prove that $\Phi^{-1}\left(f_{Y}^{-1}(\{\sigma\})\right)=$ $\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})$ is open in $\pi$. Notice that, for any $\tau \in \pi,\left(f_{Y} \circ \Phi\right)(\tau)=\sigma_{Y, \tau}$. Then

$$
\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})=\left\{\tau \in \pi \mid \sigma_{Y, \tau}=\sigma\right\} .
$$

If $\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})=\emptyset$, then it is clearly open. Otherwise, let $\tau_{0} \in\left(f_{Y} \circ\right.$ $\Phi)^{-1}(\{\sigma\})$, i.e. $\sigma_{Y, \tau_{0}}=\sigma$. If $\tau \in\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})$, then $\sigma_{Y, \tau}=\sigma$ and so $\sigma_{Y, \tau_{0}^{-1} \tau}=\sigma_{Y, \tau_{0}}^{-1} \circ \sigma_{Y, \tau}=\sigma^{-1} \circ \sigma=\mathrm{id}_{Y}$. So $\tau_{0}^{-1} \tau \in\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\operatorname{id}_{Y}\right\}\right)$ and this shows that $\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\}) \subseteq \tau_{0}\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\operatorname{id}_{Y}\right\}\right)$. Conversely, if $\tau \in\left(f_{Y} \circ\right.$ $\Phi)^{-1}\left(\left\{i d_{Y}\right\}\right)$, then $\sigma_{Y, \tau}=\operatorname{id}_{Y}$ and so $\sigma_{Y, \tau_{0} \tau}=\sigma_{Y, \tau_{0}} \circ \sigma_{Y, \tau}=\sigma \circ \mathrm{id}_{Y}=\sigma$, which means that $\tau_{0} \tau \in\left(f_{Y} \circ \Phi\right)^{-1}(\sigma)$. So $\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})=\tau_{0}\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\operatorname{id}_{Y}\right\}\right)$. Since $\pi$ is a topological group, multiplication by $\tau_{0}$ is a homeomorphism. Then, in order to prove that $\left(f_{Y} \circ \Phi\right)^{-1}(\{\sigma\})=\tau_{0}\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\mathrm{id}_{Y}\right\}\right)$ is open, it is enough to prove that $\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\operatorname{id}_{Y}\right\}\right)$ is open. We have that

$$
\begin{aligned}
\left(f_{Y} \circ \Phi\right)^{-1}\left(\left\{\operatorname{id}_{Y}\right\}\right)=\{\tau & \left.\in \pi \mid \sigma_{Y, \tau}=\operatorname{id}_{Y}\right\}= \\
& =\left\{\tau \in \pi \mid \forall y \in Y \quad \tau y=\sigma_{Y, \tau}(y)=\operatorname{id}_{Y}(y)=y\right\}
\end{aligned}
$$

This is the kernel of the action of $\pi$ on $Y$, which is open by lemma 1.1.14, since $Y$ is finite. So $\Phi$ is continuous.
Since $\pi$ is a profinite group, it is compact by remark 1.1.10. By lemma 1.4.27, also Aut(for) is profinite. In particular, it is Hausdorff, by remark 1.1.10. If $C \subseteq \pi$ is closed, then it is compact (a closed subspace of a compact space is compact) and so $\Phi(C)$ is compact in Aut(for). But a compact subspace of a Hausdorff space is closed. Then $\Phi(C)$ is closed. So $\Phi$ is a closed map. We already know that it is bijective and continuous, so it is a homeomorphism. This proves that $\Phi$ is an isomorphism of topological groups. So $\pi \cong \operatorname{Aut}$ (for) as profinite groups.
The isomorphism $\Phi$ induces an action of $\operatorname{Aut}(f o r)$ on any $\pi$-set $Y$ : $\sigma . y=$ $\Phi^{-1}(\sigma) y$ for any $\sigma \in \operatorname{Aut}($ for $), y \in Y$. It is immediate to check that this is a continuous group action and that any morphism of $\pi$-sets is a morphism
of Aut(for)-sets. So we have a functor $H^{\prime \prime}: \pi$-sets $\rightarrow \operatorname{Aut}($ for $)$-sets, with $H^{\prime \prime}(Y)=Y$ equipped with the action of $\operatorname{Aut}($ for $)$, for any object $Y$ of $\pi$-sets, and $H^{\prime \prime}(f)=f$, for any morphism $f: Y_{1} \rightarrow Y_{2}$ in $\pi$-sets. We claim that this functor coincides with $H^{\prime}$. We have $H^{\prime}(f)=f=H^{\prime \prime}(f)$ for any morphism $f$ in $\pi$-sets. So we have to check only that $H^{\prime}(Y)=H^{\prime \prime}(Y)$, i.e. the two actions of Aut(for) coincide, for any object $Y$ of $\pi$-sets. Let $Y$ be an object of $\pi$-sets. Let $\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })} \in \operatorname{Aut}($ for $)$ and $y \in Y$. The action induced by $\Phi$ (functor $H^{\prime \prime}$ ) gives us $\sigma . y=\Phi^{-1}(\sigma) y$, while the action defined as in lemma 1.4.29 (functor $\left.H^{\prime}\right)$ gives us $\sigma y=\sigma_{Y}(y)$. Let $\tau:=\Phi^{-1}(\sigma)$. Then $\sigma=\Phi(\tau)=\left(\sigma_{X, \tau}\right)_{X \in \mathrm{Ob}(\pi \text {-sets })}$. In particular, $\sigma_{Y}=\sigma_{Y, \tau}$. So

$$
\sigma y=\sigma_{Y}(y)=\sigma_{Y, \tau}(y)=\tau y=\Phi^{-1}(\sigma) y=\sigma . y .
$$

Lemma 1.4.33. Let $\mathbf{C}_{1}, \mathbf{C}_{2}$ be two categories, with $\mathbf{C}_{1}$ essentially small, and let $F_{1}, F_{2}: \mathbf{C}_{1} \rightarrow \mathbf{C}_{2}$ be two functors. If $F_{1}$ and $F_{2}$ are isomorphic, then $\operatorname{Aut}\left(F_{1}\right) \cong$ $\operatorname{Aut}\left(F_{2}\right)$ as profinite groups and the isomorphism is canonically determined up to an inner automorphism of $\operatorname{Aut}\left(F_{1}\right)$.

Proof. Let $\alpha: F_{1} \rightarrow F_{2}$ be an isomorphism of functors, i.e. for any object $X$ of $\mathbf{C}_{1}$ we have an isomorphism $\alpha_{X}: F_{1}(X) \rightarrow F_{2}(X)$ in $\mathbf{C}_{2}$ and these isomorphisms are compatible with each other, i.e. the following diagram is commutative for any morphism $f: X \rightarrow Y$ in $\mathbf{C}_{1}$.


If $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)} \in \operatorname{Aut}\left(F_{1}\right)$, then for any $X$ we have that $\alpha_{X} \circ \sigma_{X} \circ \alpha_{X}^{-1}$ : $F_{2}(X) \rightarrow F_{2}(X)$ is an isomorphism, because it is a composition of isomorphisms. So $\alpha_{X} \circ \sigma_{X} \circ \alpha_{X}^{-1} \in \operatorname{Aut}_{\mathbf{C}_{2}}\left(F_{2}(X)\right)$. It is immediate to check that these isomorphisms are compatible with each other, so $\left(\alpha_{X} \circ \sigma_{X} \circ \alpha_{X}^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$ is an automorphism of $F_{2}$. Then we can define the map

$$
\varphi_{\alpha}: \operatorname{Aut}\left(F_{1}\right) \rightarrow \operatorname{Aut}\left(F_{2}\right), \sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \rightarrow\left(\alpha_{X} \circ \sigma_{X} \circ \alpha_{X}^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} .
$$

We claim that this map is an isomorphism of profinite groups. It is clearly bijective, with inverse

$$
\varphi_{\alpha}^{-1}: \operatorname{Aut}\left(F_{2}\right) \rightarrow \operatorname{Aut}\left(F_{1}\right), \sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)} \rightarrow\left(\alpha_{X}^{-1} \circ \sigma_{X} \circ \alpha_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} .
$$

If $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}, \tau=\left(\tau_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)} \in \operatorname{Aut}\left(F_{1}\right)$, then

$$
\begin{aligned}
& \varphi_{\alpha}(\sigma \tau)= \varphi_{\alpha}\left(\left(\sigma_{X} \circ \tau_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}\right)=\left(\alpha_{X} \circ \sigma_{X} \circ \tau_{X} \circ \alpha^{-1}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}= \\
&=\left(\left(\alpha_{X} \circ \sigma_{X} \circ \alpha^{-1}\right) \circ\left(\alpha \tau_{X} \circ \alpha^{-1}\right)\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}= \\
&=\left(\alpha_{X} \circ \sigma_{X} \circ \alpha^{-1}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)}\left(\alpha_{X} \circ \tau_{X} \circ \alpha^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}=\varphi_{\alpha}(\sigma) \varphi_{\alpha}(\tau) .
\end{aligned}
$$

So $\varphi_{\alpha}$ is a group homomorphism. We prove now that it is continuous. For any object $Y$ of $\mathbf{C}_{1}$, define $f_{Y}: \operatorname{Aut}\left(F_{1}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}_{2}}\left(F_{1}(Y)\right),\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \mapsto \sigma_{Y}$ and $g_{Y}: \operatorname{Aut}\left(F_{2}\right) \rightarrow \operatorname{Aut}_{\mathbf{C}_{2}}\left(F_{2}(Y)\right),\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \mapsto \sigma_{Y}$. By definition of the topology on $\operatorname{Aut}\left(F_{2}\right)$, a subbase is given by

$$
\left\{g_{Y}^{-1}(\{\tau\}) \mid Y \in \mathrm{Ob}\left(\mathbf{C}_{1}\right), \tau \in \operatorname{Aut}_{\mathbf{C}_{2}}\left(F_{2}(Y)\right)\right\}
$$

For any object $Y$ of $\mathbf{C}_{1}$ and for any $\tau \in \operatorname{Aut}_{\mathbf{C}_{2}}\left(F_{2}(Y)\right)$, we have that

$$
\begin{aligned}
& \varphi_{\alpha}^{-1}\left(g_{Y}^{-1}(\{\tau\})\right)=\left(g_{Y} \circ \varphi_{\alpha}\right)^{-1}(\{\tau\})= \\
& \left\{\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)} \mid \alpha \circ \sigma_{Y} \circ \alpha^{-1}=\left(g_{Y} \circ \varphi_{\alpha}\right)(\sigma)=\tau\right\}= \\
& =\left\{\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}\left(\mathbf{C}_{1}\right)} \mid \sigma_{Y}=\alpha^{-1} \circ \tau \circ \alpha\right\}=f_{Y}^{-1}\left(\left\{\alpha^{-1} \circ \tau \circ \alpha\right\}\right),
\end{aligned}
$$

which is open by definition of the topology on $\operatorname{Aut}\left(F_{1}\right)$. So $\varphi_{\alpha}$ is continuous. In the same way, one can show that $\varphi_{\alpha}^{-1}$ is continuous. So $\varphi_{\alpha}$ is an isomorphism of topological groups, as we wanted.
It is clear from the definition of $\varphi_{\alpha}$ that it depends on the isomorphism $\alpha$. Let $\beta$ : $F_{1} \rightarrow F_{2}$ be another isomorphism, i.e. we have isomorphisms $\beta_{X}: F_{1}(X) \rightarrow F_{2}(X)$ (for any object $X$ of $\mathbf{C}_{1}$ ) that are compatible with each other in the same sense as above. Then $\beta^{-1} \alpha=\left(\beta_{X} \circ \alpha_{X}^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$ is an automorphism of the functor $F_{1}$ (for any $X, \beta_{X}^{-1} \circ \alpha_{X}: F_{1}(X) \rightarrow F_{1}(X)$ is an isomorphism and these isomorphisms are compatible). Define

$$
\gamma_{\beta^{-1} \alpha}: \operatorname{Aut}\left(F_{1}\right) \rightarrow \operatorname{Aut}\left(F_{1}\right), \sigma \mapsto\left(\beta^{-1} \alpha\right) \sigma\left(\beta^{-1} \alpha\right)^{-1}
$$

(conjugation by $\beta^{-1} \alpha$ ). Then $\gamma_{\beta^{-1} \alpha}$ is an inner automorphism of $\operatorname{Aut}\left(F_{1}\right)$. For any $\sigma=\left(\sigma_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}$ we have that

$$
\begin{aligned}
& \varphi_{\beta}(\sigma)=\left(\beta_{X} \circ \sigma_{X} \circ \beta_{X}^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}= \\
& =\left(\alpha_{X} \circ\left(\alpha_{X}^{-1} \circ \beta_{X} \circ \sigma_{X} \circ \beta_{X}^{-1} \circ \alpha_{X}\right) \circ \alpha_{X}^{-1}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}= \\
& \quad \varphi_{\alpha}\left(\left(\alpha_{X}^{-1} \circ \beta_{X} \circ \sigma_{X} \circ \beta_{X}^{-1} \circ \alpha_{X}\right)_{X \in \mathrm{Ob}\left(\mathbf{C}_{1}\right)}\right)=\varphi_{\alpha}\left(\gamma_{\beta^{-1} \alpha}(\sigma)\right) .
\end{aligned}
$$

Hence $\varphi_{\beta}=\varphi_{\alpha} \circ \gamma_{\beta-1}{ }^{2}$.
Theorem 1.4.34 (Main theorem about Galois categories). Let $\mathbf{C}$ be an essentially small Galois category with fundamental functor $F$. Then:
(a) if $\pi^{\prime}$ is a profinite group and $G: \mathbf{C} \rightarrow \pi^{\prime}$-sets is an equivalence of categories such that for' $\circ G=F$, where for' $: \pi^{\prime}$-sets $\rightarrow$ sets is the forgetful functor, then $\pi^{\prime} \cong \operatorname{Aut}(F)$ as profinite groups;
(b) the functor $H^{\prime}: \mathbf{C} \rightarrow \operatorname{Aut}(F)$-sets defined in lemma 1.4.29 is an equivalence of categories;
(c) if $F^{\prime}: \mathbf{C} \rightarrow$ sets is another fundamental functor on $\mathbf{C}$, then $F$ and $F^{\prime}$ are isomorphic;
(d) if $\pi^{\prime}$ is a profinite group such that $\mathbf{C}$ and $\pi^{\prime}$-sets are equivalent, then $\pi^{\prime} \cong$ $\operatorname{Aut}(F)$ as profinite groups and the isomorphism is canonically determined up to an inner automorphism of $\operatorname{Aut}(F)$.

Proof. (a) Applying the lemmas 1.4.24 and 1.4.32(3), we get that

$$
\operatorname{Aut}(F)=\operatorname{Aut}\left(\text { for }^{\prime} \circ G\right) \cong \operatorname{Aut}\left(\text { for }^{\prime}\right) \cong \pi^{\prime}
$$

as topological groups.
(b) By proposition 1.4.21, we have that the functor $H: \mathbf{C} \rightarrow \pi$-sets defined in lemma 1.4.2 is an equivalence of categories (here $\pi$ is again the projective limit of the projective system of groups defined in proposition 1.3.14(3)). Moreover, by remark 1.4.3, we have that for $\circ H=F$. By point (1), we have an isomorphism $\operatorname{Aut}(F) \cong \pi$, as profinite groups. This isomorphism induces a functor $H^{\prime \prime}: \pi$-sets $\rightarrow \operatorname{Aut}(F)$-sets, which is clearly an isomorphism of categories (in particular an equivalence of categories) and by lemma 1.4.32 coincides with the functor defined applying lemma 1.4.29 to the Galois category $\pi$-sets (with fundamental functor the forgetful functor). We claim that $H^{\prime}=H^{\prime \prime} \circ H$. This is clear on morphisms, because $H^{\prime}(f)=f=H^{\prime \prime}(f)=H^{\prime \prime}(H(f))$ for any morphism $f$. So we have to prove only that the effect on objects is the same, i.e. that the two actions of $\operatorname{Aut}(F)$ on $F(Y)$ coincide for any object $Y$. Let $Y$ be an object of $\mathbf{C}$. Let $\sigma=\left(\sigma_{X}\right)_{X \in \operatorname{Ob}(\mathbf{C})} \in \operatorname{Aut}(F), y \in F(Y)$. The functor $H^{\prime}$ gives us $\sigma y=\sigma_{Y}(y)$. On the other hand, by lemma 1.4.32(3), the functor $H^{\prime \prime} \circ H$ gives us $\sigma . y=\varphi^{-1}(\sigma) y$, where $\varphi: \operatorname{Aut}($ for $) \rightarrow \operatorname{Aut}(F)$ is the isomorphism defined as in lemma 1.4.24. Define $\tau=\left(\tau_{X}\right)_{X \in \mathrm{Ob}(\pi \text {-sets) }}:=\varphi^{-1}(\sigma)$. This means that $\left(\sigma_{X}\right)_{X \in \mathrm{Ob}(\mathbf{C})}=\sigma=\varphi(\tau)=\left(\tau_{H(X)}\right)_{X \in \mathrm{Ob}(\mathbf{C})}$. In particular, $\sigma_{Y}=\tau_{H(Y)}$. Then

$$
\sigma y=\sigma_{Y}(y)=\tau_{H(Y)}(y)=\tau y=\varphi^{-1}(\sigma) y=\sigma . y .
$$

This proves that $H^{\prime}(Y)=H^{\prime \prime}(H(Y))$. So $H^{\prime}=H^{\prime \prime} \circ H^{\prime}$ is an equivalence of categories, because it is the composition of two equivalences.
(c) Define $J^{\prime}$ in the same way as we defined $J$, but using the functor $F^{\prime}$ (see the lemmas 1.2.31 and 1.3.10 and the remarks 1.2.32(1) and 1.3.15(2)):

$$
J^{\prime}=\left\{[(A, a)]_{\sim^{\prime}} \mid A \text { Galois, } a \in F^{\prime}(A)\right\},
$$

where $[(A, a)] \sim^{\prime}[(B, b)]$ if and only there exists an isomorphism $f: A \rightarrow B$ such that $F^{\prime}(f)(a)=b$ and $[(A, a)]_{\sim^{\prime}} \geq[(B, b)]_{\sim^{\prime}}$ if and only if there exists a morphism $f: A \rightarrow B$ such that $F^{\prime}(f)(a)=b$. By corollary 1.3.11, we have that $F \cong \lim _{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j},-\right)$ and $F^{\prime} \cong \lim _{j \in J^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j},-\right)$, where for any $j \in J^{\prime}$ we chose a pair $\left(B_{j}, b_{j}\right)$ with $B_{j}$ connected, $b_{j} \in F^{\prime}\left(B_{j}\right)$ and $j=\left[\left(B_{j}, b_{j}\right)\right]_{\sim^{\prime}}$ (if $j_{1}, j_{2} \in J^{\prime}$ and $j_{1} \geq j_{2}$, we denote by $g_{j_{1} j_{2}}: B_{j_{1}} \rightarrow B_{j_{2}}$ the unique morphism such that $\left.g_{j_{1} j_{2}}\left(b_{j_{1}}\right)=b_{j_{2}}\right)$. So it is enough to prove that $\varliminf_{j}{ }_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j},-\right) \cong \lim _{j \in J^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j},-\right)$.
First of all, we will find an order isomorphism between $J$ and $J^{\prime}$. Let $j \in J$. Then $j=\left[\left(A_{j}, a_{j}\right)\right]_{\sim}$ and $A_{j}$ is Galois, by remark 1.3.12. In particular, $A_{j}$ is
not initial (remark 1.2.13(1)) and so $F^{\prime}\left(A_{j}\right) \neq \emptyset$, by lemma 1.2 .17 applied to the fundamental functor $F^{\prime}$. Choose $a_{j}^{\prime} \in F^{\prime}\left(A_{j}\right)$. Then $\left[\left(A_{j}, a_{j}^{\prime}\right)\right]_{\sim^{\prime}} \in J^{\prime}$ (recall that the fact of being Galois does not depend on the fundamental functor, by remark 1.3.2(2)). So we can define the map

$$
\alpha: J \rightarrow J^{\prime}, j \mapsto\left[\left(A_{j}, a_{j}^{\prime}\right)\right]_{\sim^{\prime}}
$$

We claim that $\alpha$ is bijective. Let $j_{1}, j_{2} \in J$ be such that $\alpha\left(j_{1}\right)=\alpha\left(j_{2}\right)$, i.e. $\left[\left(A_{j_{1}}^{\prime}, a_{j_{1}}^{\prime}\right)\right]_{\sim^{\prime}}=\left[\left(A_{j_{2}}, a_{j_{2}}^{\prime}\right)\right]_{\sim^{\prime}}$. This means that there exists an isomorphism $f$ : $A_{j_{1}} \rightarrow A_{j_{2}}$ such that $F^{\prime}(f)\left(a_{j_{1}}^{\prime}\right)=a_{j_{2}}^{\prime}$. Consider $F(f)\left(a_{j_{1}}\right) \in F\left(A_{j_{2}}\right)$. Since $A_{j_{2}}$ is Galois, by lemma 1.3 .4 the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ on $F\left(A_{j_{2}}\right)$ is transitive. So there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ such that $a_{j_{2}}=F(\sigma)\left(F(f)\left(a_{j_{1}}\right)\right)=F(\sigma \circ f)\left(a_{j_{1}}\right)$. This shows that $j_{1}=\left[\left(A_{j_{1}}, a_{j_{1}}\right)\right]_{\sim}=\left[\left(A_{j_{2}}, j_{2}\right)\right]_{\sim}=j_{2}$. So $\alpha$ is injective.
Let $k \in J^{\prime}$. Since $k=\left[\left(B_{k}, b_{k}\right)\right]_{\sim^{\prime}} \in J^{\prime}$, we have that $B_{k}$ is Galois, by remark 1.3.12. Moreover, $F\left(B_{k}\right) \neq \emptyset$ (because $B_{k}$ connected implies $B_{k}$ not initial, see remark 1.2.13(1) and lemma 1.2.17). Choose $b \in F\left(B_{k}\right)$ and define $j:=\left[\left(B_{k}, b\right)\right]_{\sim} \in J$. From $\left[\left(A_{j}, a_{j}\right)\right]_{\sim}=j=\left[\left(B_{k}, b\right)\right]_{\sim}$ it follows that there exists an isomorphism $f: A_{j} \rightarrow B_{k}$ such that $F(f)\left(a_{j}\right)=b_{j}$. Consider $F^{\prime}(f)\left(a_{j}^{\prime}\right) \in F^{\prime}\left(B_{k}\right)$. Since $B_{k}$ is Galois, the $\operatorname{action}$ of $\operatorname{Aut}_{\mathbf{C}}\left(B_{k}\right)$ on $F^{\prime}\left(B_{k}\right)$ is transitive, by lemma 1.3.4 apllied to the fundamental functor $F^{\prime}$. So there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(B_{k}\right)$ such that $b=F^{\prime}(\sigma)\left(F^{\prime}(f)\left(a_{j}^{\prime}\right)\right)=F^{\prime}(\sigma \circ f)\left(a_{j}^{\prime}\right)$. This shows that $\left[\left(B_{k}, b\right)\right]_{\sim^{\prime}}=\left[\left(A_{j}, a_{j}^{\prime}\right)\right]_{\sim^{\prime}}=\alpha(j)$. Then $\alpha$ is surjective.
We prove now that, for any $j_{1}, j_{2} \in J, \alpha\left(j_{1}\right) \geq \alpha\left(j_{2}\right)$ if and only if $j_{1} \geq j_{2}$. Assume that $j_{1} \geq j_{2}$, i.e. $\left[\left(A_{j_{1}}, a_{j_{1}}\right)\right]_{\sim} \geq\left[\left(A_{j_{2}}, a_{j_{2}}\right)\right]_{\sim}$. This means that there exists a morphism $f: A_{j_{1}} \rightarrow A_{j_{2}}$ such that $F(f)\left(a_{j_{1}}\right)=F(f)\left(a_{j_{2}}\right)$. Consider $F^{\prime}(f)\left(a_{j_{1}}^{\prime}\right) \in F^{\prime}\left(A_{j_{2}}\right)$. Since $A_{j_{2}}$ is Galois, by lemma 1.3.4 the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ on $F^{\prime}\left(A_{j_{2}}\right)$ is transitive. So there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ such that $a_{j_{2}}^{\prime}=F^{\prime}(\sigma)\left(F^{\prime}(f)\left(a_{j_{1}}^{\prime}\right)\right)=F^{\prime}(\sigma \circ f)\left(a_{j_{1}}^{\prime}\right)$. This shows that $\alpha\left(j_{1}\right)=$ $\left[\left(A_{j_{1}}, a_{j_{1}}^{\prime}\right)\right]_{\sim^{\prime}} \geq\left[\left(A_{j_{2}}, a_{j_{2}}^{\prime}\right)\right]_{\sim^{\prime}}=\alpha\left(j_{2}\right)$.
Conversely, assume $\alpha\left(j_{1}\right) \geq \alpha\left(j_{2}\right)$, i.e. $\left[\left(A_{j_{1}}^{\prime}, a_{j_{1}}^{\prime}\right)\right]_{\sim^{\prime}} \geq\left[\left(A_{j_{2}}, a_{j_{2}}^{\prime}\right)\right]_{\sim^{\prime}}$. This means that there exists an morphism $f: A_{j_{1}} \rightarrow A_{j_{2}}$ such that $F^{\prime}(f)\left(a_{j_{1}}^{\prime}\right)=a_{j_{2}}^{\prime}$. Consider $F(f)\left(a_{j_{1}}\right) \in F\left(A_{j_{2}}\right)$. Since $A_{j_{2}}$ is Galois, by lemma 1.3.4 the action of $\operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ on $F\left(A_{j_{2}}\right)$ is transitive. So there exists $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(A_{j_{2}}\right)$ such that $a_{j_{2}}=F(\sigma)\left(F(f)\left(a_{j_{1}}\right)\right)=F(\sigma \circ f)\left(a_{j_{1}}\right)$. This shows that $j_{1}=\left[\left(A_{j_{1}}, a_{j_{1}}\right)\right]_{\sim} \geq$ $\left[\left(A_{j_{2}}, a_{j_{2}}\right)\right]_{\sim}=j_{2}$.
Notice that for any $j \in J$ we have

$$
\left[\left(A_{j}, a_{j}^{\prime}\right)\right]_{\sim^{\prime}}=\alpha(j)=\left[\left(B_{\alpha(j)}, b_{\alpha(j)}\right)\right]_{\sim^{\prime}}
$$

In particular, $A_{j} \cong B_{\alpha(j)}$. We want to find isomorphisms $h_{j}: A_{j} \rightarrow B_{\alpha(j)}$ (for any $j \in J)$ in a way that is compatible with the morphisms $f_{j_{1} j_{2}}$ and $g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)}$, i.e. we would like to have $g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)} \circ h_{j_{1}}=h_{j_{2}} \circ f_{j_{1} j_{2}}$ for any $j_{1}, j_{2} \in J$ with $j_{1} \geq j_{2}$. For any $j \in J$, let $S_{j}$ be the set of isomorphisms from $A_{j}$ to $B_{\alpha(j)}$, which is non-empty because $A_{j} \cong B_{\alpha(j)}$. Notice that $\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B_{\alpha(j)}\right)$ is finite, because we have that $\psi_{\left(A_{j}, a_{j}\right)}^{B_{\alpha(j)}}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B_{\alpha(j)}\right) \rightarrow F\left(B_{\alpha(j)}\right)$ is injective (lemma 1.2.30) and $F\left(B_{\alpha(j)}\right)$ is a finite set. So $S_{j} \subseteq \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B_{\alpha(j)}\right)$ is also
finite, for any $j \in J$. Consider the discrete topology on each $S_{j}$ and the product topology on $\prod_{j \in J} S_{j}$. Then $S_{j}$ is compact for any $j \in J$, because it is finite, and so the product is compact by Tichonov's theorem. For any $j_{1}, j_{2} \in J$ with $j_{1} \geq j_{2}$, define

$$
T_{j_{1} j_{2}}:=\left\{\left(h_{j}\right)_{j \in J} \in \prod_{j \in J} S_{j} \mid g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)} \circ h_{j_{1}}=h_{j_{2}} \circ f_{j_{1} j_{2}}\right\} \subseteq \prod_{j \in J} S_{j} .
$$

We claim that $T:=\bigcap_{j_{1}, j_{2} \in J, j_{1} \geq j_{2}} T_{j_{1} j_{2}} \neq \emptyset$. For any $k \in J$, define $p_{k}$ : $\prod_{j \in J} S_{j} \rightarrow S_{k}$ to be the canonical projection, which is continuous by definition of product topology. Let $j_{1}, j_{2} \in J$ be such that $j_{1} \geq j_{2}$. If we consider the discrete topology on $\operatorname{Hom}_{\mathbf{C}}\left(A_{j}, B_{\alpha(j)}\right)$ for any $j$, then also the maps

$$
f_{j_{1} j_{2}}^{*}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{2}}, B_{\alpha\left(j_{2}\right)}\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right), h \mapsto h \circ f_{j_{1} j_{2}}
$$

and

$$
g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)_{*}}: \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{1}\right)}\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right), h \mapsto g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)} \circ h
$$

are continuous. Then, considering the product topology (which is again the discrete topology) on $\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right) \times \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right)$, the map

$$
\begin{aligned}
& q_{j_{1} j_{2}}: \prod_{j \in J} S_{j} \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right) \times \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right), \\
& \quad\left(h_{j}\right)_{j \in J} \mapsto\left(g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)} \circ h_{j_{1}}, h_{j_{2}} \circ f_{j_{1} j_{2}}\right)
\end{aligned}
$$

is continuous, because its components are $g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)_{*}} \circ p_{j_{1}}$ and $f_{j_{1} j_{2}}^{*} \circ p_{j_{2}}$, which are compositions of continuous functions. Define

$$
\begin{aligned}
& \Delta_{j_{1} j_{2}}:=\left\{(h, h) \mid h \in \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right.}\right)\right\} \subseteq \\
& \subseteq \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right) \times \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right)
\end{aligned}
$$

Then $\Delta_{j_{1} j_{2}}$ is closed, because $\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right) \times \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, B_{\alpha\left(j_{2}\right)}\right)$ has the discrete topology. We have that $T_{j_{1} j_{2}}=q_{j_{1} j_{2}}^{-1}\left(\Delta_{j_{1} j_{2}}\right)$. So $T_{j_{1} j_{2}}$ is closed and this holds for any $j_{1}, j_{2} \in J$ with $j_{1} \geq j_{2}$. Then, by the compactness of $\prod_{j \in J} S_{j}$, in order to show that $T \neq \emptyset$ it is enough to prove that $T_{j_{1} k_{1}} \cap \cdots \cap T_{j_{n} k_{n}} \neq \emptyset$ for any $n \in \mathbb{N}, j_{1}, \ldots, j_{n}, k_{1}, \ldots, k_{n} \in J$ with $j_{i} \geq k_{i}$ for every $i=1, \ldots, n$. Fix such $j_{1}, \ldots, j_{n}, k_{1}, \ldots, k_{n} \in J$. Since $J$ is directed (lemma 1.3.10), there exists $k \in J$ such that $k \geq j_{i}$ for any $i=1, \ldots, n$. Then, by transitivity, we have also that $k \geq k_{i}$ for any $i=1, \ldots, n$. Notice that these inequalities are preserved by $\alpha$. We know that $S_{k}$ is non-empty, so we can fix an $h_{k} \in S_{k}$. For any $k^{\prime} \in J$ with $k \geq k^{\prime}$, we have the following diagram.


Fix any $h \in S_{k^{\prime}}$ (recall that we know that $S_{k^{\prime}} \neq \emptyset$ ) and consider $F(h \circ$ $\left.f_{k k^{\prime}}\right)\left(a_{k}\right), F\left(g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}\right)\left(a_{k}\right) \in F\left(B_{\alpha\left(k^{\prime}\right)}\right)$. Since $\left[\left(B_{\alpha\left(k^{\prime}\right)}, b_{\alpha\left(k^{\prime}\right)}\right)\right]_{\sim^{\prime}}=\alpha\left(k^{\prime}\right) \in$ $J^{\prime}$, we have that $B_{\alpha\left(k^{\prime}\right)}$ is Galois, by remark 1.3.12. Then $\operatorname{Aut}_{\mathbf{C}}\left(B_{\alpha\left(k^{\prime}\right)}\right)$ acts freely and transitively on $F\left(B_{\alpha\left(k^{\prime}\right)}\right)$, by lemma 1.3.4. So there exists a unique $\sigma \in \operatorname{Aut}_{\mathbf{C}}\left(B_{\alpha\left(k^{\prime}\right)}\right)$ such that $F\left(g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}\right)\left(a_{k}\right)=F(\sigma)\left(F\left(h \circ f_{k k^{\prime}}\right)\left(a_{k}\right)\right)=$ $F\left(\sigma \circ h \circ f_{k k^{\prime}}\right)\left(a_{k}\right)$. This means that $\psi_{\left(A_{k}, a_{k}\right)}^{B_{\alpha\left(k^{\prime}\right)}}\left(g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}\right)=\psi_{\left(A_{k}, a_{k}\right)}^{\left.B_{\alpha\left(k^{\prime}\right)}\right)}(\sigma \circ h \circ$ $\left.f_{k k^{\prime}}\right)$. But $\psi_{\left(A_{k}, a_{k}\right)}^{B_{\alpha\left(k^{\prime}\right)}}$ is injective by lemma 1.2.30, because $A_{k}$ is connected. So we must have $g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}=\sigma \circ h \circ f_{k k^{\prime}}$. We can define $h_{k^{\prime}}:=\sigma \circ h: A_{k^{\prime}} \rightarrow B_{\alpha\left(k^{\prime}\right)}$. Then $h_{k^{\prime}}$ is an isomorphism, because it is a composition of isomorphisms. So $h_{k^{\prime}} \in S_{k^{\prime}}$. Moreover, $g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}=h_{k^{\prime}} \circ f_{k k^{\prime}}$. We have that $h_{k^{\prime}}$ is the unique isomorphism with this property. Indeed, if $\widetilde{h_{k^{\prime}}} \in S_{k^{\prime}}$ satisfies $g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}=\widetilde{h_{k^{\prime}}} \circ f_{k k^{\prime}}$, we can define $\widetilde{\sigma}=\widetilde{h_{k^{\prime}}} \circ h^{-1}: B_{\alpha\left(k^{\prime}\right)} \rightarrow B_{\alpha\left(k^{\prime}\right)}$, which is an isomorphism because it is a composition of isomorphisms. So $\widetilde{\sigma} \in \operatorname{Aut}_{\mathbf{C}}\left(B_{\alpha\left(k^{\prime}\right)}\right)$. Moreover, $\widetilde{h_{k^{\prime}}}=\widetilde{\sigma} \circ h$. Then

$$
\begin{aligned}
F(\widetilde{\sigma})\left(F\left(h \circ f_{k k^{\prime}}\right)\left(a_{k}\right)\right)=F( & \left(\widetilde{\sigma} \circ h \circ f_{k k^{\prime}}\right)\left(a_{k}\right)= \\
& =F\left(\widetilde{h_{k^{\prime}}} \circ f_{k k^{\prime}}\right)\left(a_{k}\right)=F\left(g_{\alpha(k) \alpha\left(k^{\prime}\right)} \circ h_{k}\right)\left(a_{k}\right) .
\end{aligned}
$$

This implies that $\widetilde{\sigma}=\sigma$ and so $\widetilde{h_{k^{\prime}}}=\sigma \circ h=h_{k^{\prime}}$. Notice that if $k^{\prime}=k$ we get the same morphism we started with. For any $k^{\prime}>k$, choose $h_{k^{\prime}} \in S_{k^{\prime}}$ arbitrarily (we can do it because $S_{k^{\prime}} \neq \emptyset$ ). So we have defined an element $\left(h_{j}\right)_{j \in J}$ of the product $\prod_{j \in J} S_{j}$. We claim that $\left(h_{j}\right)_{j \in J} \in T_{j_{1} k_{1}} \cap \cdots \cap T_{j_{n} k_{n}}$. Let $i \in\{1, \ldots, n\}$. By lemma 1.2.33, we have that $f_{k k_{i}}=f_{j_{i} k_{i}} \circ f_{j j_{i}}$ and $g_{\alpha(k) \alpha\left(k_{i}\right)}=g_{\alpha\left(j_{i}\right) \alpha\left(k_{i}\right)} \circ g_{\alpha(j) \alpha\left(j_{i}\right)}$. So

$$
\begin{aligned}
& h_{k_{i}} \circ f_{j_{i} k_{i}} \circ f_{k j_{i}}=h_{k_{i}} \circ f_{k k_{i}}=g_{\alpha(k) \alpha\left(k_{i}\right)} \circ h_{k}= \\
&=g_{\alpha\left(j_{i}\right) \alpha\left(k_{i}\right)} \circ g_{\alpha(k) \alpha\left(j_{i}\right)} \circ h_{k}=g_{\alpha\left(j_{i}\right) \alpha\left(k_{i}\right)} \circ h_{j_{i}} \circ f_{k j_{i}} .
\end{aligned}
$$

By lemma 1.3.9, $f_{k j_{i}}: A_{k} \rightarrow A_{j_{i}}$ is an epimorphism, because $A_{j_{i}}$ is connected and $A_{k}$ is not initial. So we must have $h_{k_{i}} \circ f_{j_{i} k_{i}}=g_{\alpha\left(j_{i}\right) \alpha\left(k_{i}\right)} \circ h_{j_{i}}$. This means that $\left(h_{j}\right)_{j \in J} \in T_{j_{i} k_{i}}$. Then $\left(h_{j}\right)_{j \in J} \in T_{j_{1} k_{1}} \cap \cdots \cap T_{j_{n} k_{n}}$. In particular, $T_{j_{1} k_{1}} \cap \cdots \cap T_{j_{n} k_{n}} \neq \emptyset$, which is what we needed. So $T \neq \emptyset$. Fix $\left(h_{j}\right)_{j \in J} \in T$. Let now $X$ be an object of $\mathbf{C}$. For any $j \in J$, the isomorphism $h_{j}$ gives rise to a bijection

$$
h_{j}^{*}: \operatorname{Hom}_{\mathbf{C}}\left(B_{\alpha(j)}, X\right) \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right), f \mapsto f \circ h_{j} .
$$

If $j_{1}, j_{2} \in J$ are such that $j_{1} \geq j_{2}$, then the following diagram is commutative, because $h_{j_{2}} \circ f_{j_{1} j_{2}}=g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)} \circ h_{j_{1}}$.

$$
\begin{array}{cc}
\operatorname{Hom}_{\mathbf{C}}\left(B_{\alpha\left(j_{1}\right)}, X\right) \\
g_{\alpha\left(j_{1}\right) \alpha\left(j_{2}\right)}^{*} \uparrow & \xrightarrow{h_{j_{1}}^{*}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j_{1}}, X\right) \\
\operatorname{Hom}_{\mathbf{C}}\left(B_{\alpha\left(j_{2}\right)}, X\right) \xrightarrow{h_{j_{2}}^{*}} \prod_{j_{j_{1} j_{2}}^{*}}^{\operatorname{Hom}_{\mathbf{C}}\left(A_{j_{2}}, X\right)}
\end{array}
$$

Then we can use the universal property of the injective limit to get a bijection
$\Phi_{X}:{\underset{\varliminf}{<}}_{\lim _{j \in J}} \operatorname{Hom}_{\mathbf{C}}\left(B_{\alpha(j)}, X\right) \rightarrow \varliminf_{\varliminf_{j \in J}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. Since $\alpha: J \rightarrow J^{\prime}$ is an order isomorphism, we have that

$$
\varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(B_{\alpha(j)}, X\right)=\lim _{j \in J^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, X\right) .
$$

So we have a bijection $\Phi_{X}: \varliminf_{j}^{\lim _{j \in J^{\prime}}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, X\right) \rightarrow \varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, X\right)$. It remains to prove that these bijections are compatible with morphisms, i.e. that for any morphism $h: X \rightarrow Y$ we have

$$
\Phi_{Y} \circ \varliminf_{j \in J^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, h\right)={\underset{j}{\overleftarrow{j} \in J}}_{\lim } \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right) \circ \Phi_{X}
$$

Let $X \in \lim _{j}^{\leftrightarrows}{ }_{j \in J^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, X\right)$. Then there exist $k \in J^{\prime}$ and $f \in \operatorname{Hom}_{\mathbf{C}}\left(B_{k}, X\right)$ such that $X=[f]_{\sim}$. We have that

$$
\begin{aligned}
& \left(\Phi_{Y} \circ{\underset{j}{j \in J^{\prime}}}_{\lim _{\mathbf{C}}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, h\right)\right)[X]=\left(\Phi_{Y} \circ{\underset{j \in J}{ }}_{\lim _{j}} \operatorname{Hom}_{\mathbf{C}}\left(B_{j}, h\right)\right)\left([f]_{\sim}\right)= \\
& =\Phi_{Y}\left([h \circ f]_{\sim}\right)=\left[h_{\alpha^{-1}(k)}^{*}(h \circ f)\right]_{\sim}=\left[h \circ f \circ h_{\alpha^{-1}(k)}\right]_{\sim}= \\
& =\lim _{\overleftarrow{j \in J}^{\prime}} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right)\left(\left[f \circ h_{\alpha^{-1}(k)}\right] \sim\right)={\underset{\zeta}{j \in J}}^{\operatorname{Hom}_{\mathbf{C}}}\left(A_{j}, h\right)\left(\left[h_{\alpha^{-1}(k)}^{*}(f)\right]_{\sim}\right)= \\
& =\left(\varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right) \circ \Phi_{X}\right)\left([f]_{\sim}\right)=\left(\varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j}, h\right) \circ \Phi_{X}\right)(X) .
\end{aligned}
$$

This proves the compatibility condition. So

$$
\varliminf_{j \in J} \operatorname{Hom}_{\mathbf{C}}\left(A_{j},-\right) \cong{\underset{j}{j \in J^{\prime}}}^{\operatorname{Hom}_{\mathbf{C}}\left(B_{j},-\right), ~}
$$

which is what we wanted.
(d) Let $G: \mathbf{C} \rightarrow \pi^{\prime}$-sets be an equivalence of categories and let for ${ }^{\prime}: \pi^{\prime}$-sets $\rightarrow$ sets be the forgetful functor. Consider the functor $F^{\prime}:=$ for ${ }^{\prime} \circ G: \mathbf{C} \rightarrow$ sets. We claim that $F^{\prime}$ is a fundamental functor on C. Recall that $\pi^{\prime}$-sets is a Galois category with fundamental functor for'. Then for' satisfies (G4), (G5) and (G6) of the definition.
Let $X, Y, S$ be objects of $\mathbf{C}_{1}$, with two morphisms $f_{1}: X \rightarrow S, f_{2}: Y \rightarrow S$. Consider the fibred product $G(X) \times{ }_{G(S)} G(Y)$ in $\pi^{\prime}$-sets, together with the projections $p_{1}: G(X) \times{ }_{G(S)} G(Y) \rightarrow G(X)$ and $p_{1}: G(X) \times_{G(S)} G(Y) \rightarrow G(Y)$. By definition of fibred product, $G\left(f_{1}\right) \circ p_{1}=G\left(f_{2}\right) \circ p_{2}$. Since $G$ is an equivalence of categories, it is essentially surjective (lemma 1.4.5). Then there exists an object $Z$ of $\mathbf{C}_{1}$ with $G(Z) \cong G(X) \times_{G(S)} G(Y)$. Let $\varphi: G(Z) \rightarrow G(X) \times_{G(S)}$ $G(Y)$ be an isomorphism. Consider the morphisms $p_{1} \circ \varphi: G(Z) \rightarrow G(X)$, $p_{2} \circ \varphi: G(Z) \rightarrow G(Y)$. Since $G$ is an equivalence, it is full (lemma 1.4.5). So there exist morphisms $q_{1}: Z \rightarrow X, q_{2}: Z \rightarrow Y$ such that $G\left(q_{1}\right)=p_{1} \circ \varphi$ and $G\left(q_{2}\right)=p_{2} \circ \varphi$. We have that

$$
\begin{aligned}
G\left(f_{1} \circ q_{1}\right)=G\left(f_{1}\right) \circ G\left(q_{1}\right) & =G\left(f_{1}\right) \circ p_{1} \circ \varphi= \\
& =G\left(f_{2}\right) \circ p_{2} \circ \varphi=G\left(f_{2}\right) \circ G\left(q_{2}\right)=G\left(f_{2} \circ q_{2}\right) .
\end{aligned}
$$

Since $G$ is an equivalence of categories, it is faithful (lemma 1.4.5). So we must have $f_{1} \circ q_{1}=f_{2} \circ q_{2}$. Moreover, let $W$ be an object of $\mathbf{C}$ with two morphisms $g_{1}: W \rightarrow X, g_{2}: W \rightarrow Y$ such that $f_{1} \circ g_{1}=f_{2} \circ g_{2}$. Then $G\left(f_{1}\right) \circ G\left(g_{1}\right)=G\left(f_{1} \circ g_{1}\right)=G\left(f_{2} \circ g_{2}\right)=G\left(f_{2}\right) \circ G\left(g_{2}\right)$. By the universal property of the fibred product, there exists a unique morphism $h: G(W) \rightarrow$ $G(X) \times_{G(S)} G(Y)$ with $p_{1} \circ h=G\left(g_{1}\right)$ and $p_{2} \circ h=G\left(g_{2}\right)$. Consider the morphism $\varphi^{-1} \circ h: G(W) \rightarrow G(Z)$. Since $G$ is fully faithful, there exists a unique morphism $g: W \rightarrow Z$ such that $G(g)=\varphi^{-1} \circ h$. Then we have

$$
G\left(q_{1} \circ g\right)=G\left(q_{1}\right) \circ G(g)=p_{1} \circ \varphi \circ \varphi^{-1} \circ h=p_{1} \circ h=G\left(g_{1}\right)
$$

and

$$
G\left(q_{2} \circ g\right)=G\left(q_{2}\right) \circ G(g)=p_{2} \circ \varphi \circ \varphi^{-1} \circ h=p_{2} \circ h=G\left(g_{2}\right) .
$$

Since $G$ is faithful, this implies $q_{1} \circ g=g_{1}$ and $q_{2} \circ g=g_{2}$. If $\widetilde{g}: W \rightarrow Z$ satisfies $q_{1} \circ \widetilde{g}=g_{1}$ and $q_{2} \circ \widetilde{g}=g_{2}$, then $G\left(g_{1}\right)=G\left(q_{1} \circ \widetilde{g}\right)=G\left(q_{1}\right) \circ G(\widetilde{g})=p_{1} \circ \varphi \circ G(\widetilde{g})$ and $G\left(g_{2}\right)=G\left(q_{2} \circ \widetilde{g}\right)=G\left(q_{2}\right) \circ G(\widetilde{g})=p_{2} \circ \varphi \circ G(\widetilde{g})$. By uniqueness of $h$, we must have $\varphi \circ G(\widetilde{g})=h$. So $G(\widetilde{g})=\varphi^{-1} \circ h$. By uniqueness of $g$, we must have $\widetilde{g}=g$. This proves that $Z$ is a fibred product of $X$ and $Y$ over $S$. So $X \times_{S} Y \cong Z$ and $G\left(X \times_{S} Y\right) \cong G(Z) \cong G(Z) \times_{G(S)} G(Y)$. Then $G$ preserves fibred products. By (G4) of the definition of Galois category, we have that for ${ }^{\prime}$ preserves fibred products too. So $F^{\prime}=$ for ${ }^{\prime} \circ G$ preserves fibred products. In the same way, it can be proved that $F^{\prime}$ preserves terminal objects, finite sums and quotients by finite groups of automorphisms. So $F^{\prime}$ satisfies (G4).
Let $f: X \rightarrow Y$ be an epimorphism in $\mathbf{C}$. Let $Z$ be an object of $\pi^{\prime}$-sets and let $g_{1}, g_{2}: G(Y) \rightarrow Z$ be two morphisms such that $g_{1} \circ G(f)=g_{2} \circ G(f)$. Since $G$ is essentially surjective, there exists an object $W$ of $\mathbf{C}$ such that $Z \cong G(W)$. Let $\varphi: Z \rightarrow G(W)$ be an isomorphism. Consider the morphisms $\varphi \circ g_{1}: G(Y) \rightarrow$ $G(W)$ and $\varphi \circ g_{2}: G(Y) \rightarrow G(W)$. Since $G$ is full, there exist two morphisms $h_{1}, h_{2}: Y \rightarrow W$ with $G\left(h_{1}\right)=\varphi \circ g_{1}$ and $G\left(h_{2}\right)=\varphi \circ g_{2}$. We have that

$$
\begin{aligned}
G\left(h_{1} \circ f\right)=G\left(h_{1}\right) \circ G(f)= & \varphi \circ g_{1} \circ G(f)= \\
& =\varphi \circ g_{2} \circ G(f)=G\left(h_{2}\right) \circ G(f)=G\left(h_{2} \circ f\right) .
\end{aligned}
$$

Since $G$ is faithful, this implies that $h_{1} \circ f=h_{2} \circ f$. But $f$ is an epimorphism, so we must have $h_{1}=h_{2}$. Then $g_{1}=\varphi^{-1} \circ G\left(h_{1}\right)=\varphi^{-1} \circ G\left(h_{2}\right)=g_{2}$. This proves that $G(f)$ is an epimorphism. Then, by (G5) of the definition of Galois category, we have that $F^{\prime}(f)=\operatorname{for}^{\prime}(G(f))$ is an epimorphism. So $F^{\prime}$ satisfies (G5).
Finally, let $f: X \rightarrow Y$ be a morphism in $\mathbf{C}$ such that $F^{\prime}(f)=\operatorname{for}^{\prime}(G(f))$ is an isomorphism. By (G6) of the definition of Galois category, we have that $G(f): G(X) \rightarrow G(Y)$ is an isomorphism in $\pi$-sets. So we can consider the morphism $G(f)^{-1}: G(Y) \rightarrow G(X)$. Since $G$ is full, there exists a morphism $g: Y \rightarrow X$ such that $G(g)=G(f)^{-1}$. We have that $G(f \circ g)=G(f) \circ G(g)=G(f) \circ G(f)^{-1}=\operatorname{id}_{G(Y)}=G\left(\mathrm{id}_{Y}\right)$ and $G(g \circ f)=$ $G(g) \circ G(f)=G(f)^{-1} \circ G(f)=\operatorname{id}_{G(X)}=G\left(\operatorname{id}_{X}\right)$. Since $G$ is faithful, this
implies $f \circ g=\operatorname{id}_{Y}$ and $g \circ f=\operatorname{id}_{X}$. So $f$ is an isomorphism. This proves that $F^{\prime}$ satisfies (G6).
So $F^{\prime}$ is a fundamental functor. By point (c), we have that $F$ and $F^{\prime}$ are isomorphic. Then, by lemma 1.4.33, we have an isomorphism of profinite groups between $\operatorname{Aut}(F)$ and $\operatorname{Aut}\left(F^{\prime}\right)$ and this isomorphism is canonically determined up to an inner automorphism of $\operatorname{Aut}(F)$. On the other hand, applying the lemmas 1.4.24 and 1.4.32(3), we have that $\operatorname{Aut}\left(F^{\prime}\right)=\operatorname{Aut}\left(G \circ\right.$ for $\left.^{\prime}\right) \cong \operatorname{Aut}\left(\right.$ for $\left.^{\prime}\right) \cong \pi^{\prime}$ as profinite groups (and all the isomorphisms involved are canonical). This ends the proof.

Definition 1.4.35. Given a Galois category $\mathbf{C}$ with fundamental functor $F$, we define $\pi(\mathbf{C}, F):=\operatorname{Aut}(F)$ and we call this profinite group the fundamental group of $\mathbf{C}$ with respect to $F$.

From the main theorem about Galois categories, it follows that the fundamental group of a Galois category, up to isomorphism, does not depend on the fundamental functor. We conclude with a lemma which can be used to show that the construction of the fundamental group of a connected scheme is functorial (see remark 2.3.14).

Lemma 1.4.36. Let $\mathbf{D}$ be a category such that we can associate to any object $X$ of $\mathbf{D}$ an essentially small Galois category $\mathbf{C}_{X}$ with fundamental functor $F_{X}: \mathbf{C}_{X} \rightarrow$ sets and to any morphism $f: X \rightarrow Y$ in $\mathbf{D}$ a functor $G_{f}: \mathbf{C}_{Y} \rightarrow \mathbf{C}_{X}$ with an isomorphism of functors $\alpha_{f}=\left(\alpha_{f, B}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}: F_{X} \circ G_{f} \rightarrow F_{Y}$. Assume that:
(1) for any object $X$ of $\mathbf{D}$ we have an isomorphism of functors

$$
\beta_{X}=\left(\beta_{X, A}\right)_{A \in \operatorname{Ob}\left(\mathbf{C}_{X}\right)}: G_{\mathrm{id}_{X}} \rightarrow \operatorname{id}_{\mathbf{C}_{X}}
$$

such that $F_{X}\left(\beta_{X, A}\right)=\alpha_{\mathrm{id}_{X}, A}$ for any object $A$ of $\mathbf{C}_{X}$;
(2) for any two morphisms $f: X \rightarrow Y, g: Y \rightarrow Z$ in $\mathbf{D}$ we have an isomorphism of functors $\gamma_{f, g}=\left(\gamma_{f, g, C}\right)_{C \in \operatorname{Ob}\left(\mathbf{C}_{Z}\right)}: G_{f} \circ G_{g} \rightarrow G_{g \circ f}$ such that the following diagram in sets is commutative for any object $C$ of $\mathbf{C}_{Z}$.


If for any object $X$ of $\mathbf{C}$ we define $\pi(X):=\pi\left(\mathbf{C}_{X}, F_{X}\right)=\operatorname{Aut}\left(F_{X}\right)$, then we can extend $\pi$ to a functor $\mathbf{D} \rightarrow$ Prof, where Prof is the category of profinite groups, with morphisms given by continuous group homomorphisms.

Proof. Let $f: X \rightarrow Y$ be a morphism in D. Define

$$
\begin{aligned}
\pi(f): \pi(X)=\operatorname{Aut}\left(F_{X}\right) & \rightarrow \pi(Y)=\operatorname{Aut}\left(F_{Y}\right) \\
\sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)} & \mapsto\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}
\end{aligned}
$$

First of all, we check that $\pi(f)$ is well defined, i.e. that $\pi(f)(\sigma)$ is indeed an automorphism of $F_{Y}$, for any automorphism $\sigma$ of $F_{X}$. Let $\sigma=\left(\sigma_{A}\right)_{A \in \operatorname{Ob}\left(\mathbf{C}_{X}\right)} \in \operatorname{Aut}\left(F_{X}\right)$. For any object $B$ of $\mathbf{C}_{Y}$, we have that $\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}: F_{Y}(B) \rightarrow F_{Y}(B)$ is a bijection, because it is a composition of bijections. We have to check that the compatibility condition is satisfied. Let $h: B_{1} \rightarrow B_{2}$ be a morphism in $\mathbf{C}_{Y}$. Since $\alpha_{f}$ is an isomorphism of functors, then also $\alpha_{f}^{-1}=\left(\alpha_{f, B}^{-1}\right)_{B \in \mathbf{C}_{Y}}$ is an isomorphism of functors. Applying this and the fact that $\sigma$ is an automorphism of $F_{X}$, we get that

$$
\begin{aligned}
& \alpha_{f, B_{2}} \circ \sigma_{G_{f}\left(B_{2}\right)} \circ \alpha_{f, B_{2}}^{-1} \circ F_{Y}(h)=\alpha_{f, B_{2}} \circ \sigma_{G_{f}\left(B_{2}\right)} \circ F_{Y}(h) \circ \alpha_{f, B_{1}}^{-1}= \\
& \quad=\alpha_{f, B_{2}} \circ F_{Y}(h) \circ \sigma_{G_{f}\left(B_{1}\right)} \circ \alpha_{f, B_{1}}^{-1}=F_{Y}(h) \circ \alpha_{f, B_{1}} \circ \sigma_{G_{f}\left(B_{1}\right)} \circ \alpha_{f, B_{1}}^{-1}
\end{aligned}
$$

This shows that $\pi(f)(\sigma)=\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}$ is an automorphism of $F_{Y}$. We prove now that $\pi(f)$ is a group homomorphism. Let $\sigma=\left(\sigma_{A}\right)_{A \in \operatorname{Ob}\left(\mathbf{C}_{X}\right)}, \tau=$ $\left(\tau_{A}\right)_{A \in \operatorname{Ob}\left(\mathbf{C}_{X}\right)} \in \operatorname{Aut}\left(F_{X}\right)$. Then

$$
\begin{gathered}
\pi(f)(\sigma \tau)=\pi(f)\left(\left(\sigma_{A} \circ \tau_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)}\right)=\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \tau_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}= \\
=\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1} \circ \alpha_{f, B} \circ \tau_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}= \\
=\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}\left(\alpha_{f, B} \circ \tau_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}=\pi(f)(\sigma) \pi(f)(\tau)
\end{gathered}
$$

So $\pi(f)$ is a group homomorphism. We check now that $\pi(f)$ is continuous. For any object $A_{0}$ of $\mathbf{C}_{X}$, define

$$
p_{A_{0}}: \operatorname{Aut}\left(F_{X}\right) \rightarrow \mathrm{S}_{F_{X}\left(A_{0}\right)}, \sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)} \mapsto \sigma_{A_{0}}
$$

Analogously, for any object $B_{0}$ of $\mathbf{C}_{Y}$, define

$$
q_{B_{0}}: \operatorname{Aut}\left(F_{Y}\right) \rightarrow \mathrm{S}_{F_{Y}\left(B_{0}\right)}, \sigma=\left(\sigma_{B}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)} \mapsto \sigma_{B_{0}}
$$

By definition of the topology on $\operatorname{Aut}\left(F_{Y}\right)$ (see remark 1.4.23(3)), a base is given by

$$
\left\{q_{B_{0}}^{-1}\left(\left\{\tau_{0}\right\}\right) \mid B_{0} \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right), \tau_{0} \in \mathrm{~S}_{F_{Y}\left(B_{0}\right)}\right\}
$$

Let $B_{0}$ be an object of $\mathbf{C}_{Y}$. For any $\sigma=\left(\sigma_{A}\right)_{A \in \operatorname{Ob}\left(\mathbf{C}_{X}\right)} \in \operatorname{Aut}\left(F_{X}\right)$, we have that

$$
\begin{aligned}
& \left(q_{B_{0}} \circ \pi(f)\right)(\sigma)=q_{B_{0}}\left(\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}\right)= \\
& \quad=\alpha_{f, B_{0}} \circ \sigma_{G_{f}\left(B_{0}\right)} \circ \alpha_{f, B_{0}}^{-1}=\alpha_{f, B_{0}} \circ p_{G_{f}\left(B_{0}\right)}(\sigma) \circ \alpha_{f, B_{0}}^{-1}
\end{aligned}
$$

Then, for any $\tau_{0} \in \mathrm{~S}_{F_{Y}\left(B_{0}\right)}$,

$$
\begin{aligned}
& \pi(f)^{-1}\left(q_{B_{0}}^{-1}\left(\left\{\tau_{0}\right\}\right)\right)=\left(q_{B_{0}} \circ \pi(f)\right)^{-1}\left(\left\{\tau_{0}\right\}\right)= \\
& \quad=\left\{\sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)} \in \operatorname{Aut}\left(F_{X}\right) \mid \alpha_{f, B_{0}} \circ p_{G_{f}\left(B_{0}\right)}(\sigma) \circ \alpha_{f, B_{0}}^{-1}=\tau_{0}\right\}= \\
& =\left\{\sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)} \in \operatorname{Aut}\left(F_{X}\right) \mid p_{G_{f}\left(B_{0}\right)}(\sigma)=\alpha_{f, B_{0}}^{-1} \circ \tau_{0} \circ \alpha_{f, B_{0}}\right\}= \\
& \quad=p_{G_{f}\left(B_{0}\right)}^{-1}\left(\left\{\alpha_{f, B_{0}}^{-1} \circ \tau_{0} \circ \alpha_{f, B_{0}}\right\}\right),
\end{aligned}
$$
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which by definition of the topology on $\operatorname{Aut}\left(F_{X}\right)$ (see remark 1.4.23(3)) implies that $\pi(f)^{-1}\left(q_{B_{0}}^{-1}\left(\left\{\tau_{0}\right\}\right)\right)$ is open. Then $\pi(f)$ is continuous. So $\pi(f): \pi(X) \rightarrow \pi(Y)$ is a morphism in Prof.
We check now that $\pi$ is a functor. Let $X \in \operatorname{Ob}(\mathbf{D})$ and let $\sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)} \in$ $\operatorname{Aut}\left(F_{X}\right)$. For any object $A$ of $\mathbf{C}_{X}$, we have that

$$
\alpha_{\mathrm{id}_{X}, A} \circ \sigma_{G_{\mathrm{id}_{X}}(A)} \circ \alpha_{\mathrm{id}_{X}, A}^{-1}=F_{X}\left(\beta_{X, A}\right) \circ \sigma_{G_{\mathrm{id}_{X}}(A)} \circ F_{X}\left(\beta_{X, A}\right)^{-1}=\sigma_{A}
$$

(we applied the first assumption and the definition of automorphism of a functor). So

$$
\pi\left(\operatorname{id}_{X}\right)(\sigma)=\left(\alpha_{\mathrm{id}_{X}, A} \circ \sigma_{G_{\mathrm{id}_{X}}(A)} \circ \alpha_{\mathrm{id}_{X}, A}^{-1}\right)_{A \in \mathrm{Ob}_{\mathbf{C}_{X}}}=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)}=\sigma .
$$

Then $\pi\left(\mathrm{id}_{X}\right)=\mathrm{id}_{\mathrm{Aut}\left(F_{X}\right)}=\mathrm{id}_{\pi(X)}$.
Finally, let $X, Y, Z$ be objects of $\mathbf{D}$ and $f: X \rightarrow Y, g: Y \rightarrow Z$ two morphisms.
Let $\sigma=\left(\sigma_{A}\right)_{A \in \mathrm{Ob}\left(\mathbf{C}_{X}\right)}$. For any object $C$ of $\mathbf{C}_{Z}$, we have that

$$
\begin{aligned}
& \alpha_{g, C} \circ \alpha_{f, G_{g}(C)} \circ \sigma_{G_{f}\left(G_{g}(C)\right)} \circ \alpha_{f, G_{g}(C)}^{-1} \circ \alpha_{g, C}^{-1}= \\
& \quad=\alpha_{g \circ f, C} \circ F_{X}\left(\gamma_{f, g, C} \circ \sigma_{G_{f}\left(G_{g}(C)\right)} \circ F_{X}\left(\gamma_{f, g, C}\right)^{-1} \circ \alpha_{g \circ f, C}^{-1}=\right. \\
& \quad=\alpha_{g \circ f, C} \circ \sigma_{G_{g \circ f}(C)} \circ \alpha_{g \circ f, C}^{-1}
\end{aligned}
$$

(we applied the second assumption and the definition of automorphism of a functor). So

$$
\begin{aligned}
& \pi(g)(\pi(f)(\sigma))=\pi(g)\left(\left(\alpha_{f, B} \circ \sigma_{G_{f}(B)} \circ \alpha_{f, B}^{-1}\right)_{B \in \mathrm{Ob}\left(\mathbf{C}_{Y}\right)}\right)= \\
& =\left(\alpha_{g, C} \circ \alpha_{f, G_{g}(C)} \circ \sigma_{G_{f}\left(G_{g}(C)\right)} \circ \alpha_{f, G_{g}(C)}^{-1} \circ \alpha_{g, C}^{-1}\right)_{C \in \mathrm{Ob}\left(\mathbf{C}_{Z}\right)}= \\
& \quad=\left(\alpha_{g \circ f, C} \circ \sigma_{G_{g \circ f}(C)} \circ \alpha_{g \circ f, C}^{-1}\right)_{C \in \mathrm{Ob}\left(\mathbf{C}_{z}\right)}=\pi(g \circ f)(\sigma) .
\end{aligned}
$$

Then $\pi(g) \circ \pi(f)=\pi(g \circ f)$. Hence $\pi$ is a functor.

## Chapter 2

## Galois theory for schemes

In this chapter we will study the category of finite étale coverings of a connected scheme (we do not consider the empty scheme as a connected scheme), with the aim of proving that it is a Galois category (with a suitable fundamental functor). Then the existence of the fundamental group will follow from theorem 1.4.34. In the first section (based on section 4 of [1]), we will deal with the algebraic aspect of our problem: after giving the necessary definitions, we will prove all the algebraic results that will be needed later. In particular, we will define projective separable algebras and we will describe their behaviour under extensions of the scalar ring. The second and third sections follow section 5 of [1]. In our treatment of finite étale coverings, we will point out many analogies with finite coverings of topological spaces. The interested reader can find an extensive discussion of the latter, from the definition to the proof that they form a Galois category if the base space is connected, in the appendix. In the second section, we will define finite étale morphisms and we will study their properties. It will be useful to consider base changes, which will reveal a similarity between finite étale coverings of a scheme and finite coverings of a topological space: the latter are defined as continuous maps which are locally trivial coverings (see the appendix) and in some sense also finite étale coverings are "locally trivial" (but not in the Zariski topology). The analogue of trivial coverings will be the notion of totally split morphisms. In the third section, we will define a functor from the category of finite étale coverings of a scheme $X$ to the category of finite sets and we will prove that this makes the former into a Galois category if $X$ is connected. In the case of topological spaces (see the appendix) we can define a fundamental functor for any point of the space. Similarly, here we will define a fundamental functor for any geometric point of our scheme (i.e. any morphism of schemes $\operatorname{Spec}(\Omega) \rightarrow X$, where $\Omega$ is an algebraically closed field).

### 2.1 Algebraic preliminaries

We collect in this section all the algebraic results that we will need in the following ones. Rings are always assumed to be commutative with unity and ring homomorphisms preserve the unity. Throughout this section, $A$ will be a ring. We denote by $\operatorname{Mod}_{A}$ the category of $A$-modules.

Definition 2.1.1. Let $M$ a finitely generated free $A$-module, with basis $\left(w_{1}, \ldots, w_{n}\right)$. Let $f: M \rightarrow M$ be $A$-linear. By definition of basis, for any $i=1, \ldots, n$ there exist uniquely determined $a_{i 1}, \ldots, a_{i n} \in A$ such that $f\left(w_{i}\right)=\sum_{j=1}^{n} a_{i j} w_{j}$. The trace of $f$ is defined by

$$
\operatorname{Tr}(f)=\sum_{i=1}^{n} a_{i i}
$$

Remark 2.1.2. (1) If $M$ is a finitely generated free $A$-module, then it has a finite basis. Indeed, if $\left(w_{i}\right)_{i \in I}$ is an $A$-basis of $M$ and $x_{1}, \ldots, x_{n}$ generate $A$, then for any $j=1, \ldots, n$ we can write $x_{j}=\sum_{i \in I_{j}} a_{j i} w_{i}$, with $I_{j}$ a finite subset of $I$ and $a_{j i} \in A$ for any $i \in I_{j}$. Then $M$ is generated by $\left(w_{i}\right)_{i \in \bigcup_{j=1}^{n} I_{j}}$. In particular, for any $i_{0} \in I$ we have that $w_{i_{0}}$ is a linear combination of $\left(w_{i}\right)_{i \in \bigcup_{j=1}^{n} I_{j}}$. But since $\left(w_{i}\right)_{i \in I}$ is a basis, it is a linear independent set. So we must have $i_{0} \in \bigcup_{j=1}^{n} I_{j}$. Then $I=\bigcup_{j=1}^{n} I_{j}$. This proves that $I$ is finite, because it is a finite union of finite sets. It can also be proved that, if $A \neq 0$, all bases have the same cardinality, which is called the $\operatorname{rank}$ of $M$ over $A$ and denoted by $\operatorname{rank}_{A}(M)$ (to prove it, consider any maximal ideal $\mathfrak{m}$ of $A$ and the quotient field $k:=A / \mathfrak{m}$, which can be seen as an $A$-algebra in a natural way: then for any $A$-basis $\left(w_{1}, \ldots, w_{n}\right)$ of $B$ we have that $\left(w_{1} \otimes 1, \ldots, w_{n} \otimes 1\right)$ is a $k$-basis of $M \otimes_{A} k$, so $n=\operatorname{dim}_{k}\left(M \otimes_{A} k\right)$ is independent of the choice of the basis).
(2) The trace of an endomorphism, defined as in 2.1.1, is independent of the choice of the basis. The proof is analogous to the well-known one in the case of vector spaces (one proves that the trace of a matrix is invariant by conjugation and that the matrices associated to the same endomorphism with respect to two bases are conjugate to each other).

Lemma 2.1.3. Let $B$ be an A-algebra. Assume that $B$ is finitely generated and free as an $A$-module. For every $b \in B$, define $m_{b}: B \rightarrow B, x \mapsto b x$. By definition of A-algebra, we have that $m_{b}$ is A-linear, so we can consider its trace. We define $\operatorname{Tr}(b):=\operatorname{Tr}\left(m_{b}\right)$.
(1) The map $\operatorname{Tr}: B \rightarrow A, b \mapsto \operatorname{Tr}(b)$ is $A$-linear.
(2) The map $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A), x \mapsto(y \mapsto \operatorname{Tr}(x y))$ is $A$-linear.

Proof. (1) Let $\left(w_{1}, \ldots, w_{n}\right)$ be an $A$-basis of $B$ (see remark 2.1.2). Let $b_{1}, b_{2} \in B$, $\lambda_{1}, \lambda_{2} \in A$. For any $i=1, \ldots, n$, consider $a_{i 1}, \ldots, a_{i n} \in A$ such that $m_{b_{1}}\left(w_{i}\right)=$ $\sum_{j=1}^{n} a_{i j} w_{j}$ and $a_{i 1}^{\prime}, \ldots, a_{i n}^{\prime} \in A$ such that $m_{b_{2}}\left(w_{i}\right)=\sum_{j=1}^{n} a_{i j}^{\prime} w_{j}$. Then we

$$
\begin{aligned}
& m_{\lambda_{1} b_{1}+\lambda_{2} b_{2}}\left(w_{i}\right)=\left(\lambda_{1} b_{1}+\lambda_{2} b_{2}\right) w_{i}=\lambda_{1}\left(b_{1} w_{i}\right)+\lambda_{2}\left(b_{2} w_{i}\right)= \\
& =\lambda_{1} m_{b_{1}}\left(w_{i}\right)+\lambda_{2} m_{b_{2}}\left(w_{i}\right)= \\
& =\lambda_{1}\left(\sum_{j=1}^{n} a_{i j} w_{j}\right)+\lambda_{2}\left(\sum_{j=1}^{n} a_{i j}^{\prime} w_{j}\right)=\sum_{j=1}^{n}\left(\lambda_{1} a_{i j}+\lambda_{2} a_{i j}^{\prime}\right) w_{j}
\end{aligned}
$$

So, by definition of trace, we have that

$$
\begin{aligned}
\operatorname{Tr}\left(\lambda_{1} b_{1}+\lambda_{2} b_{2}\right)=\operatorname{Tr} & \left(m_{\lambda_{1} b_{1}+\lambda_{2} b_{2}}\right)=\sum_{i=1}^{n}\left(\lambda_{1} a_{i i}+\lambda_{2} a_{i i}^{\prime}\right)= \\
= & \lambda_{1}\left(\sum_{i=1}^{n} a_{i i}\right)+\lambda_{2}\left(\sum_{i=1}^{n} a_{i i}^{\prime}\right)= \\
= & \lambda_{1} \operatorname{Tr}\left(m_{b_{1}}\right)+\lambda_{2} \operatorname{Tr}\left(m_{b_{2}}\right)=\lambda_{1} \operatorname{Tr}\left(b_{1}\right)+\lambda_{2} \operatorname{Tr}\left(b_{2}\right) .
\end{aligned}
$$

Hence $\operatorname{Tr}$ is $A$-linear.
(2) First of all, we prove that $\varphi$ is well defined, i.e. that $\varphi(x): B \rightarrow A$ is indeed an $A$-linear map for any $x \in B$. Let $y_{1}, y_{2} \in B, \lambda_{1}, \lambda_{2} \in A$. Then, applying the $A$-linearity of Tr , we have

$$
\begin{aligned}
\varphi(x)\left(\lambda_{1} y_{1}+\lambda_{2} y_{2}\right)= & \operatorname{Tr}\left(x\left(\lambda_{1} y_{1}+\lambda_{2} y_{2}\right)\right)=\operatorname{Tr}\left(\lambda_{1}\left(x y_{1}\right)+\lambda_{2}\left(x y_{2}\right)\right)= \\
& =\lambda_{1} \operatorname{Tr}\left(x y_{1}\right)+\lambda_{2} \operatorname{Tr}\left(x y_{2}\right)=\lambda_{1} \varphi(x)\left(y_{1}\right)+\varphi(x)\left(y_{2}\right)
\end{aligned}
$$

So $\varphi(x)$ is $A$-linear and $\varphi$ is well defined.
Let now $x_{1}, x_{2} \in B, \lambda_{1}, \lambda_{2} \in A$. Then for any $y \in B$ we have

$$
\begin{aligned}
\varphi\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right)(y) & =\operatorname{Tr}\left(\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right) y\right)=\operatorname{Tr}\left(\lambda_{1}\left(x_{1} y\right)+\lambda_{2}\left(x_{2} y\right)\right)= \\
& =\lambda_{1} \operatorname{Tr}\left(x_{1} y\right)+\lambda_{2} \operatorname{Tr}\left(x_{2} y\right)=\lambda_{1} \varphi\left(x_{1}\right)(y)+\lambda_{2} \varphi\left(x_{2}\right)(y)
\end{aligned}
$$

(we applied again the $A$-linearity of $\operatorname{Tr}$ ). So $\varphi\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right)=\lambda_{1} \varphi\left(x_{1}\right)+$ $\lambda_{2} \varphi\left(x_{2}\right)$. Hence $\varphi$ is $A$-linear.

Definition 2.1.4. Let $B$ be an $A$-algebra. We say that $B$ is a free separable $A$ algebra if $B$ is finitely generated and free as an $A$-module and the map $\varphi$ defined in lemma 2.1.3 is an isomorphism of $A$-modules.

Remark 2.1.5. Let $B$ be as in lemma 2.1.3. Then $\operatorname{Hom}_{A}(B, A)$ is always isomorphic to $B$ as an $A$-module. Indeed, if $\left(w_{1}, \ldots, w_{n}\right)$ is a basis of $B$, then $\left(w_{1}^{*}, \ldots, w_{n}^{*}\right)$ is a basis of $\operatorname{Hom}_{A}(B, A)$, where we defined

$$
w_{j}^{*}: B \rightarrow A, \sum_{i=1}^{n} a_{i} w_{i} \mapsto a_{j}
$$

for any $j=1, \ldots, n$. So we have an isomorphism of $A$-modules $\vartheta: B \rightarrow \operatorname{Hom}_{A}(B, A)$ defined by $\vartheta\left(w_{i}\right)=w_{i}^{*}$ for any $i=1, \ldots, n$ (extended by linearity). This isomorphism, however, depends on the basis.
Example 2.1.6. Consider the $A$-algebra $A^{n}$ (with ring operations defined componentwise), which is clearly finitely generated and free as an $A$-module. We claim that $A^{n}$ is a free separable $A$-algebra. Let $\left(e_{1}, \ldots, e_{n}\right)$ be the canonical basis of $A^{n}$, i.e. $e_{i}=\left(\delta_{i k}\right)_{k=1, \ldots, n}$ for any $i=1, \ldots, n$. Let $x=\left(x_{1}, \ldots, x_{n}\right) \in A^{n}$. We have that

$$
m_{x}\left(e_{i}\right)=x e_{i}=\left(x_{1}, \ldots, x_{n}\right)\left(\delta_{i k}\right)_{k=1, \ldots, n}=\left(x_{k} \delta_{i k}\right)_{k=1, \ldots, n}=x_{i} e_{i}
$$

for any $i=1, \ldots, n$. Then $\operatorname{Tr}(x)=\operatorname{Tr}\left(m_{x}\right)=\sum_{i=1}^{n} x_{i}$. Consider now the map $\varphi: A^{n} \rightarrow \operatorname{Hom}_{A}\left(A^{n}, A\right)$ defined as in lemma 2.1.3. By what we proved, we have that $\varphi(x)(y)=\operatorname{Tr}(x y)=\operatorname{Tr}\left(\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right)\right)=\sum_{i=1}^{n} x_{i} y_{i}$ for any $x=\left(x_{1}, \ldots, x_{n}\right), y=$ $\left(y_{1}, \ldots, y_{n}\right) \in A^{n}$. Define now

$$
\psi: \operatorname{Hom}_{A}\left(A^{n}, A\right) \rightarrow A^{n}, f \mapsto\left(f\left(e_{1}\right), \ldots, f\left(e_{n}\right)\right) .
$$

For any $x=\left(x_{1}, \ldots, x_{n}\right) \in A^{n}, j \in\{1, \ldots, n\}$ we have that $\varphi(x)\left(e_{j}\right)=\sum_{i=1}^{n} x_{i} \delta_{i j}=$ $x_{j}$ and so

$$
\psi(\varphi(x))=\left(\varphi(x)\left(e_{1}\right), \ldots, \varphi(x)\left(e_{n}\right)\right)=\left(x_{1}, \ldots, x_{n}\right)=x=\operatorname{id}_{A^{n}}(x)
$$

So $\psi \circ \varphi=\operatorname{id}_{A^{n}}$. Conversely, let $f \in \operatorname{Hom}_{A}\left(A^{n}, A\right)$ and let $x=\left(x_{1}, \ldots, x_{n}\right) \in A^{n}$. Then, applying the $A$-linearity of $f$, we get that

$$
\varphi(\psi(f))(x)=\varphi\left(\left(f\left(e_{1}\right), \ldots, f\left(e_{n}\right)\right)\right)(x)=\sum_{i=1}^{n} f\left(e_{i}\right) x_{i}=f\left(\sum_{i=1}^{n} x_{i} e_{i}\right)=f(x)
$$

So $(\varphi \circ \psi)(f)=f=\operatorname{id}_{\operatorname{Hom}_{A}\left(A^{n}, A\right)}(f)$, for any $f \in \operatorname{Hom}_{A}\left(A^{n}, A\right)$. Then $\varphi \circ \psi=$ $\operatorname{id}_{\operatorname{Hom}_{A}\left(A^{n}, A\right)}$. This proves that $\varphi$ and $\psi$ are inverse to each other. In particular, $\varphi$ is an isomorphism, i.e. $A^{n}$ is a free separable $A$-algebra.

The notion of free separable algebra will be involved in the definition of finite étale morphisms (see 2.2.1). However, in order to prove most results about finite étale morphisms, we will need a more general notion, that of projective separable algebras. To introduce this concept, we start by recalling the definition of projective modules.

Definition 2.1.7. An $A$-module $P$ is called projective if the functor

$$
\operatorname{Hom}_{A}(P,-): \operatorname{Mod}_{A} \rightarrow \operatorname{Mod}_{A}
$$

is exact, i.e. if for every exact sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ of $A$-modules the induced sequence $\operatorname{Hom}_{A}\left(P, M_{0}\right) \xrightarrow{f \circ-} \operatorname{Hom}_{A}\left(P, M_{1}\right) \xrightarrow{g \circ-} \operatorname{Hom}_{A}\left(P, M_{2}\right)$ is also exact.
Example 2.1.8. $A$ is a projective $A$-module, because the functor $\operatorname{Hom}_{A}(A,-)$ is isomorphic to $\operatorname{id}_{\text {Mod }_{A}}$.

We prove now some lemmas that will allow us to give a very useful characterization of projective modules.
Lemma 2.1.9. Let $\left(P_{i}\right)_{i \in I}$ a collection of $A$-modules and $P:=\bigoplus_{i \in I} P_{i}$. For every A-module $M$ we have an isomorphism

$$
\varphi_{M}: \operatorname{Hom}_{A}(P, M) \rightarrow \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right)
$$

Moreover, these isomorphisms are compatible, in the sense that, if $M, N$ are $A$ modules and $f: M \rightarrow N$ is an A-linear map, then the following diagram is commutative.


Proof. For any $j \in J$, define $q_{j}: P_{j} \rightarrow P, x \mapsto\left(\delta_{i j} x\right)_{i \in I}$. Notice that, for any $x=\left(x_{i}\right)_{i \in I} \in P$ we have $x=\sum_{i \in I} q_{i}\left(x_{i}\right)$.
Let $M$ be an $A$-module. Define

$$
\varphi_{M}: \operatorname{Hom}_{A}(P, M) \rightarrow \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right), h \mapsto\left(h \circ q_{i}\right)_{i \in I} .
$$

Let $h_{1}, h_{2} \in \operatorname{Hom}_{A}(P, M), \lambda_{1}, \lambda_{2} \in A$. Then

$$
\begin{aligned}
& \varphi\left(\lambda_{1} h_{1}+\lambda_{2} h_{2}\right)=\left(\left(\lambda_{1} h_{1}+\lambda_{2} h_{2}\right) \circ q_{i}\right)_{i \in I}=\left(\lambda_{1}\left(h_{1} \circ q_{i}\right)+\lambda_{2}\left(h_{2} \circ q_{i}\right)\right)_{i \in I}= \\
&=\lambda_{1}\left(h_{1} \circ q_{i}\right)_{i \in I}+\lambda_{2}\left(h_{2} \circ q_{i}\right)_{i \in I}=\lambda_{1} \varphi\left(h_{1}\right)+\lambda_{2} \varphi\left(h_{2}\right) .
\end{aligned}
$$

So $\varphi_{M}$ is $A$-linear. Conversely, if $\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right)$, we can define $h$ : $P \rightarrow M,\left(x_{i}\right)_{i \in I} \mapsto \sum_{i \in I} h_{i}\left(x_{i}\right)$ (notice that this sum is well defined because only finitely many of the $x_{i}$ 's are non-zero). If $\left(x_{i}\right)_{i \in I},\left(y_{i}\right)_{i \in I} \in P, \lambda_{1}, \lambda_{2} \in A$, then we have

$$
\begin{aligned}
& h\left(\lambda_{1}\left(x_{i}\right)_{i \in I}+\lambda_{2}\left(y_{i}\right)_{i \in I}\right)=h\left(\left(\lambda_{1} x_{i}+\lambda_{2} y_{i}\right)_{i \in I}\right)= \\
& =\sum_{i \in I} h_{i}\left(\lambda_{1} x_{i}+\lambda_{2} y_{i}\right)=\sum_{i \in I}\left(\lambda_{1} h_{i}\left(x_{i}\right)+\lambda_{2} h_{i}\left(y_{i}\right)\right)= \\
& \quad=\lambda_{1} \sum_{i \in I} h_{i}\left(x_{i}\right)+\lambda_{2} \sum_{i \in I} h_{i}\left(y_{i}\right)=\lambda_{1} h\left(\left(x_{i}\right)_{i \in I}\right)+\lambda_{2} h\left(\left(y_{i}\right)_{i \in I}\right),
\end{aligned}
$$

because each $h_{i}$ is $A$-linear. So $h$ is $A$-linear. Then we can define

$$
\begin{aligned}
\varphi_{M}^{\prime}: \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right) & \rightarrow \operatorname{Hom}_{A}(P, M), \\
\left(h_{i}\right)_{i \in I} & \mapsto\left(h: P \rightarrow M,\left(x_{i}\right)_{i \in I} \mapsto \sum_{i \in I} h_{i}\left(x_{i}\right)\right) .
\end{aligned}
$$

Let $\left(g_{i}\right)_{i \in I},\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right), \lambda_{1}, \lambda_{2} \in A$. For any $\left(x_{i}\right)_{i \in I} \in P$, we have

$$
\begin{aligned}
& \varphi_{M}^{\prime}\left(\lambda_{1}\left(g_{i}\right)_{i \in I}+\lambda_{2}\left(h_{i}\right)_{i \in I}\right)\left(\left(x_{i}\right)_{i \in I}\right)=\varphi_{M}^{\prime}\left(\left(\lambda_{1} g_{i}+\lambda_{2} h_{i}\right)_{i \in I}\right)\left(\left(x_{i}\right)_{i \in I}\right)= \\
& =\sum_{i \in I}\left(\lambda_{1} g_{i}+\lambda_{2} h_{i}\right)\left(x_{i}\right)=\sum_{i \in I}\left(\lambda_{1} g_{i}\left(x_{i}\right)+\lambda_{2} h_{i}\left(x_{i}\right)\right)=\lambda_{1} \sum_{i \in I} g_{i}\left(x_{i}\right)+\lambda_{2} \sum_{i \in I} h_{i}\left(x_{i}\right)= \\
& =\lambda_{1} \varphi_{M}^{\prime}\left(\left(g_{i}\right)_{i \in I}\right)\left(\left(x_{i}\right)_{i \in I}\right)+\lambda_{2} \varphi_{M}^{\prime}\left(\left(h_{i}\right)_{i \in I}\right)\left(\left(x_{i}\right)_{i \in I}\right) .
\end{aligned}
$$

So $\varphi_{M}^{\prime}\left(\lambda_{1}\left(g_{i}\right)_{i \in I}+\lambda_{2}\left(h_{i}\right)_{i \in I}\right)=\lambda_{1} \varphi_{M}^{\prime}\left(\left(g_{i}\right)_{i \in I}\right)+\lambda_{2} \varphi_{M}^{\prime}\left(\left(h_{i}\right)_{i \in I}\right)$ and $\varphi_{M}^{\prime}$ is $A$-linear. We check that $\varphi_{M}$ and $\varphi_{M}^{\prime}$ are inverse to each other. Let $h \in \operatorname{Hom}_{A}(P, M)$. For any $x=\left(x_{i}\right)_{i \in I} \in P$ we have that

$$
\varphi_{M}^{\prime}\left(\varphi_{M}(h)\right)(x) \varphi_{M}^{\prime}\left(\left(h \circ q_{i}\right)_{i \in I}\right)\left(\left(x_{i}\right)_{i \in I}\right)=\sum_{i \in I} h\left(q_{i}\left(x_{i}\right)\right)=h\left(\sum_{i \in I} q_{i}\left(x_{i}\right)\right)=h(x) .
$$

So $\varphi_{M}^{\prime} \circ \varphi_{M}=\operatorname{id}_{\operatorname{Hom}_{A}(P, M)}$. Let now $\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M\right)$ and define $h=$ $\varphi_{M}^{\prime}\left(\left(h_{i}\right)_{i \in I}\right)$. For any $j \in I, x \in P_{j}$, we have

$$
h\left(q_{j}(x)\right)=h\left(\left(\delta_{i j} x\right)_{i \in I}\right)=\sum_{i \in I} h_{i}\left(\delta_{i j} x\right)=\sum_{i \in I} \delta_{i j} h_{i}(x)=h_{j}(x)
$$

and so $h \circ q_{j}=h_{j}$. Then we have that

$$
\varphi_{M}\left(\varphi_{M}^{\prime}\left(\left(h_{i \in I}\right)\right)\right)=\varphi_{M}(h)=\left(h \circ q_{i}\right)_{i \in I}=\left(h_{i}\right)_{i \in I}=\operatorname{id}_{\prod_{i \in I}} \operatorname{Hom}_{A}\left(P_{i}, M\right)\left(\left(h_{i}\right)_{i \in I}\right) .
$$

So $\varphi_{M} \circ \varphi_{M}^{\prime}=\operatorname{id}_{\Pi_{i \in I}} \operatorname{Hom}_{A}\left(P_{i}, M\right)$. Then $\varphi_{M}$ and $\varphi_{M}^{\prime}$ are inverse to each other.
Finally, let $M, N$ be $A$-modules and $f: M \rightarrow N$ an $A$-linear map. For any $h \in$ $\operatorname{Hom}_{A}(P, M)$ we have that

$$
\varphi_{N}(f \circ h)=\left(f \circ h \circ q_{i}\right)_{i \in I}=\left(\prod_{i \in I}(f \circ-)\right)\left(\left(h \circ q_{i}\right)_{i \in I}\right)=\left(\prod_{i \in I}(f \circ-)\right)\left(\varphi_{M}(h)\right) .
$$

This proves the commutativity of the diagram.
Corollary 2.1.10. Let $\left(P_{i}\right)_{i \in I}$ a collection of $A$-modules and define $P:=\bigoplus_{i \in I} P_{i}$. Then $P$ is projective if and only if each $P_{i}$ is projective.
Proof. For any $i \in I$, denote $f_{*}^{i}: \operatorname{Hom}_{A}\left(P_{i}, M_{0}\right) \rightarrow \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right), h \mapsto f \circ h$ and $g_{*}^{i}: \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \rightarrow \operatorname{Hom}_{A}\left(P_{i}, M_{2}\right), h \mapsto g \circ h$.
Let $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ be an exact sequence of $A$-modules. By lemma 2.1.9, there is an isomorphism of sequences between

$$
\operatorname{Hom}_{A}\left(P, M_{0}\right) \xrightarrow{f \circ-} \operatorname{Hom}_{A}\left(P, M_{1}\right) \xrightarrow{g \circ-} \operatorname{Hom}_{A}\left(P, M_{2}\right)
$$

and

$$
\prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{0}\right) \xrightarrow{\prod_{i \in I} f_{x}^{i}} \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \xrightarrow{\prod_{i \in I} g_{*}^{i}} \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{2}\right)
$$

So $P$ is projective if and only if the last sequence is exact for every exact sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$. We have that

$$
\begin{aligned}
\operatorname{Ker}\left(\prod_{i \in I} g_{*}^{i}\right) & =\left\{\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \mid\left(g \circ h_{i}\right)_{i \in I}=(0)_{i \in I}\right\}= \\
& =\left\{\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \mid \forall i \in I \quad g \circ h_{i}=0\right\}=\prod_{i \in I} \operatorname{Ker}\left(g_{*}^{i}\right)
\end{aligned}
$$

and

$$
\begin{array}{r}
\operatorname{Im}\left(\prod_{i \in I} f_{*}^{i}\right)=\left\{\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \mid \exists\left(h_{i}^{\prime}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{0}\right):\right. \\
\left.\left(h_{i}\right)_{i \in I}=\left(f \circ h_{i}^{\prime}\right)_{i \in I}\right\}= \\
=\left\{\left(h_{i}\right)_{i \in I} \in \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \mid \forall i \in I \exists h_{i}^{\prime} \in \operatorname{Hom}_{A}\left(P_{i}, M_{0}\right): h_{i}=g \circ h_{i}^{\prime}\right\}= \\
=\prod_{i \in I} \operatorname{Im}\left(f_{*}^{i}\right) .
\end{array}
$$

Then we have that $\operatorname{Ker}\left(\prod_{i \in I} g_{*}^{i}\right)=\operatorname{Im}\left(\prod_{i \in I} f_{*}^{i}\right)$ if and only if $\operatorname{Ker}\left(g_{*}^{i}\right)=\operatorname{Im}\left(f_{*}^{i}\right)$ for every $i \in I$. This means that the sequence

$$
\prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{0}\right) \xrightarrow{\prod_{i \in I} f_{i}^{i}} \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \xrightarrow{\prod_{i \in I} g_{i}^{i}} \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i}, M_{2}\right)
$$

is exact if and only if each of the sequences

$$
\operatorname{Hom}_{A}\left(P_{i}, M_{0}\right) \xrightarrow{f_{*}^{i}} \operatorname{Hom}_{A}\left(P_{i}, M_{1}\right) \xrightarrow{g_{*}^{i}} \operatorname{Hom}_{A}\left(P_{i}, M_{2}\right)
$$

is exact. Since this holds for every exact sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ of $A$-modules, we have that $P$ is projective if and only if each $P_{i}$ is projective.

Example 2.1.11. Any free $A$-module is projective. Indeed, if an $A$-module is free then it is isomorphic to $\bigoplus_{i \in I} A$ for some index set $I$. So it is projective by corollary 2.1.10 and example 2.1.8.

Definition 2.1.12. A short exact sequence of $A$-modules $0 \rightarrow M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ is said to split if there is an isomorphism of $A$-modules $\varphi: M_{1} \rightarrow M_{0} \oplus M_{2}$ such that $\varphi \circ f=i_{0}$ and $g \circ \varphi^{-1}=p_{2}$, where we defined $i_{0}: M_{0} \rightarrow M_{0} \oplus M_{2}, x \mapsto(x, 0)$ and $p_{2}: M_{0} \oplus M_{2} \rightarrow M_{2},(x, y) \mapsto y$. The definition is illustrated by the following diagram.


Lemma 2.1.13. Let $0 \rightarrow M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ be a short exact sequence of $A$-modules. The following are equivalent:
(i) the sequence splits;
(ii) there exists an $A$-linear map $\alpha: M_{1} \rightarrow M_{0}$ such that $\alpha \circ f=\operatorname{id}_{M_{0}}$;
(iii) there exists an $A$-linear map $\beta: M_{2} \rightarrow M_{1}$ such that $g \circ \beta=\mathrm{id}_{M_{1}}$.

Proof. Define $i_{0}: M_{0} \rightarrow M_{0} \oplus M_{2}, x \mapsto(x, 0), i_{2}: M_{2} \rightarrow M_{0} \oplus M_{2}, y \mapsto(0, y)$, $p_{1}: M_{0} \oplus M_{2} \rightarrow M_{0},(x, y) \mapsto x$ and $p_{2}: M_{0} \oplus M_{2} \rightarrow M_{2},(x, y) \mapsto y$. It is clear that these maps are $A$-linear. Moreover, notice that $p_{0} \circ i_{0}=\operatorname{id}_{M_{0}}$ and $p_{2} \circ i_{2}=\operatorname{id}_{M_{2}}$.
(i) $\Longrightarrow$ (ii) Since the sequence $0 \rightarrow M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ splits, there exists an isomorphism of $A$-modules $\varphi: M_{1} \rightarrow M_{0} \oplus M_{2}$ such that $\varphi \circ f=i_{0}$ and $g \circ \varphi^{-1}=p_{2}$. Define $\alpha:=p_{0} \circ \varphi: M_{1} \rightarrow M_{0}$. Then $\alpha$ is $A$-linear, because it is the composition of $A$-linear maps, and we have $\alpha \circ f=p_{0} \circ \varphi \circ f=p_{0} \circ i_{0}=\mathrm{id}_{M_{0}}$.
(ii) $\Longrightarrow$ (i) Define $\varphi: M_{1} \rightarrow M_{0} \oplus M_{2}, x \mapsto(\alpha(x), g(x))$. We have that $\varphi$ is $A$-linear, because $\alpha$ and $g$ are $A$-linear. We claim that $\varphi$ is bijective. Let $\left(y_{0}, y_{2}\right) \in$ $M_{0} \oplus M_{2}$. We have that $g$ is surjective, by definition of short exact sequence. So there exists $x_{1} \in M_{1}$ such that $y_{2}=g\left(x_{1}\right)$. Consider $x_{2}=f\left(y_{0}-\alpha\left(x_{1}\right)\right) \in$ $\operatorname{Im}(f) \subseteq M_{1}$. By definition of exact sequence, we have that $\operatorname{Im}(f)=\operatorname{Ker}(g)$. So $g\left(x_{2}\right)=0$. Then we have that $g\left(x_{1}+x_{2}\right)=g\left(x_{1}\right)+g\left(x_{2}\right)=y_{2}$. Moreover, since $\alpha \circ f=\operatorname{id}_{M_{0}}$, we have that $\alpha\left(x_{1}+x_{2}\right)=\alpha\left(x_{1}\right)+\alpha\left(x_{2}\right)=\alpha\left(x_{1}\right)+(\alpha \circ f)\left(y_{0}-\right.$ $\left.\alpha\left(x_{1}\right)\right)=\alpha\left(x_{1}\right)+y_{0}-\alpha\left(x_{1}\right)=y_{0}$. Then $\varphi\left(x_{1}+x_{2}\right)=\left(y_{0}, y_{2}\right)$. This proves that $\varphi$ is surjective. Let $x \in \operatorname{Ker}(\varphi)$, i.e. $(\alpha(x), g(x))=\varphi(x)=(0,0)$. Then $\alpha(x)=0$ and $g(x)=0$. So $x \in \operatorname{Ker}(g)$. But $\operatorname{Ker}(g)=\operatorname{Im}(f)$, by definition of exact sequence. So there exists $m \in M_{0}$ such that $x=f(m)$. Then $0=\alpha(x)=$ $\alpha(f(m))=m$, because $\alpha \circ f=\operatorname{id}_{M_{0}}$. This implies that $x=f(0)=0$ and so $\varphi$ is injective. Then $\varphi$ is an isomorphism of $A$-modules. For any $x \in M_{0}$, we have that $(\varphi \circ f)(x)=\varphi(f(x))=(\alpha(f(x)), g(f(x)))=(x, 0)=i_{0}(x)$, because $\alpha \circ f=\operatorname{id}_{M_{0}}$ and $g \circ f=0$ (definition of exact sequence). So $\varphi \circ f=i_{0}$. On the other hand, for any $x \in M_{1}$ we have that $\left(p_{2} \circ \varphi\right)(x)=p_{2}((\alpha(x), g(x)))=g(x)$. So $p_{2} \circ \varphi=g$, i.e. $g \circ \varphi^{-1}=p_{2}$. This proves that the sequence $0 \rightarrow M_{0} \xrightarrow{f}$ $M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ splits.
(i) $\Longrightarrow$ (iii) Since the sequence $0 \rightarrow M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ splits, there exists an isomorphism of $A$-modules $\varphi: M_{1} \rightarrow M_{0} \oplus M_{2}$ such that $\varphi \circ f=i_{0}$ and $g \circ \varphi^{-1}=p_{2}$. Define $\beta:=\varphi^{-1} \circ i_{2}: M_{2} \rightarrow M_{1}$. Then $\beta$ is $A$-linear, because it is the composition of $A$-linear maps, and we have $g \circ \beta=g \circ \varphi^{-1} \circ i_{2}=p_{2} \circ i_{2}=$ $\mathrm{id}_{M_{2}}$.
(iii) $\Longrightarrow$ (i) Define $\psi: M_{0} \oplus M_{2} \rightarrow M_{1},(x, y) \mapsto f(x)+\beta(y)$. Since $f$ and $\beta$ are $A$-linear, for any $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in M_{0} \oplus M_{2}, \lambda_{1}, \lambda_{2} \in A$ we have

$$
\begin{aligned}
& \quad \psi\left(\lambda_{1}\left(x_{1}, y_{1}\right)+\lambda_{2}\left(x_{2}, y_{2}\right)\right)=\psi\left(\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}, \lambda_{1} y_{1}+\lambda_{2} y_{2}\right)\right)= \\
& =f\left(\lambda_{1} x_{1}+\lambda_{2} x_{2}\right)+\beta\left(\lambda_{1} y_{1}+\lambda_{2} y_{2}\right)=\lambda_{1} f\left(x_{1}\right)+\lambda_{2} f\left(x_{2}\right)+\lambda_{1} \beta\left(y_{1}\right)+\lambda_{2} \beta\left(y_{2}\right)= \\
& =\lambda_{1}\left(f\left(x_{1}\right)+\beta\left(y_{1}\right)\right)+\lambda_{2}\left(f\left(x_{2}\right)+\beta\left(y_{2}\right)\right)=\lambda_{1} \psi\left(\left(x_{1}, y_{1}\right)\right)+\lambda_{2} \psi\left(\left(x_{2}, y_{2}\right)\right) .
\end{aligned}
$$

So $\psi$ is $A$-linear. We claim that $\psi$ is bijective. Let $m \in M_{1}$. Since $g \circ \beta=\operatorname{id}_{M_{2}}$, we have that $g(\beta(g(m)))=g(m)$. So $g(m-\beta(g(m)))=g(m)-g(\beta(g(m)))=0$, i.e. $m-\beta(g(m)) \in \operatorname{Ker}(g)$. By definition of exact sequence, we have that $\operatorname{Ker}(g)=\operatorname{Im}(f)$. So there exists $x \in M_{0}$ such that $m-\beta(g(m))=f(x)$. Then $\psi((x, g(m)))=f(x)+\beta(g(m))=m-\beta(g(m))+\beta(g(m))=m$. This proves that $\psi$ is surjective. Let $(x, y) \in \operatorname{Ker}(\psi)$, i.e. $f(x)+\beta(y)=\psi((x, y))=0$. Then $\beta(y)=-f(x)=f(-x) \in \operatorname{Im}(f)$. By definition of exact sequence, we have that $\operatorname{Im}(f)=\operatorname{Ker}(g)$. So $g(\beta(y))=0$. Since $g \circ \beta=\operatorname{id}_{M_{2}}$, we have that $y=g(\beta(y))=0$. Then $f(x)=-\beta(y)=-\beta(0)=0$. But $f$ is injective by definition of short exact sequence, so we must have $x=0$. Then $(x, y)=(0,0)$ and so $\psi$ is injective. Then $\psi$ is an isomorphism of $A$ modules. Define $\varphi:=\psi^{-1}: M_{1} \rightarrow M_{0} \oplus M_{2}$. For any $x \in M_{0}$, we have that $\left(\psi \circ i_{0}\right)(x)=\psi((x, 0))=f(x)+\beta(0)=f(x)$. So $\psi \circ i_{0}=f$, which implies that $\varphi \circ f=\psi^{-1} \circ f=i_{0}$. On the other hand, for any $(x, y) \in M_{0} \oplus M_{2}$ we have
that $(g \circ \psi)((x, y))=g(f(x)+\beta(y))=g(f(x))+g(\beta(y))=y=p_{2}((x, y))$, because $g \circ f=0$ (by definition of exact sequence) and $g \circ \beta=\operatorname{id}_{M_{2}}$. So $g \circ \varphi^{-1}=g \circ \psi=p_{2}$. This proves that the sequence $0 \rightarrow M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2} \rightarrow 0$ splits.

Lemma 2.1.14. Let $P$ be an $A$-module. The following are equivalent:
(i) $P$ is projective;
(ii) for every $A$-modules $M, N$, every surjective $A$-linear map $f: M \rightarrow N$ and every A-linear map $g: P \rightarrow N$ there exists an $A$-linear map $h: P \rightarrow M$ such that $f \circ h=g$ (see also the diagram);

(iii) every short exact sequence of $A$-modules $0 \rightarrow M_{0} \rightarrow M_{1} \rightarrow P \rightarrow 0$ splits;
(iv) there exists an $A$-module $Q$ such that $P \oplus Q$ is a free $A$-module.

Proof. (i) $\Longrightarrow$ (ii) Let $M, N$ be $A$-modules, $f \in \operatorname{Hom}_{A}(M, N)$ surjective and $g \in$ $\operatorname{Hom}_{A}(P, N)$. Since $f$ is surjective, the sequence $M \xrightarrow{f} N \rightarrow 0$ is exact. Then, since $P$ is projective, the sequence

$$
\operatorname{Hom}_{A}(P, M) \xrightarrow{f \circ-} \operatorname{Hom}_{A}(P, N) \rightarrow 0
$$

is also exact. This means that the map

$$
f_{*}: \operatorname{Hom}_{A}(P, M) \rightarrow \operatorname{Hom}_{A}(P, N), h \mapsto f \circ h
$$

is surjective. Then there exists $h \in \operatorname{Hom}_{A}(P, M)$ such that $g=f_{*}(h)=f \circ h$.
(ii) $\Longrightarrow$ (iii) Let $0 \rightarrow M_{0} \rightarrow M_{1} \xrightarrow{f} P \rightarrow 0$ be a short exact sequence. Then $f:$ $M_{1} \rightarrow P$ is surjective. Consider $g:=\operatorname{id}_{P} \in \operatorname{Hom}_{A}(P, P)$. Then we can apply the assumption and get an $A$-linear map $h: P \rightarrow M_{1}$ such that $f \circ h=g=\mathrm{id}_{P}$. By lemma 2.1.13, this implies that the sequence $0 \rightarrow M_{0} \rightarrow M_{1} \rightarrow P \rightarrow 0$ splits.
(iii) $\Longrightarrow$ (iv) Let $\left(w_{i}\right)_{i \in I}$ be a set of generators for $P$ over $A$. Consider the free module $F=\bigoplus_{i \in I} A$, with basis $\left(e_{i}\right)_{i \in I}$. Then we can define an $A$-linear $\operatorname{map} f: F \rightarrow P$ by $f\left(e_{i}\right)=w_{i}$ for any $i \in I$ (extended by linearity). Let $Q:=\operatorname{Ker}(f) \subseteq F$ and denote by $i: Q \rightarrow F$ the inclusion, which is clearly $A$-linear. Then the sequence $0 \rightarrow Q \xrightarrow{i} F \stackrel{f}{\rightarrow} P \rightarrow 0$ is exact. By assumption, it splits. So we have that $P \oplus Q \cong F$ is free.
(iv) $\Longrightarrow$ (i) This follows immediately from 2.1.10 and 2.1.11.
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Corollary 2.1.15. Let $P$ be a finitely projective $A$-module. Then $P$ is projective if and only if there exist an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $P \oplus Q \cong A^{n}$.

Proof. If there exist an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $P \oplus Q \cong A^{n}$, then $P$ is projective by the implication (iv) $\Longrightarrow$ (i) in the lemma 2.1.14. Conversely, assume that $P$ is projective. Let $\left(w_{1}, \ldots, w_{n}\right)$ be a set of generators of $P$ over $A$ and define an $A$-linear map $\varphi: A^{n} \rightarrow P$ by $\varphi\left(e_{i}\right)=w_{i}$, extended by linearity (where $\left(e_{1}, \ldots, e_{n}\right)$ is the canonical basis of $A^{n}$ ). Then the sequence

$$
0 \rightarrow \operatorname{Ker}(\varphi) \xrightarrow{i} A^{n} \xrightarrow{\varphi} P \rightarrow 0
$$

is exact (where $i: \operatorname{Ker}(\varphi) \rightarrow A^{n}$ is the canonical inclusion). Since $P$ is projective, this sequence splits, by lemma 2.1.14 ((i) $\Longrightarrow($ iii $)$ ). Then $P \oplus \operatorname{Ker}(\varphi) \cong A^{n}$.

Related to the notion of projective $A$-module is that of flat $A$-module.
Definition 2.1.16. Let $M$ be an $A$-module.
(1) We say that $P$ is flat if the functor

$$
P \otimes-: \operatorname{Mod}_{A} \rightarrow \operatorname{Mod}_{A}
$$

is exact, i.e. if for every exact sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ of $A$-modules the induced sequence $P \otimes M_{0} \xrightarrow{\mathrm{id}_{P} \otimes f} P \otimes M_{1} \xrightarrow{\mathrm{id}_{P} \otimes g} P \otimes M_{2}$ is also exact.
(2) We say that $M$ is faithfully flat if a sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ of $A$-modules is exact if and only if the induced sequence $P \otimes M_{0} \xrightarrow{\text { id } P \otimes f} P \otimes M_{1} \xrightarrow{\operatorname{id}_{P} \otimes g} P \otimes M_{2}$ is exact.

Remark 2.1.17. From the definitions it is clear that any faithfully flat $A$-module is also flat.
Example 2.1.18. $A$ is a faithfully flat (in particular, flat) $A$-module, because the functor $A \otimes-$ is isomorphic to $\operatorname{id}_{\text {Mod }_{A}}$.

The following resuls are the analogue of lemma 2.1.9 and corollary 2.1.10.
Lemma 2.1.19. Let $\left(P_{i}\right)_{i \in I}$ a collection of $A$-modules and $P:=\bigoplus_{i \in I} P_{i}$. For every $A$-module $M$ we have an isomorphism

$$
\psi_{M}: P \otimes_{A} M \rightarrow \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M\right)
$$

Moreover, these isomorphisms are compatible, in the sense that, if $M, N$ are $A$ modules and $f: M \rightarrow N$ is an $A$-linear map, then the following diagram is commutative.


Proof. For any $j \in J$, define $q_{j}: P_{j} \rightarrow P, x \mapsto\left(\delta_{i j} x\right)_{i \in I}$. Notice that, for any $x=\left(x_{i}\right)_{i \in I} \in P$ we have $x=\sum_{i \in I} q_{i}\left(x_{i}\right)$.
Let $M$ be an $A$-module. We define

$$
\psi_{M}: P \otimes_{A} M \rightarrow \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M\right),\left(x_{i}\right)_{i \in I} \otimes m \mapsto\left(x_{i} \otimes m\right)_{i \in I}
$$

extended by linearity (we can do so because the map $P \times M \rightarrow \bigoplus_{i \in I}\left(P_{i} \otimes_{A}\right.$ $M),\left(\left(x_{i}\right)_{i \in I}, m\right) \mapsto\left(x_{i} \otimes m\right)_{i \in I}$ is $A$-bilinear). So $\psi_{M}$ is an $A$-linear map. Conversely, for any $j \in I$ we can define

$$
\psi_{M, j}^{\prime}: P_{j} \otimes_{A} M \rightarrow P \otimes_{A} M, x \otimes m \mapsto q_{j}(x) \otimes m
$$

extended by linearity (we can do so because the map $\left.P_{j} \times M \rightarrow P \otimes_{A} M\right),(x . m) \mapsto$ $q_{j}(x) \otimes m$ is $A$-bilinear). Then we define

$$
\psi_{M}^{\prime}: \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M\right) \rightarrow P \otimes_{A} M,\left(x_{i}\right)_{i \in I} \mapsto \sum_{i \in I} \psi_{M, i}^{\prime}\left(x_{i}\right)
$$

which is $A$-linear, because $\psi_{M}^{\prime}=\varphi_{P \otimes_{A} M}^{\prime}\left(\left(\psi_{M, i}^{\prime}\right)_{i \in I}\right)$, where

$$
\varphi_{P \otimes_{A} M}^{\prime}: \prod_{i \in I} \operatorname{Hom}_{A}\left(P_{i} \otimes_{A} M, P \otimes_{A} M\right) \rightarrow \operatorname{Hom}_{A}\left(\bigoplus_{i \in I}\left(P_{i} \otimes_{A} M\right), P \otimes_{A} M\right)
$$

is defined as in lemma 2.1.9). We check that $\psi_{M}$ and $\psi_{M}^{\prime}$ are inverse to each other. Let $\left(x_{i}\right)_{i \in I} \otimes m \in P \otimes_{A} M$. Then

$$
\begin{aligned}
& \psi_{M}^{\prime}\left(\psi_{M}\left(\left(x_{i}\right)_{i \in I} \otimes m\right)\right)=\psi_{M}^{\prime}\left(\left(x_{i} \otimes m\right)_{i \in I}\right)=\sum_{i \in I} \psi_{M, i}^{\prime}\left(x_{i} \otimes m\right)= \\
& \quad=\sum_{i \in I}\left(q_{i}\left(x_{i}\right) \otimes m\right)=\left(\sum_{i \in I} q_{i}\left(x_{i}\right)\right) \otimes m=x \otimes m=\operatorname{id}_{P \otimes_{A} M}(x \otimes m)
\end{aligned}
$$

Then $\psi_{M}^{\prime} \circ \psi_{M}=\operatorname{id}_{P \otimes_{A} M}$ (by linearity, it is enough to check equality on pure tensors). Let now $\left(x_{i} \otimes m_{i}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M\right)$. Then we have

$$
\begin{array}{r}
\psi_{M}\left(\psi_{M}^{\prime}\left(\left(x_{i} \otimes m_{i}\right)_{i \in I}\right)\right)=\psi_{M}\left(\sum_{i \in I} \psi_{M, i}^{\prime}\left(x_{i} \otimes m_{i}\right)\right)=\psi_{M}\left(\sum_{i \in I} q_{i}\left(x_{i}\right) \otimes m_{i}\right)= \\
=\sum_{i \in I} \psi_{M}\left(q_{i}\left(x_{i}\right) \otimes m_{i}\right)=\sum_{j \in I} \psi_{M}\left(\left(\delta_{i j} x_{j}\right)_{i \in I} \otimes m_{j}\right)=\sum_{j \in I}\left(\left(\delta_{i j} x_{j} \otimes m_{j}\right)_{i \in I}\right)= \\
\left(\sum_{j \in I}\left(\delta_{i j} x_{j} \otimes m_{j}\right)\right)_{i \in I}=\left(x_{i} \otimes m_{i}\right)_{i \in I}=\operatorname{id}_{\oplus_{i \in I}\left(P_{i} \otimes A M\right)}\left(\left(x_{i} \otimes m_{i}\right)_{i \in I}\right) .
\end{array}
$$

So $\psi_{M} \circ \psi_{M}^{\prime}=\operatorname{id}_{\oplus_{i \in I}\left(P_{i} \otimes_{A} M\right)}$ (also here, by linearity it is enough to check equality on a set of generators). Then $\psi_{M}$ and $\psi_{M}^{\prime}$ are inverse to each other.
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Finally, let $M, N$ be $A$-modules and $f: M \rightarrow N$ an $A$-linear map. For any $\left(x_{i}\right)_{i \in I} \otimes$ $m \in P \otimes_{A} M$, we have that

$$
\begin{aligned}
& \psi_{N}\left(\left(\operatorname{id}_{P} \otimes f\right)\left(\left(x_{i}\right)_{i \in I} \otimes m\right)\right)=\psi_{N}\left(\left(x_{i}\right)_{i \in I} \otimes f(m)\right)=\left(x_{i} \otimes f(m)\right)_{i \in I}= \\
& \quad=\left(\bigoplus_{i \in I}\left(\operatorname{id}_{P_{i}} \otimes f\right)\right)\left(\left(x_{i} \otimes m\right)_{i \in I}\right)=\left(\bigoplus_{i \in I}\left(\operatorname{id}_{P_{i}} \otimes f\right)\right)\left(\psi_{M}\left(\left(x_{i}\right)_{i \in I} \otimes m\right)\right) .
\end{aligned}
$$

So $\psi_{N} \circ\left(\operatorname{id}_{P} \otimes f\right)=\left(\bigoplus_{i \in I}\left(\mathrm{id}_{P_{i}} \otimes f\right)\right) \circ \psi_{M}$ (by linearity, it is enough to check equality on pure tensors), as we wanted.

Corollary 2.1.20. Let $\left(P_{i}\right)_{i \in I}$ a collection of $A$-modules and define $P:=\bigoplus_{i \in I} P_{i}$. Then $P$ is flat if and only if each $P_{i}$ is flat.
Proof. Let $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ be an exact sequence of $A$-modules. By lemma 2.1.19, there is an isomorphism of sequences between

$$
P \otimes_{A} M_{0} \xrightarrow{\mathrm{id} d_{P} \otimes f} P \otimes_{A} M_{1} \xrightarrow{\text { id } P \otimes g} P \otimes_{A} M_{2}
$$

and

$$
\bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{0}\right) \xrightarrow{\oplus_{i \in I}\left(\mathrm{id} P_{P_{i}} \otimes f\right)} \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \xrightarrow{\oplus_{i \in I}\left(\mathrm{id} P_{i} \otimes g\right)} \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{2}\right)
$$

So $P$ is flat if and only if the last sequence is exact for every exact sequence $M_{0} \xrightarrow{f}$ $M_{1} \xrightarrow{g} M_{2}$. We have that

$$
\begin{aligned}
& \operatorname{Ker}\left(\bigoplus_{i \in I}\left(\operatorname{idd}_{P_{i}} \otimes g\right)\right)= \\
& \quad=\left\{\left(x_{i}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \mid\left(\left(\operatorname{id}_{P_{i}} \otimes g\right)\left(x_{i}\right)\right)_{i \in I}=(0)_{i \in I}\right\}= \\
& =\left\{\left(x_{i}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \mid \forall i \in I \quad\left(\operatorname{id}_{P_{i}} \otimes g\right)\left(x_{i}\right)=0\right\}=\bigoplus_{i \in I} \operatorname{Ker}\left(\operatorname{id}_{P_{i}} \otimes g\right)
\end{aligned}
$$

and

$$
\begin{array}{r}
\operatorname{Im}\left(\bigoplus_{i \in I}\left(\operatorname{id}_{P_{i}} \otimes f\right)\right)=\left\{\left(x_{i}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \mid \exists\left(x_{i}^{\prime}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{0}\right):\right. \\
\left.\left.\left(x_{i}\right)_{i \in I}=\left(\left(\operatorname{id}_{P_{i}} \otimes f\right)\left(x_{i}^{\prime}\right)\right)_{i \in I}\right)\right\}= \\
=\left\{\left(x_{i}\right)_{i \in I} \in \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \mid \forall i \in I \exists x_{i}^{\prime} \in P_{i} \otimes_{A} M_{0}: x_{i}=\left(\operatorname{id}_{P_{i}} \otimes f\right)\left(x_{i}^{\prime}\right)\right\}= \\
=\bigoplus_{i \in I} \operatorname{Im}\left(\operatorname{id}_{P_{i}} \otimes f\right) .
\end{array}
$$

Then $\operatorname{Ker}\left(\bigoplus_{i \in I}\left(\mathrm{id}_{P_{i}} \otimes g\right)\right)=\operatorname{Im}\left(\bigoplus_{i \in I}\left(\mathrm{id}_{P_{i}} \otimes f\right)\right)$ if and only if $\operatorname{Ker}\left(\mathrm{id}_{P_{i}} \otimes g\right)=$ $\operatorname{Im}\left(\operatorname{id}_{P_{i}} \otimes f\right)$ for every $i \in I$. This means that the sequence

$$
\bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{0}\right) \xrightarrow{\oplus_{i \in I}\left(\mathrm{id}_{P_{i}} \otimes f\right)} \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{1}\right) \xrightarrow{\oplus_{i \in I}\left(\mathrm{id}_{P_{i}} \otimes g\right)} \bigoplus_{i \in I}\left(P_{i} \otimes_{A} M_{2}\right)
$$

is exact if and only if each of the sequences

$$
P_{i} \otimes_{A} M_{0} \xrightarrow{\operatorname{id}_{P_{i}} \otimes f} P_{i} \otimes_{A} M_{1} \xrightarrow{\text { id }_{P_{i}} \otimes g} P_{i} \otimes_{A} M_{2}
$$

is exact. Since this holds for every exact sequence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ of $A$-modules, we have that $P$ is flat if and only if each $P_{i}$ is flat.

Example 2.1.21. Any free $A$-module is flat. Indeed, if an $A$-module is free then it is isomorphic to $\bigoplus_{i \in I} A$ for some index set $I$. So it is flat by corollary 2.1.20 and example 2.1.18.

Corollary 2.1.22. Any projective $A$-module is flat.
Proof. Let $P$ be a projective $A$-module. By lemma 2.1.14 ((i) $\Longrightarrow$ (iv)), there exists an $A$-module $Q$ such that $P \oplus Q$ is free. Then $P \oplus Q$ is flat by example 2.1.21. By corollary 2.1.20, this implies that $P$ is flat.

We want to give now a local characterization of finitely generated projective $A$ modules. We start with the case when $A$ is local and then we will reduce to this case through localization.

Lemma 2.1.23. Assume that $A$ is local. Then a finitely generated $A$-module is projective if and only if it is free.

Proof. Let $\mathfrak{m}$ be the unique maximal ideal of $A$ and $k:=A / \mathfrak{m}$ the residue field. For any $a \in A$, denote by $\bar{a}$ the image of $a$ through the canonical projection $A \rightarrow A / \mathfrak{m}$. We already know that any free $A$-module is projective (example 2.1.11). Conversely, assume that $P$ is a finitely generated projective module and consider $P / \mathfrak{m} P$ as a $k$-module in the obvious way. For any $x \in P$, denote by $\bar{x}$ the image of $x$ through the canonical projection $P \rightarrow P / \mathfrak{m} P$. Let $\left(w_{1}, \ldots, w_{n}\right)$ be a set of generators of $P$ over $A$. Then $\left(\overline{w_{1}}, \ldots, \overline{w_{n}}\right)$ generates $P / \mathfrak{m} P$ over $A$ and so also over $A / \mathfrak{m}=k$. By the well-known properties of vector spaces, there exists a subset $I \subseteq\{1, \ldots, n\}$ such that $\left(\overline{w_{i}}\right)_{i \in I}$ is a $k$-basis of $P / \mathfrak{m} P$. Consider the free module $F:=\bigoplus_{i \in I} A$, with basis $\left(e_{i}\right)_{i \in I}$, and define an $A$-linear map $f: F \rightarrow P$ by $\varphi\left(e_{i}\right)=w_{i}$ for any $i \in I$ (extended by linearity). First of all, we prove that $f$ is surjective. Consider the $k$-module $F / \mathfrak{m} F$ and, for any $x \in F$, denote by $\bar{x}$ the image of $x$ through the canonical projection $F \rightarrow F / \mathfrak{m} F$. Since $\left(e_{i}\right)_{i \in I}$ generates $F$ over $A$, we have that $\left(\overline{e_{i}}\right)_{i \in I}$ generates $F / \mathfrak{m} F$ over $A$ and so also over $A / \mathfrak{m}=k$. Moreover, if $\sum_{i \in I} \lambda_{i} \overline{e_{i}}=0$, with $\lambda_{i} \in k$ for any $i \in I$, then for any $i \in I$ there exists $a_{i} \in I$ such that $\lambda_{i}=\overline{a_{i}}$ and so we have

$$
0=\sum_{i \in I} \lambda_{i} \overline{e_{i}}=\sum_{i \in I} \overline{a_{i}} \overline{e_{i}}=\overline{\sum_{i \in I} a_{i} e_{i}},
$$

which means that $\sum_{i \in I} a_{i} e_{i} \in \mathfrak{m} F$. Then there exist $b_{1}, \ldots, b_{m} \in \mathfrak{m}, x_{1}, \ldots, x_{m} \in F$ $(m \in \mathbb{N})$ such that $\sum_{i \in I} a_{i} e_{i}=\sum_{j=1}^{m} b_{j} x_{j}$. For any $j=1, \ldots, m$, we can write $x_{j}=\sum_{i \in I} c_{j i} e_{i}$, with $c_{j i} \in A$ for any $i \in I$. Then we have

$$
\sum_{i \in I} a_{i} e_{i}=\sum_{j=1}^{m} b_{j}\left(\sum_{i \in I} c_{j i} e_{i}\right)=\sum_{i \in I}\left(\sum_{j=1}^{m} b_{j} c_{j i}\right) e_{i} .
$$

Since $\left(e_{i}\right)_{i \in I}$ is a basis of $F$, we must have $a_{i}=\sum_{j=1}^{m} b_{j} c_{j i} \in \mathfrak{m}$ for any $i \in I$. Then $\lambda_{i}=\overline{a_{i}}=0$ for any $i \in I$. So $\left(\overline{e_{i}}\right)_{i \in I}$ is a $k$-basis of $F / \mathfrak{m} F$. By definition of $f$, the induced map $\bar{f}: F / \mathfrak{m} F \rightarrow P / \mathfrak{m} P, \bar{x} \mapsto \overline{f(x)}$ sends the $k$-basis $\left(\overline{e_{i}}\right)_{i \in I}$ to $\left(\overline{w_{i}}\right)_{i \in I}$, which is a $k$-basis of $P / \mathfrak{m} P$. Then $\bar{f}$ is an isomorphism of $k$-vector spaces. In particular, it is surjective, i.e. $\operatorname{Coker}(\bar{f})=(P / \mathfrak{m} P) / \operatorname{Im}(\bar{f})=0$. We have that

$$
\begin{aligned}
& \operatorname{Im}(\bar{f})=\{\bar{y} \in P / \mathfrak{m} P \mid \exists \bar{x} \in F / \mathfrak{m} F\bar{y}=\bar{f}(\bar{x})=\overline{f(x)}\} \\
&=\{\overline{f(x)} \mid x \in F\}=(\operatorname{Im}(f)+\mathfrak{m} F) / \mathfrak{m} F
\end{aligned}
$$

So

$$
\begin{aligned}
& 0=\operatorname{Coker}(\bar{f})=(P / \mathfrak{m} P) /((\operatorname{Im}(f)+\mathfrak{m} F) / \mathfrak{m} F) \cong \\
& \cong(P / \operatorname{Im}(f)) / \mathfrak{m}(P / \operatorname{Im}(f))=\operatorname{Coker}(f) / \mathfrak{m} \operatorname{Coker}(f)
\end{aligned}
$$

This means that $\mathfrak{m} \operatorname{Coker}(f)=\operatorname{Coker}(f)$. Moreover, we have that $\operatorname{Coker}(f)$ is finitely generated over $A\left(\left(w_{1}+\operatorname{Im}(f), \ldots, w_{n}+\operatorname{Im}(f)\right)\right.$ is a set of generators). By Nakayama's lemma, this implies that $\operatorname{Coker}(f)=0$, i.e. $f$ is surjective. Then the sequence

$$
0 \rightarrow \operatorname{Ker}(f) \rightarrow F \xrightarrow{f} P \rightarrow 0
$$

is exact. By lemma 2.1.14 $($ (i) $\Longrightarrow$ (iii)), this sequence splits, because $P$ is projective. So there is an isomorphism $\varphi: F \rightarrow P \oplus \operatorname{Ker}(f)$. Consider the projection $p_{2}$ : $P \oplus \operatorname{Ker}(f) \rightarrow \operatorname{Ker}(f)$, which is clearly $A$-linear and surjective. Then $p_{2} \circ \varphi$ : $F \rightarrow \operatorname{Ker}(f)$ is an $A$-linear and projective map. It follows that $\left(\left(p_{2} \circ \varphi\right)\left(e_{i}\right)\right)_{i \in I}$ generates $\operatorname{Ker}(f)$. In particular, $\operatorname{Ker}(f)$ is finitely generated. Moroever, since $F \cong$ $P \oplus \operatorname{Ker}(f)$, we have that $F / \mathfrak{m} F \cong(P \oplus \operatorname{Ker}(f)) / \mathfrak{m}(P \oplus \operatorname{Ker}(f))$. But $\mathfrak{m}(P \oplus$ $\operatorname{Ker}(f))=(\mathfrak{m} P) \oplus(\mathfrak{m} \operatorname{Ker}(f))$. Indeed, if $(x, y) \in \mathfrak{m}(P \oplus \operatorname{Ker}(f))$, then there exist $a_{1}, \ldots, a_{m} \in \mathfrak{m},\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right) \in P \oplus \operatorname{Ker}(f)(m \in \mathbb{N})$ such that $(x, y)=$ $\sum_{j=1}^{m} a_{j}\left(x_{j}, y_{j}\right)=\left(\sum_{j=1}^{m} a_{j} x_{j}, \sum_{j=1}^{m} a_{j} y_{j}\right) \in(\mathfrak{m} P) \oplus(\mathfrak{m} \operatorname{Ker}(f))$. Conversely, if $(x, y) \in(\mathfrak{m} P) \oplus(\mathfrak{m} \operatorname{Ker}(f))$, then there exist $a_{1}, \ldots, a_{m} \in \mathfrak{m}, x_{1}, \ldots, x_{m} \in P(m \in \mathbb{N})$ such that $x=\sum_{j=1}^{m} a_{j} x_{j}$ and $b_{1}, \ldots, b_{r} \in \mathfrak{m}, y_{1}, \ldots, y_{r} \in \operatorname{Ker}(f)(r \in \mathbb{N})$ such that $y=\sum_{j=1}^{r} b_{j} y_{j}$. Then

$$
\begin{aligned}
&(x, y)=(x, 0)+(y, 0)=\left(\sum_{j=1}^{m} a_{j} x_{j}, 0\right)+\left(0, \sum_{j=1}^{r} b_{j} y_{j}\right)= \\
&=\sum_{j=1}^{m} a_{j}\left(x_{j}, 0\right)+\sum_{j=1}^{r} b_{j}\left(0, y_{j}\right) \in \mathfrak{m}(P \oplus \operatorname{Ker}(f))
\end{aligned}
$$

So

$$
F / \mathfrak{m} F \cong(P \oplus \operatorname{Ker}(f)) /((\mathfrak{m} P) \oplus(\mathfrak{m} \operatorname{Ker}(f))) \cong(P / \mathfrak{m} P) \oplus(\operatorname{Ker}(f) / \mathfrak{m} \operatorname{Ker}(f))
$$

as $A$-modules and so also $k$-vector spaces. Then we have

$$
\begin{aligned}
& |I|=\operatorname{dim}_{k}(F / \mathfrak{m} F)=\operatorname{dim}_{k}(P / \mathfrak{m} P)+\operatorname{dim}_{k}(\operatorname{Ker}(f) / \mathfrak{m} \operatorname{Ker}(f))= \\
& \quad=|I|+\operatorname{dim}_{k}(\operatorname{Ker}(f) / \mathfrak{m} \operatorname{Ker}(f))
\end{aligned}
$$

(recall that $\left(\overline{w_{i}}\right)_{i \in I}$ is a $k$-basis of $P / \mathfrak{m} P$ and $\left(\overline{e_{i}}\right)_{i \in I}$ is a $k$-basis of $\left.F / \mathfrak{m} F\right)$. It follows that $\operatorname{dim}_{k}(\operatorname{Ker}(f) / \mathfrak{m} \operatorname{Ker}(f))=0$, i.e. $\operatorname{Ker}(f) / \mathfrak{m} \operatorname{Ker}(f)=0$. This means that $\mathfrak{m} \operatorname{Ker}(f)=\operatorname{Ker}(f)$. Since $\operatorname{Ker}(f)$ is finitely generated, by Nakayama's lemma this implies that $\operatorname{Ker}(f)=0$. So $f$ is injective. Hence $f$ is an isomorphism of $A$-modules and $P \cong F$ is free.

Lemma 2.1.24. Let $P$ be an $A$-module and $B$ an $A$-algebra. If $P$ is a projective $A$-module, then $P \otimes_{A} B$ is a projective $B$-module.

Proof. Since $P$ is projective, by lemma 2.1.14 (i) $\Longrightarrow$ (iv)) there exists an $A$-module $Q$ such that $P \oplus Q$ is free, i.e. we have an isomorphism of $A$-modules $P \oplus Q \cong \bigoplus_{i \in I} A$, for some index set $I$. By lemma 2.1.19, we have that

$$
\left(P \otimes_{A} B\right) \oplus\left(Q \otimes_{A} B\right) \cong(P \oplus Q) \otimes_{A} B \cong\left(\bigoplus_{i \in I} A\right) \otimes_{A} B \cong \bigoplus_{i \in I}\left(A \otimes_{A} B\right) \cong \bigoplus_{i \in I} B
$$

(the last isomorphism comes from the canonical isomorphism of $B$-modules $A \otimes_{A} B \rightarrow$ $B, a \otimes b \mapsto a b)$. Notice that lemma 2.1.19 gives only an isomorphism of $A$-modules. However, it is immediate to check that in this case (i.e. when we consider the tensor product with an $A$-algebra $B$ ) the isomorphism we defined is also $B$-linear. So $\left(P \otimes_{A} B\right) \oplus\left(Q \otimes_{A} B\right) \cong \bigoplus_{i \in I} B$ is a free $B$-module. By lemma 2.1.14 ((iv) $\left.\Longrightarrow(\mathrm{i})\right)$, we have that $P \otimes_{A} B$ is a projective $B$-module.

Recall the definition of finitely presented $A$-module.
Definition 2.1.25. Let $M$ be an $A$-module. We say that $M$ is finitely presented if there exists an exact sequence $A^{m} \rightarrow A^{n} \rightarrow M \rightarrow 0$, with $m, n \in \mathbb{N}$.

Remark 2.1.26. An $A$-module $M$ is finitely presented if and only if there exist $n \in \mathbb{N}$ and a surjective $A$-linear map $f: A^{n} \rightarrow M$ such that $\operatorname{Ker}(f)$ is finitely generated. Indeed, if $A^{m} \xrightarrow{\iota} A^{n} \xrightarrow{f} M \rightarrow 0$ is an exact sequence as in the definition, then $\operatorname{Ker}(f)=\operatorname{Im}(i)$ is generated by $\left(\iota\left(e_{1}\right), \ldots, \iota\left(e_{m}\right)\right)$, where $\left(e_{1}, \ldots, e_{m}\right)$ is a basis of $A^{m}$ (for example, the canonic one). Conversely, if $f: A^{n} \rightarrow M$ is surjective and $\operatorname{Ker}(f)$ is finitely generated, then choose a set of generators $\left(w_{1}, \ldots, w_{m}\right)$ of $\operatorname{Ker}(f)$ $(m \in \mathbb{N})$ and consider the $A$-linear map $\iota: A^{m} \rightarrow A^{n}$ with $\iota\left(e_{i}\right)=w_{i}$ for any $i=1, \ldots, m$ (extended by linearity). Then $\operatorname{Im}(\iota)=\operatorname{Ker}(f)$ and so the sequence $A^{m} \xrightarrow{\iota} A^{n} \xrightarrow{f} M \rightarrow 0$ is exact.

Lemma 2.1.27. Let $M, N$ be $A$-modules, with $M$ finitely presented, and let $S \subseteq A$ be a multiplicative subset. The map

$$
\varphi: S^{-1} \operatorname{Hom}_{A}(M, N) \rightarrow \operatorname{Hom}_{S^{-1} A}\left(S^{-1} M, S^{-1} N\right), \frac{f}{s} \mapsto \frac{1}{s} S^{-1} f .
$$

is an isomorphism of $S^{-1} A$-modules.
Proof. Since $M$ is finitely presented, there exists an exact sequence $A^{m} \xrightarrow{\alpha} A^{n} \xrightarrow{\beta}$ $M \rightarrow 0$, with $m, n \in \mathbb{N}$. Define $w_{i}:=\beta\left(e_{i}\right) \in M$ for any $i=1, \ldots, n$, where $\left(e_{1}, \ldots, e_{n}\right)$ is the canonical basis of $A^{n}$. Then $\left(w_{1}, \ldots, w_{n}\right)$ generates $M$, because $\beta$ is surjective. Moreover, define $x_{i}:=\alpha\left(e_{i}^{\prime}\right) \in A^{n}$ for any $i=1, \ldots, m$, where ( $e_{1}^{\prime}, \ldots, e_{m}^{\prime}$ ) is the canonical basis of $A^{m}$. Then $\left(x_{1}, \ldots, x_{n}\right)$ generates $\operatorname{Im}(\alpha)=\operatorname{Ker}(\beta)$.
First of all, we have to check that $\varphi$ is well defined. We know that for any $f \in$ $\operatorname{Hom}_{A}(M, N)$ the map $S^{-1} f: S^{-1} M \rightarrow S^{-1} N$ is $S^{-1}(A)$-linear. So for any $s \in S$ we have that $\frac{1}{s} S^{-1} f \in \operatorname{Hom}_{S^{-1} A}\left(S^{-1} M, S^{-1} N\right)$. Assume now that $\frac{f}{s}=\frac{f^{\prime}}{s^{\prime}}$, with $f, f^{\prime} \in \operatorname{Hom}_{A}(M, N), s, s^{\prime} \in S$. Then there exists $u \in S$ such that $u\left(s^{\prime} f-s f^{\prime}\right)=0$. Let $\frac{m}{t} \in S^{-1} M$, with $m \in M$ and $t \in S$. Then

$$
\left(\frac{1}{s} S^{-1} f\right)\left(\frac{m}{t}\right)=\frac{1}{s}\left(\left(S^{-1} f\right)\left(\frac{m}{t}\right)\right)=\frac{1}{s} \frac{f(m)}{t}=\frac{f(m)}{s t}
$$

and analogously $\left(\frac{1}{s^{\prime}} S^{-1} f^{\prime}\right)\left(\frac{m}{t}\right)=\frac{f^{\prime}(m)}{s^{\prime} t}$. We have that

$$
u\left(\left(s^{\prime} t\right) f(m)-(s t) f^{\prime}(m)\right)=t u\left(s^{\prime} f(m)-s f(m)\right)=t\left(u\left(s^{\prime} f-s f^{\prime}\right)\right)(m)=0
$$

So $\frac{f(m)}{s t}=\frac{f^{\prime}(m)}{s^{\prime} t}$ and then $\frac{1}{s} S^{-1} f=\frac{1}{s^{\prime}} S^{-1} f^{\prime}$. This proves that $\varphi$ is well defined. We prove now that it is $S^{-1} A$-linear. Notice that

$$
S^{-1}: \operatorname{Hom}_{A}(M, N) \rightarrow \operatorname{Hom}_{S^{-1} A}\left(S^{-1} M, S^{-1} N\right)
$$

is $A$-linear. Let $\lambda_{1}=\frac{a_{1}}{s_{1}}, \lambda_{2}=\frac{a_{2}}{s_{2}} \in S^{-1} A, \frac{f_{1}}{t_{1}}, \frac{f_{2}}{t_{2}} \in S^{-1} \operatorname{Hom}_{A}(M, N)$ (with $a_{1}, a_{2} \in$ $A, s_{1}, s_{2}, t_{1}, t_{2} \in S$ and $\left.f_{1}, f_{2} \in \operatorname{Hom}_{A}(M, N)\right)$. We have that

$$
\begin{aligned}
& \varphi\left(\lambda_{1} \frac{f_{1}}{t_{1}}+\lambda_{2} \frac{f_{2}}{t_{2}}\right)=\varphi\left(\frac{s_{2} t_{2} a_{1} f_{1}+s_{1} t_{1} a_{2} f_{2}}{s_{1} s_{2} t_{1} t_{2}}\right)= \\
& =\frac{1}{s_{1} s_{2} t_{1} t_{2}} S^{-1}\left(s_{2} t_{2} a_{1} f_{1}+s_{1} t_{1} a_{2} f_{2}\right)=\frac{1}{s_{1} s_{2} t_{1} t_{2}}\left(s_{2} t_{2} a_{1} S^{-1} f_{1}+s_{1} t_{1} a_{2} S^{-1} f_{2}\right)= \\
& =\frac{a_{1}}{s_{1}} \frac{1}{t_{1}} S^{-1} f_{1}+\frac{a_{2}}{s_{2}} \frac{1}{t_{2}} S^{-1} f_{2}=\lambda_{1} \varphi\left(f_{1}\right)+\lambda_{2} \varphi\left(f_{2}\right) .
\end{aligned}
$$

So $\varphi$ is $S^{-1} A$-linear. Let $\frac{f}{s} \in \operatorname{Ker}(\varphi)$, i.e. $\varphi\left(\frac{f}{s}\right)=0$. For any $i=1, \ldots, n$, we have that

$$
0=\varphi\left(\frac{f}{s}\right)\left(\frac{w_{i}}{1}\right)=\left(\frac{1}{s} S^{-1} f\right)\left(\frac{w_{i}}{1}\right)=\frac{f\left(w_{i}\right)}{s}
$$

(see the computation above). Then there exists $u_{i} \in S$ such that $u_{i} f\left(w_{i}\right)=u_{i}(1$. $f(m)-0 \cdot s)=0$. Let $u:=u_{1} \cdots u_{n} \in S$. Then for any $i \in I$ we have that
$u f\left(w_{i}\right)=\left(\prod_{j \neq i} u_{j}\right) u_{i} f\left(w_{i}\right)=0$. Then $u f=0$, because $\left(w_{1}, \ldots, w_{n}\right)$ generates $m$. We have that $\frac{f}{s}=\frac{u f}{u s}=\frac{0}{u s}=0$. This proves that $\varphi$ is injective.
Let now $g \in \operatorname{Hom}_{S^{-1} A}\left(S^{-1} M, S^{-1} N\right)$. For any $i=1, \ldots, n$ we have that $g\left(\frac{w_{i}}{1}\right) \in$ $S^{-1} N$ and so there exist $n_{i} \in N$ and $s_{i} \in S$ such that $g\left(\frac{w_{i}}{1}\right)=\frac{n_{i}}{s_{i}}$. Define $s:=$ $\prod_{i=1}^{n} s_{i} \in S$. Then for any $i=1, \ldots, n$ we have that $g\left(\frac{w_{i}}{1}\right)=\frac{n_{i}}{s_{i}}=\frac{\left(\Pi_{j \neq i} s_{j}\right) n_{i}}{\left(\Pi_{j \neq i} s s_{j}\right) s_{i}}=\frac{\widetilde{n_{i}}}{s}$, where we defined $\widetilde{n_{i}}:=\left(\prod_{j \neq i} s_{j}\right) n_{i} \in N$. Consider the $A$-linear map $f: A^{n} \rightarrow N$ obtained extending by linearity $f\left(e_{i}\right)=\widetilde{n_{i}}$ for any $i=1, \ldots, n$. Let $j \in\{1, \ldots, m\}$. Since $x_{j} \in A^{n}$, there exist $a_{j 1}, \ldots, a_{j_{n}} \in A$ such that $x_{j}=\sum_{i=1}^{n} a_{j i} e_{i}$. We have that

$$
0=\beta\left(x_{j}\right)=\beta\left(\sum_{i=1}^{n} a_{j i} e_{i}\right)=\sum_{i=1}^{n} a_{j i} \beta\left(e_{i}\right)=\sum_{i=1}^{n} a_{j i} w_{i} .
$$

Then

$$
0=g(0)=g\left(\frac{\sum_{i=1}^{n} a_{j i} w_{i}}{1}\right)=\sum_{i=1}^{n} a_{j i} g\left(\frac{w_{i}}{1}\right)=\sum_{i=1}^{n} a_{j i} \frac{\widetilde{n_{i}}}{s}=\frac{\sum_{i=1}^{n} a_{j i} \widetilde{n_{i}}}{s} .
$$

This means that there exists $u_{j} \in S$ such that $u_{j}\left(\sum_{i=1}^{n} a_{j i} \widetilde{n_{i}}\right)=0$. Consider $u:=$ $\prod_{j=1}^{m} u_{j}$. Then, for any $j=1, \ldots, m$ we have that

$$
\begin{aligned}
u f\left(x_{j}\right)=u f\left(\sum_{i=1}^{n} a_{j i} e_{i}\right)= & u\left(\sum_{i=1}^{n} a_{j i} f\left(e_{i}\right)\right)= \\
& =u\left(\sum_{i=1}^{n} a_{j i} \widetilde{n_{i}}\right)=\left(\prod_{j^{\prime} \neq j} u_{j^{\prime}}\right) u_{j}\left(\sum_{i=1}^{n} a_{j i} \widetilde{n_{i}}\right)=0 .
\end{aligned}
$$

Define $f^{\prime}:=u f \in \operatorname{Hom}_{A}\left(A^{n}, N\right)$. By what we have just proved, $f^{\prime}\left(x_{j}\right)=0$ for any $j=1, \ldots, m$. Since $\left(x_{1}, \ldots, x_{m}\right)$ generates $\operatorname{Ker}(\beta)$, we have that $f^{\prime}(x)=0$ for any $x \in \operatorname{Ker}(\beta)$, i.e. $\operatorname{Ker}(\beta) \subseteq \operatorname{Ker}\left(f^{\prime}\right)$. Then we can factor $f^{\prime}$ through an $A$-linear map $\overline{f^{\prime}}: A^{n} / \operatorname{Ker}(\beta) \rightarrow N$ such that $f=\overline{f^{\prime}} \circ p$, where $p: A^{n} \rightarrow A^{n} / \operatorname{Ker}(\beta)$ is the canonical projection on the quotient. In particular, $\overline{f^{\prime}}\left(e_{i}+\operatorname{Ker}(\beta)\right)=f^{\prime}\left(e_{i}\right)=$ $u f\left(e_{i}\right)=u \widetilde{n}$ for any $i=1, \ldots, n$. Since $\beta$ is surjective, by the isomorphism theorem we have an isomorphism $\bar{\beta}: A^{n} / \operatorname{Ker}(\beta) \rightarrow M$, with $\bar{\beta}(x+\operatorname{Ker}(\beta))=\beta(x)$ for any $x \in A^{n}$. In particular, $\bar{\beta}\left(e_{i}+\operatorname{Ker}(\beta)\right)=\beta\left(e_{i}\right)=w_{i}$ for any $i=1, \ldots, n$. We define $h:=\overline{f^{\prime}} \circ \bar{\beta}^{-1} \in \operatorname{Hom}_{A}(M, N)$. For any $i=1, \ldots, n$, we have that

$$
h\left(w_{i}\right)=\overline{f^{\prime}}\left(\bar{\beta}^{-1}\left(w_{i}\right)\right)=\overline{f^{\prime}}\left(e_{i}+\operatorname{Ker}(\beta)\right)=u \widetilde{n_{i}} .
$$

Consider $\frac{h}{u s} \in S^{-1} \operatorname{Hom}_{A}(M, N)$. For any $i=1, \ldots, n$ we have

$$
\varphi\left(\frac{h}{u s}\right)\left(\frac{w_{i}}{1}\right)=\left(\frac{1}{u s} S^{-1} h\right)\left(\frac{w_{i}}{1}\right)=\frac{h\left(w_{i}\right)}{u s}=\frac{u \widetilde{n}_{i}}{u s}=\frac{\widetilde{n_{i}}}{s}=g\left(\frac{w_{i}}{1}\right) .
$$

Since $\left(w_{1}, \ldots, w_{n}\right)$ generates $M$ over $A,\left(\frac{w_{1}}{1}, \ldots, \frac{w_{n}}{1}\right)$ generates $S^{-1} M$ over $S^{-1} A$. Then we must have $\varphi\left(\frac{h}{u s}\right)=g$. This proves that $\varphi$ is surjective.

Lemma 2.1.28. (1) Let $M$ be an A-module. We have that $M=0$ if and only if $M_{\mathfrak{p}}=0$ for every prime ideal $\mathfrak{p}$ of $A$.
(2) Let $M, N$ be $A$-modules and $f: M \rightarrow N$ an A-linear map. Then $f$ is surjective (respectively, injective or bijective) if and only if $f_{\mathfrak{p}}$ is surjective (respectively, injective or bijective) for every prime ideal $\mathfrak{p}$ of $A$.

Proof. (1) It is clear that if $M=0$ then $M_{\mathfrak{p}}=0$ for any prime ideal $\mathfrak{p}$. Conversely, assume that $M_{\mathfrak{p}}=0$ for any prime ideal $\mathfrak{p}$. Assume by contradiction that $M \neq 0$ and let $m \in M \backslash\{0\}$. Then the annihilator $\operatorname{Ann}_{A}(m)$ is a proper ideal of $A$, because $1 \notin \operatorname{Ann}_{A}(m)$. So there exists a maximal ideal $\mathfrak{m}$ such that $\operatorname{Ann}_{A}(m) \subseteq \mathfrak{m}$. In particular, $\mathfrak{m}$ is prime, so we have that $M_{\mathfrak{m}}=0$ by assumption. So $\frac{m}{1}=0$ in $M_{\mathfrak{m}}$. This means that there exists $s \in A \backslash \mathfrak{p}$ such that $s m=0$. Then $s \in \operatorname{Ann}_{A}(M) \subseteq \mathfrak{m}$, which is a contradtion. So we must have $M=0$.
(2) Let $\mathfrak{p}$ be a prime ideal of $A$. We have that $\operatorname{Coker}(f)_{\mathfrak{p}}=(N / \operatorname{Im}(f))_{\mathfrak{p}} \cong$ $N_{\mathfrak{p}} / \operatorname{Im}(f)_{\mathfrak{p}}$, because the localization commutes with quotients. We have that $\operatorname{Im}(f)_{\mathfrak{p}}$ and $\operatorname{Im}\left(f_{\mathfrak{p}}\right)$ are submodules of $N_{\mathfrak{p}}$ and

$$
\begin{aligned}
\operatorname{Im}(f)_{\mathfrak{p}}=\left\{\left.\frac{y}{s} \right\rvert\, y \in \operatorname{Im}(f), s \in A \backslash \mathfrak{p}\right\}= & \left\{\left.\frac{f(x)}{s} \right\rvert\, x \in M, s \in A \backslash \mathfrak{p}\right\}= \\
& =\left\{\left.f_{\mathfrak{p}}\left(\frac{x}{s}\right) \right\rvert\, \frac{x}{s} \in M_{\mathfrak{p}}\right\}=\operatorname{Im}\left(f_{\mathfrak{p}}\right) .
\end{aligned}
$$

So $\operatorname{Coker}(f)_{\mathfrak{p}} \cong N_{\mathfrak{p}} / \operatorname{Im}(f)_{\mathfrak{p}}=N_{\mathfrak{p}} / \operatorname{Im}\left(f_{\mathfrak{p}}\right)=\operatorname{Coker}\left(f_{\mathfrak{p}}\right)$.
On the other hand, consider $\operatorname{Ker}(f) \subseteq M$. For any $x \in \operatorname{Ker}(f)$ and $s \in$ $A \backslash \mathfrak{p}$, we have that $f_{\mathfrak{p}}\left(\frac{x}{s}\right)=\frac{f(x)}{s}=0$. So $\frac{x}{s} \in \operatorname{Ker}\left(f_{\mathfrak{p}}\right)$. This shows that $\operatorname{Ker}(f)_{\mathfrak{p}} \subseteq \operatorname{Ker}\left(f_{\mathfrak{p}}\right)$. Conversely, if $\frac{x}{s} \in \operatorname{Ker}\left(f_{\mathfrak{p}}\right)$, with $x \in M$ and $s \in A \backslash \mathfrak{p}$, then $0=f_{\mathfrak{p}}\left(\frac{x}{s}\right)=\frac{f(x)}{s}$. Then there exists $u \in A \backslash \mathfrak{p}$ such that $u f(x)=0$. Since $f$ is $A$-linear, we have that $f(u x)=u f(x)=0$. So $u x \in \operatorname{Ker}(f)$. Then $\frac{x}{s}=\frac{u x}{u s} \in \operatorname{Ker}(f)_{\mathfrak{p}}$. So $\operatorname{Ker}(f)_{\mathfrak{p}}=\operatorname{Ker}\left(f_{\mathfrak{p}}\right)$.
Now we have that $f$ is surjective if and only if $\operatorname{Coker}(f)=0$ and by point (1) we have that this is true if and only if $\operatorname{Coker}\left(f_{\mathfrak{p}}\right) \cong \operatorname{Coker}(f)_{\mathfrak{p}}=0$ for every prime ideal $\mathfrak{p}$ of $A$, so if and only if $f_{\mathfrak{p}}$ is surjective for every prime ideal $\mathfrak{p}$ of $A$. Analogously, $f$ is injective if and only if $\operatorname{Ker}(f)=0$ and by point (1) we have that this is true if and only if $\operatorname{Ker}\left(f_{\mathfrak{p}}\right)=\operatorname{Ker}(f)_{\mathfrak{p}}=0$ for every prime ideal $\mathfrak{p}$ of $A$, so if and only if $f_{\mathfrak{p}}$ is injective for every prime ideal $\mathfrak{p}$ of $A$. Then we have also that $f$ is bijective if and only if $f_{\mathfrak{p}}$ is bijective for every prime ideal $\mathfrak{p}$ of $A$.

For any $f \in A$, we define $S_{f}:=\left\{f^{n} \mid n \geq 0\right\}, A_{f}:=S_{f}^{-1} A$ and $M_{f}:=S_{f}^{-1} M \cong$ $M \otimes_{A} A_{f}$ for any $A$-module $M$ (then $M_{f}$ is an $A_{f}$-module).

Lemma 2.1.29. Let $\left(f_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $A=\sum_{i \in I} f_{i} A$.
(1) For every $A$-module $M$, we have that $M=0$ if and only if $M_{f_{i}}=0$ for every $i \in I$.
(2) Let $M, N$ be A-modules and $g: M \rightarrow N$ an $A$-linear map. Then $g$ is surjective (respectively, injective or bijective) if and only if $g_{f_{i}}: M_{f_{i}} \rightarrow N_{f_{i}}$ is surjective (respectively, injective or bijective) for every $i \in I$.
(3) Let $M$ be an $A$-module. If $M_{f_{i}}$ is a finitely generated $A_{f_{i}}$-module for every $i \in I$, then $M$ is finitely generated.

Proof. (1) It is clear that if $M=0$ then $M_{f_{i}}=0$ for any $i \in I$. Conversely, assume that $M_{f_{i}}=0$ for any $i \in I$. Let $\mathfrak{p}$ be a prime ideal of $A$. In particular, $\mathfrak{p} \neq A$ and so there exists $i \in I$ such that $f_{i} \notin \mathfrak{p}$ (otherwise we would have $A=\sum_{i \in I} f_{i} A \subseteq \mathfrak{p}$. Since $\mathfrak{p}$ is prime, it follows that $f_{i}^{n} \notin \mathfrak{p}$ for any $n \in \mathbb{N}$, i.e. $S_{f_{i}} \subseteq A \backslash \mathfrak{p}$. Then we have that $M_{\mathfrak{p}} \cong\left(M_{f_{i}}\right)_{\mathfrak{p}_{f_{i}}}=0_{\mathfrak{p}_{f_{i}}}=0$. Since this holds for every prime ideal $\mathfrak{p}$ of $A$, by lemma 2.1.28(1) it follows that $M=0$.
(2) The proof is analogous to that of lemma 2.1.28(2).
(3) Since $\sum_{i \in I} f_{i} A=A$, we have that $1 \in \sum_{i \in I} f_{i} A$, i.e. there exist $n \in \mathbb{N}$, $i_{1}, \ldots, i_{n} \in I, a_{1}, \ldots, a_{n} \in A$ such that $1=\sum_{k=1}^{n} a_{k} f_{i_{k}}$. Then for any $x \in A$ we have that $x=x \cdot 1=x\left(\sum_{k=1}^{n} a_{k} f_{i_{k}}\right)=\sum_{k=1}^{n}\left(x a_{k}\right) f_{i_{k}}$. So $A=\sum_{k=1}^{n} f_{i_{k}} A$. Let $k \in\{1, \ldots, n\}$ and let $\left(x_{k 1}, \ldots, x_{k r_{k}}\right)$ be a set of generators of $M_{f_{i_{k}}}$ over $A_{f_{i_{k}}}$. By definition of localization, for any $h=1, \ldots, r_{k}$ there exist $m_{k h} \in M$, $n_{k h} \in \mathbb{N}$ such that $x_{k h}=\frac{m_{k h}}{f_{i_{k}}^{k h}}$. For any $x \in M_{f_{i_{k}}}$, there exist $\lambda_{1}, \ldots, \lambda_{r_{k}} \in M_{f_{i_{k}}}$ such that

$$
x=\sum_{h=1}^{r_{k}} \lambda_{h} x_{k h}=\sum_{h=1}^{r_{k}} \lambda_{h} \frac{m_{k h}}{f_{i_{k}}^{n_{k h}}}=\sum_{h=1}^{r_{k}}\left(\lambda_{h} \frac{1}{f_{i_{k}}^{n_{k h}}}\right) \frac{y_{m h}}{1}
$$

This proves that $\left(\frac{m_{k 1}}{1}, \ldots, \frac{m_{k r_{k}}}{1}\right)$ is a set of generators of $M_{f_{i_{k}}}$ over $A_{f_{i_{k}}}$. We claim that $\left(m_{k h}\right)_{k=1, \ldots, n, h=1, \ldots, r_{k}}$ generates $M$. Let $N \subseteq M$ be the submodule generated by $\left(m_{k h}\right)_{k=1, \ldots, n, h=1, \ldots, r_{k}}$ and consider the quotient $M / N$. Let $k \in$ $\{1, \ldots, n\}$. We have that $(M / N)_{f_{i_{k}}} \cong M_{f_{i_{k}}} / N_{f_{i_{k}}}$, because the localization commutes with quotients. On the other hand, we have that $N_{f_{i_{k}}}$ contains $\frac{m_{k h}}{1}$ for any $h=1, \ldots, r_{k}$. Since $\left(\frac{m_{k 1}}{1}, \ldots, \frac{m_{k r_{k}}}{1}\right)$ generates $M_{f_{i_{k}}}$ over $A_{f_{i_{k}}}$, we have that $N_{f_{i_{k}}}=M_{f_{i_{k}}}$. So $M_{f_{i_{k}}} / N_{f_{i_{k}}}=0$. Then $(M / N)_{f_{i_{k}}}=0$ and this holds for any $k=1, \ldots, n$. Applying point (1) to the collection $\left(f_{i_{k}}\right)_{k=1, \ldots, n}$, we get that $M / N=0$, i.e. $M=N$. This proves that $M$ is generated by $\left(m_{k h}\right)_{k=1, \ldots, n, h=1, \ldots, r_{k}}$. Since this is a finite set, $M$ is finitely generated.

We are now ready to give our local characterization.
Proposition 2.1.30. Let $P$ be an $A$-module. The following are equivalent:
(i) $P$ is a finitely generated projective $A$-module;
(ii) $P$ is finitely presented and for any prime ideal $\mathfrak{p}$ of $A$ we have that $P_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module;
(iii) $P$ is finitely presented and for any maximal ideal $\mathfrak{m}$ of $A$ we have that $P_{\mathfrak{m}}$ is a free $A_{\mathfrak{m}}$-module;
(iv) there is a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and for each $i \in I$ the $A_{f_{i}}$-module $P_{f_{i}}$ is free of finite rank.

Proof. (i) $\Longrightarrow$ (ii) Since $P$ is finitely generated and projective, by corollary 2.1.15 there exist an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $A^{n} \cong P \oplus Q$. Let $\varphi: A^{n} \rightarrow$ $P \oplus Q$ be an isomorphism. Denote by $p_{1}: P \oplus Q \rightarrow P$ and $p_{2}: P \oplus Q \rightarrow Q$ the canonical projections, which are $A$-linear and surjective. We have that $p_{1} \circ \varphi: A^{n} \rightarrow P$ is surjective, because $\varphi$ is an isomorphism and $p_{1}$ is surjective. Moreover, $\operatorname{Ker}\left(p_{1} \circ \varphi\right)=\varphi^{-1}\left(\operatorname{Ker}\left(p_{1}\right)\right)=\varphi^{-1}\left(\operatorname{Im}\left(\iota_{2}\right)\right)$, where we defined $\iota_{2}:$ $Q \rightarrow P \oplus Q, x \mapsto(0, x)$. We have that $p_{2} \circ \varphi$ is surjective, because $\varphi$ is an isomorphism and $p_{2}$ is surjective. Then $Q$ is generated by $\left(\left(p_{2} \circ \varphi\right)\left(e_{1}\right), \ldots,\left(p_{2} \circ\right.\right.$ $\left.\varphi)\left(e_{n}\right)\right)$ and $\operatorname{Im}\left(\iota_{2}\right)$ is generated by $\left(\left(\iota_{2} \circ p_{2} \circ \varphi\right)\left(e_{1}\right), \ldots,\left(\iota_{2} \circ p_{2} \circ \varphi\right)\left(e_{n}\right)\right)$, where $\left(e_{1}, \ldots, e_{n}\right)$ is the canonical basis of $A^{n} . \operatorname{So} \operatorname{Im}\left(\iota_{2}\right)$ is finitely generated. Since $\varphi$ is an isomorphism, we have also that $\operatorname{Ker}\left(p_{1} \circ \varphi\right)=\varphi^{-1}\left(\operatorname{Im}\left(\iota_{2}\right)\right)$ is finitely generated. This proves that $P$ is finitely presented (see remark 2.1.26).
Let $\mathfrak{p}$ be a prime ideal of $A$. Since localization at $\mathfrak{p}$ corresponds to tensor product with $A_{\mathfrak{p}}$, by lemma 2.1 .24 we have that $P_{\mathfrak{p}}$ is projective over $A_{\mathfrak{p}}$. Moreover, if $\left(w_{1}, \ldots, w_{m}\right)$ generates $P$ over $A$, then we have that $\left(\frac{w_{1}}{1}, \ldots, \frac{w_{m}}{1}\right)$ generates $P_{\mathfrak{p}}$ over $A_{\mathfrak{p}}$. So $P_{\mathfrak{p}}$ is finitely generated over $A_{\mathfrak{p}}$. Then, by lemma 2.1.23, we have that $P_{\mathfrak{p}}$ is free over $A_{\mathfrak{p}}$ (because $A_{\mathfrak{p}}$ is a local ring).
(ii) $\Longrightarrow$ (iii) This is obvious, because every maximal ideal is prime.
(iii) $\Longrightarrow$ (iv) Let $\mathfrak{m}$ be a maximal ideal of $A$. By assumption, $P_{\mathfrak{m}}$ is free over $A_{\mathfrak{m}}$. Moreover, since $P$ is finitely presented, it is in particular finitely generated over $A$ and so $P_{\mathfrak{m}}$ is finitely generated over $A_{\mathfrak{m}}$ (if $\left(w_{1}, \ldots, w_{n}\right)$ generates $P$ over $A$, then $\left(\frac{w_{1}}{1}, \ldots, \frac{w_{n}}{1}\right)$ generates $P_{\mathfrak{m}}$ over $\left.A_{\mathfrak{m}}\right)$. This means that the rank of $P_{\mathfrak{m}}$ over $A_{\mathfrak{m}}$ is finite (see remark 2.1.2(1)). So there exists an isomorphism of $A_{\mathfrak{m}^{-}}$ modules $g: A_{\mathfrak{m}}^{n_{\mathfrak{m}}} \rightarrow P_{\mathfrak{m}}$, where $n_{\mathfrak{m}}=\operatorname{rank}_{A_{\mathfrak{m}}}\left(P_{\mathfrak{m}}\right)$. Let $h:=g^{-1}: P_{\mathfrak{m}} \rightarrow A_{\mathfrak{m}}^{n_{\mathfrak{m}}}$. Notice that $A_{\mathfrak{m}}^{n_{\mathfrak{m}}} \cong\left(A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}$ as $A_{\mathfrak{m}}$-modules, because the localization commutes with direct sums. Let $\varphi: A_{\mathfrak{m}}^{n_{\mathfrak{m}}} \rightarrow\left(A^{\mathfrak{n}}\right)_{\mathfrak{m}}$ be an isomorphism of $A_{\mathfrak{m}}$-modules. Then $g \circ \varphi^{-1} \in \operatorname{Hom}_{A_{\mathfrak{m}}}\left(\left(A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}, P_{\mathfrak{m}}\right)$ and $\varphi \circ h \in \operatorname{Hom}_{A_{\mathfrak{m}}}\left(P_{\mathfrak{m}},\left(A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}\right)$. By lemma 2.1.27, there exist $g^{\prime} \in \operatorname{Hom}_{A}\left(A^{n_{\mathfrak{m}}}, P\right), h^{\prime} \in \operatorname{Hom}_{A}\left(P, A^{n_{\mathfrak{m}}}\right), s, t \in A \backslash \mathfrak{m}$ such that $g \circ \varphi^{-1}=\frac{1}{s}\left(g^{\prime}\right)_{\mathfrak{m}}$ and $\varphi \circ h=\frac{1}{t}\left(h^{\prime}\right)_{\mathfrak{m}}$ (here we use the assumption that $P$ is finitely presented; on the other hand it is clear that $A^{n_{\mathfrak{m}}}$ is finitely presented, because we have the exact sequence $0 \rightarrow A^{n_{\mathfrak{m}}} \xrightarrow{\operatorname{id}_{A^{n_{\mathfrak{m}}}}} A^{n_{\mathfrak{m}}} \rightarrow 0$ ). We have that
$\frac{1}{s t}\left(g^{\prime} \circ h^{\prime}\right)_{\mathfrak{m}}=\left(\frac{1}{s}\left(g^{\prime}\right)_{\mathfrak{m}}\right) \circ\left(\frac{1}{t}\left(h^{\prime}\right)_{\mathfrak{m}}\right)=g \circ \varphi^{-1} \circ \varphi \circ h=g \circ g^{-1}=\operatorname{id}_{P_{\mathfrak{m}}}=\left(\mathrm{id}_{P}\right)_{\mathfrak{m}}$.
By injectivity in lemma 2.1.27, this implies that $\frac{g^{\prime} \circ h^{\prime}}{s t}=\operatorname{id}_{P}$ in $\operatorname{Hom}_{A}(P, P)_{\mathfrak{m}}$ (we use again the fact that $P$ is finitely presented). This means that there exists $u \in A \backslash \mathfrak{m}$ such that $u\left(g^{\prime} \circ h^{\prime}-s t \operatorname{id}_{P}\right)=0$. On the other hand, we have
that

$$
\begin{aligned}
\frac{1}{s t}\left(h^{\prime} \circ g^{\prime}\right)_{\mathfrak{m}} & =\left(\frac{1}{t}\left(h^{\prime}\right)_{\mathfrak{m}}\right) \circ\left(\frac{1}{s}\left(g^{\prime}\right)_{\mathfrak{m}}\right)= \\
& =\varphi \circ h \circ g \circ \varphi^{-1}=\varphi \circ g^{-1} \circ g \circ \varphi^{-1}=\operatorname{id}_{\left(A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}}=\left(\operatorname{id}_{\left.A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}}\right.
\end{aligned}
$$

By injectivity in lemma 2.1.27, this implies $\frac{h^{\prime} \circ g^{\prime}}{s t}=\operatorname{id}_{A^{n_{\mathfrak{m}}}}$ in $\operatorname{Hom}_{A}\left(A^{n_{\mathfrak{m}}}, A^{n_{\mathfrak{m}}}\right)_{\mathfrak{m}}$ (we use again the fact that $A^{n_{\mathrm{m}}}$ is finitely presented). This means that there exists $v \in A \backslash \mathfrak{m}$ such that $v\left(h^{\prime} \circ g^{\prime}-s t \operatorname{id}_{A^{n \mathfrak{m}}}\right)=0$. Define $f_{\mathfrak{m}}:=s t u v$ (everything we defined up to now depended on $\mathfrak{m}$, but we did not make explicit this dependence in the notation in order to avoid confusion). Since $A \backslash \mathfrak{m}$ is a multiplicative subset of $A$, we have that $f_{\mathfrak{m}} \in A \backslash \mathfrak{m}$. Define $g^{\prime \prime}:=\frac{t u v g^{\prime}}{f_{\mathfrak{m}}} \in \operatorname{Hom}_{A}\left(A^{n_{\mathfrak{m}}}, P\right)_{f_{\mathfrak{m}}}$ and $h^{\prime \prime}:=\frac{s u v h^{\prime}}{f_{\mathfrak{m}}} \in \operatorname{Hom}_{A}\left(A^{n_{\mathfrak{m}}}, P\right)_{f_{\mathfrak{m}}}$. We can associate to $g^{\prime \prime}$ and $h^{\prime \prime}$ the two maps $\widetilde{g}=\frac{1}{f_{\mathfrak{m}}}\left(\text { tuvg }^{\prime}\right)_{f_{\mathfrak{m}}} \in \operatorname{Hom}_{A_{f_{\mathfrak{m}}}}\left(\left(A^{n_{\mathfrak{m}}}\right)_{f_{\mathfrak{m}}}, P_{f_{\mathfrak{m}}}\right)$ and $\widetilde{h}=\frac{1}{f_{\mathfrak{m}}}\left(s u v h^{\prime}\right)_{f} \in$ $\operatorname{Hom}_{A_{f \mathfrak{m}}}\left(P_{f_{\mathfrak{m}}},\left(A^{n_{\mathfrak{m}}}\right)_{f_{\mathfrak{m}}}\right)$, as in lemma 2.1.27. We have that

$$
\begin{aligned}
& \widetilde{g} \circ \widetilde{h}=\left(\frac{1}{f_{\mathfrak{m}}}\right.\left.\left(t u v g^{\prime}\right)_{f_{\mathfrak{m}}}\right) \circ\left(\frac{1}{f_{\mathfrak{m}}}\left(s u v h^{\prime}\right)_{f_{\mathfrak{m}}}\right)=\frac{t u v s v}{f_{\mathfrak{m}}^{2}}\left(u g^{\prime} \circ h^{\prime}\right)_{f_{\mathfrak{m}}}= \\
&=\frac{t u v s v}{f_{\mathfrak{m}}^{2}}\left(\text { ust }^{\operatorname{idd}}\right)_{f_{\mathfrak{m}}}=\frac{s^{2} t^{2} u^{2} v^{2}}{f_{\mathfrak{m}}^{2}}\left(\operatorname{id}_{P}\right)_{f_{\mathfrak{m}}}=\frac{f_{\mathfrak{m}}^{2}}{f_{\mathfrak{m}}^{2}} \operatorname{id}_{P_{f_{\mathfrak{m}}}}=\operatorname{id}_{P_{f_{\mathfrak{m}}}}
\end{aligned}
$$

Conversely,

$$
\begin{aligned}
\widetilde{h} \circ \widetilde{g}=\left(\frac{1}{f_{\mathfrak{m}}}\left(s u v h^{\prime}\right)_{f_{\mathfrak{m}}}\right) \circ\left(\frac{1}{f_{\mathfrak{m}}}\left(t u v g^{\prime}\right)_{f_{\mathfrak{m}}}\right)=\frac{s u v t u}{f_{\mathfrak{m}}^{2}}\left(v h^{\prime} \circ g^{\prime}\right)_{f_{\mathfrak{m}}}= \\
=\frac{s u v t u}{f_{\mathfrak{m}}^{2}}\left(v s t \mathrm{id}_{A^{n \mathfrak{m}}}\right)_{f_{\mathfrak{m}}}=\frac{s^{2} t^{2} u^{2} v^{2}}{f_{\mathfrak{m}}^{2}}\left(\operatorname{id}_{A^{n_{\mathfrak{m}}}}\right)_{f_{\mathfrak{m}}}=\operatorname{id}_{\left(A^{n_{\mathfrak{m}}}\right)_{f_{\mathfrak{m}}}} .
\end{aligned}
$$

So $\widetilde{g}$ and $\widetilde{h}$ are inverse to each other. In particular, they are isomorphisms of $A_{f_{\mathfrak{m}}}$-modules. Then $P_{f_{\mathfrak{m}}} \cong\left(A^{n_{\mathfrak{m}}}\right)_{f_{\mathfrak{m}}}$ as $A_{f_{\mathfrak{m}}}$-modules. On the other hand, we have that $\left(A^{n_{\mathfrak{m}}}\right)_{f_{\mathfrak{m}}} \cong A_{f_{\mathfrak{m}}}^{n_{\mathfrak{m}}}$ as $A_{f_{\mathfrak{m}}}$-modules, because the localization commutes with direct sums. So $P_{f_{\mathfrak{m}}} \cong A_{f_{\mathfrak{m}}}^{n_{\mathfrak{m}}}$ is a free $A_{f_{\mathfrak{m}}}$-module of rank $n_{\mathfrak{m}}$ (in particular, the rank is finite). Let now $I$ be the set of all maximal ideals of $A$ and consider the collection $\left(f_{\mathfrak{m}}\right)_{\mathfrak{m} \in I}$. For any maximal ideal $\mathfrak{m}_{0}$ we have that $f_{\mathfrak{m}_{0}} \in\left(\sum_{\mathfrak{m} \in I} f_{\mathfrak{m}} A\right) \backslash \mathfrak{m}_{0}$, so $\sum_{\mathfrak{m} \in I} f_{\mathfrak{m}} A \nsubseteq \mathfrak{m}_{0}$. Then we must have $\sum_{\mathfrak{m} \in I} f_{\mathfrak{m}} A=A$ (recall that any proper ideal is contained in a maximal ideal). So the collection $\left(f_{\mathfrak{m}}\right)_{\mathfrak{m} \in I}$ satisfies the required properties.
(iv) $\Longrightarrow$ (i) Since $\sum_{i \in I} f_{i} A=A$, we have that $1 \in \sum_{i \in I} f_{i} A$, i.e. there exist $n \in \mathbb{N}$, $i_{1}, \ldots, i_{n} \in I, a_{1}, \ldots, a_{n} \in A$ such that $1=\sum_{k=1}^{n} a_{k} f_{i_{k}}$. Then for any $x \in A$ we have that $x=x \cdot 1=x\left(\sum_{k=1}^{n} a_{k} f_{i_{k}}\right)=\sum_{k=1}^{n}\left(x a_{k}\right) f_{i_{k}}$. So $A=\sum_{k=1}^{n} f_{i_{k}} A$. Then, replacing $I$ with $\left\{i_{1}, \ldots i_{n}\right\}$, we can assume without loss of generality that $I$ is finite.
The fact that $P$ is finitely generated follows from lemma 2.1.29(3). In order to prove that $P$ is projective, we prove firstly that it is finitely presented (this will allow us to apply lemma 2.1.27). Let $i \in I$. By assumption, we have that
$P_{f_{i}}$ is free of finite rank over $A_{f_{i}}$. Let $n(i):=\operatorname{rank}_{A_{f_{i}}}\left(P_{f_{i}}\right)$. Then we have an isomorphism of $A_{f_{i}}$-modules $g_{i}: A_{f_{i}}^{n(i)} \rightarrow P_{f_{i}}$. Let $\left(e_{i 1}, \ldots, e_{i n(i)}\right)$ be the canonical basis of $A_{f_{i}}^{n(i)}$. For any $k=1, \ldots, n(i)$, we have that $g_{i}\left(e_{i k}\right) \in P_{f_{i}}$, so by definition of localization there exist $x_{i k} \in P, m_{i k} \in \mathbb{N}$ such that $g_{i}\left(e_{i k}\right)=$ $\frac{x_{i k}}{f_{i}^{i m_{i k}}}$. Let $m_{i}:=\max _{k=1, \ldots, n(i)} m_{i k}$. Then, for any $k=1, \ldots, n(i)$, we have

$$
g_{i}\left(e_{i k}\right)=\frac{x_{i k}}{f_{i}^{m_{i k}}}=\frac{f_{i}^{m_{i}-m_{i k}} x_{i k}}{f_{i}^{m_{i}-m_{i k}} f_{i}^{m_{i k}}}=\frac{\widetilde{x_{i k}}}{f_{i}^{m_{i}}},
$$

where we defined $\widetilde{x_{i k}}:=f_{i}^{m_{i}-m_{i k}} x_{i k} \in P$. Define now $h_{i}:=f_{i}^{m_{i}} g_{i}: A_{f_{i}}^{n(i)} \rightarrow$ $P_{f_{i}}$. Then $h_{i}$ is an isomorphism of $A_{f_{i}}$-modules, with inverse $\frac{1}{f_{i}^{n_{i}}} g^{-1}$. Define moreover an $A$-linear map $h_{i}^{\prime}: A^{n(i)} \rightarrow P$ by $h_{i}^{\prime}\left(e_{i k}^{\prime}\right)=\widetilde{x_{i k}}$ for any $k=$ $1, \ldots, n(i)$ (extended by linearity), where ( $e_{i 1}^{\prime}, \ldots, e_{i n(i)}^{\prime}$ ) is the canonical basis of $A^{n(i)}$. Localizing we get an $A_{f_{i}}$-linear map $\left(h_{i}^{\prime}\right)_{f_{i}}:\left(A^{n(i)}\right)_{f_{i}} \rightarrow P_{f_{i}}$. Since the localization commutes with direct sums, we have an isomorphism of $A_{f_{i}-}$ modules $\varphi_{i}:\left(A^{n(i)}\right)_{f_{i}} \rightarrow A_{f_{i}}^{n(i)}$. This isomorphism sends $\frac{e_{i k}^{\prime}}{1}$ to $e_{i k}$ for any $k=1, \ldots, n(i)$. Consider then $h_{i} \circ \varphi_{i} \in \operatorname{Hom}_{A_{f_{i}}}\left(\left(A^{n(i)}\right)_{f_{i}}, P_{f_{i}}\right)$. For any $k=1, \ldots, n(i)$, we have that

$$
\begin{aligned}
\left(h_{i} \circ \varphi_{i}\right)\left(\frac{e_{i k}^{\prime}}{1}\right)=h_{i}\left(e_{i k}\right)= & f_{i}^{m_{i}} g_{i}\left(e_{i k}\right)= \\
& =f_{i}^{m_{i}} \frac{\widetilde{x_{i k}}}{f_{i}^{m_{i}}}=\frac{\widetilde{x_{i k}}}{1}=\frac{h_{i}^{\prime}\left(e_{i k}^{\prime}\right)}{1}=\left(h_{i}^{\prime}\right)_{f_{i}}\left(\frac{e_{i k}^{\prime}}{1}\right) .
\end{aligned}
$$

So $h_{i} \circ \varphi_{i}=\left(h_{i}^{\prime}\right)_{f_{i}}$. Since both $h_{i}$ and $\varphi_{i}$ are isomorphisms, it follows that $\left(h_{i}^{\prime}\right)_{f_{i}}$ is an isomorphism of $A_{f_{i}}$-modules. Define now $F:=\bigoplus_{i \in I} A^{n(i)}$ and

$$
h^{\prime}: F \rightarrow P,\left(x_{i}\right)_{i \in I} \mapsto \sum_{i \in I} h_{i}^{\prime}\left(x_{i}\right) .
$$

This map is $A$-linear because it is equal to $\varphi_{P}^{\prime}\left(\left(h_{i}^{\prime}\right)_{i \in I}\right)$, where

$$
\varphi_{P}^{\prime}: \prod_{i \in I} \operatorname{Hom}_{A}\left(A^{n(i)}, P\right) \rightarrow \operatorname{Hom}_{A}(F, P)
$$

is defined as in lemma 2.1.9. Moreover, for any $i \in I$, we have $h^{\prime} \circ q_{i}=h_{i}^{\prime}$, where we defined $q_{i}: A^{n(i)} \rightarrow F, x \mapsto\left(\delta_{i j} x\right)_{j \in I}$. We know that $\left(h^{\prime}\right)_{f_{i}} \circ\left(q_{i}\right)_{f_{i}}=$ $\left(h^{\prime} \circ q_{i}\right)_{f_{i}}=\left(h_{i}^{\prime}\right)_{f_{i}}$ is an isomorphism, in particular it is surjective. It follows that $\left(h^{\prime}\right)_{f_{i}}$ is surjective. Since this holds for any $i \in I$, by lemma 2.1.29(2) we have that $h^{\prime}$ is surjective. Moreover, consider $\operatorname{Ker}\left(h^{\prime}\right) \subseteq F$. Let $i \in I$. As in the proof of lemma 2.1.28(2), we have that $\operatorname{Ker}\left(h^{\prime}\right)_{f_{i}}=\operatorname{Ker}\left(\left(h^{\prime}\right) f_{f_{i}}\right)$. We claim now that $\operatorname{Ker}\left(\left(h^{\prime}\right)_{f_{i}}\right)$ is finitely generated over $A_{f_{i}}$. Since $h_{i}: A_{f_{i}}^{n(i)} \rightarrow$ $P_{f_{i}}$ is an isomorphism of $A_{f_{i}}$-modules, we have that $\left(h_{i}\left(e_{i 1}\right), \ldots, h_{i}\left(e_{i n(i)}\right)\right)=$ $\left(\frac{\widetilde{x_{i 1}}}{1}, \ldots, \frac{\widetilde{x_{i n(i)}}}{1}\right)$ is a basis of $P_{f_{i}}$ as an $A_{f_{i}}$-module. We have also that

$$
\frac{\widetilde{x_{i k}}}{1}=\left(h_{i}^{\prime}\right)_{f_{i}}\left(\frac{e_{i k}^{\prime}}{1}\right)=\left(\left(h^{\prime}\right)_{f_{i}} \circ\left(q_{i}\right)_{f_{i}}\right)\left(\frac{e_{i k}^{\prime}}{1}\right)=\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{i}\left(e_{i k}^{\prime}\right)}{1}\right),
$$

for any $k=1, \ldots, n(i)$. Consider now $j \in I, j \neq i$ and the $A_{f_{i}}$-linear map $\left(h^{\prime} \circ\right.$ $\left.q_{j}\right)_{f_{i}}=\left(h^{\prime}\right)_{f_{i}} \circ\left(q_{j}\right)_{f_{i}}:\left(A^{n(j)}\right)_{f_{i}} \rightarrow P_{f_{i}}$. For any $k=1, \ldots, n(j)$, we have that $\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}\right)=\left(\left(h^{\prime}\right)_{f_{i}} \circ\left(q_{j}\right)_{f_{i}}\right)\left(\frac{e_{j k}^{\prime}}{1}\right) \in P_{f_{i}}$, so there exist $\lambda_{j k 1}, \ldots, \lambda_{j k n(i)} \in$ $A_{f(i)}$ such that

$$
\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}\right)=\sum_{r=1}^{n(i)} \lambda_{j k r} \frac{\widetilde{x_{i r}}}{1}=\sum_{r=1}^{n(i)} \lambda_{j k r}\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\right)
$$

Since $\left(h^{\prime}\right)_{f_{i}}$ is $A_{f_{i}}$-linear, this implies that

$$
\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}-\sum_{r=1}^{n(i)} \lambda_{j k r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\right)=0
$$

i.e. $y_{j k}:=\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}-\sum_{r=1}^{n(i)} \lambda_{j k r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1} \in \operatorname{Ker}\left(\left(h^{\prime}\right)_{f_{i}}\right)$. Denote now by $M$ the $A_{f_{i}-}$ submodule of $F_{f_{i}}$ generated by $\left(y_{j k}\right)_{j \in I, j \neq i, k=1, \ldots, n(j)}$. Since $I$ is finite, we have that $M$ is finitely generated. Moreover, since $\operatorname{Ker}\left(\left(h^{\prime}\right) f_{i}\right)$ is an $A_{f_{i}}$-submodule of $F_{f_{i}}$, we have that $M \subseteq \operatorname{Ker}\left(\left(h^{\prime}\right)_{f_{i}}\right)$. Let $x \in \operatorname{Ker}\left(\left(h^{\prime}\right) f_{i}\right)$, i.e. $\left(h^{\prime}\right)_{f_{i}}(x)=0$. Notice that $F$ is generated by $\left(q_{j}\left(e_{j k}^{\prime}\right)\right)_{j \in I, k=1, \ldots, n(j)}$. Then $F_{f_{i}}$ is generated by $\left(\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}\right)_{j \in I, k=1, \ldots, n(j)}$ over $A_{f_{i}}$. So there exist $\mu_{j k} \in A_{f_{i}}$ (for any $j \in I$, $k=1, \ldots, n(j))$ such that $x=\sum_{j \in J, k=1, \ldots, n(j)} \mu_{j k} \frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}$. Then we have

$$
\begin{aligned}
& x= \sum_{k=1}^{n(i)} \mu_{i k} \frac{q_{i}\left(e_{i k}^{\prime}\right)}{1}+\sum_{\substack{j \in I \backslash\{i\} \\
k=1, \ldots, n(j)}} \mu_{j k}\left(\frac{q_{j}\left(e_{j k}^{\prime}\right)}{1}-\sum_{r=1}^{n(i)} \lambda_{j k r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\right)+ \\
&+\sum_{\substack{j \in I \backslash\{i\} \\
k=1, \ldots, n(j)}} \mu_{j k} \sum_{r=1}^{n(i)} \lambda_{j k r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}= \\
&=\sum_{r=1}^{n(i)} \mu_{i r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}+\sum_{\substack{j \in I \backslash\{i\} \\
k=1, \ldots, n(j)}} \mu_{j k} y_{j k}+\sum_{r=1}^{n(i)} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\left(\sum_{\substack{j \in I \backslash\{i\} \\
k=1, \ldots, n(j)}} \mu_{j k} \lambda_{j k r}\right)= \\
&=\sum_{r=1}^{n(i)} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\left(\sum_{i r}+\sum_{\substack{j \in I \backslash\{i\} \\
k=1, \ldots, n(j)}} \mu_{j k} \lambda_{j k r}\right)+y
\end{aligned}
$$

where we defined $y:=\sum_{\substack{j \in I \backslash\{i\} \\ k=1, \ldots, n(j)}} \mu_{j k} y_{j k} \in M$. Define also $\nu_{i r}:=\mu_{i r}+$ $\sum_{j \in I \backslash\{i\}, k=1, \ldots, n(j)} \mu_{j k} \lambda_{j k r} \in A_{f_{i}}$, for any $r=1, \ldots, n(i)$. Then we get that $x=\sum_{r=1}^{n(i)} \nu_{i r} \frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}+y$. Since $M \subseteq \operatorname{Ker}\left(\left(h^{\prime}\right)_{f_{i}}\right)$, we have that $\left(h^{\prime}\right)_{f_{i}}(y)=0$.

So, applying the $A_{f_{i}}$-linearity of $\left(h^{\prime}\right)_{f_{i}}$, we get

$$
0=\left(h^{\prime}\right)_{f_{i}}(x)=\sum_{r=1}^{n(i)} \nu_{i r}\left(h^{\prime}\right)_{f_{i}}\left(\frac{q_{i}\left(e_{i r}^{\prime}\right)}{1}\right)+\left(h^{\prime}\right)_{f_{i}}(y)=\sum_{r=1}^{n(i)} \nu_{i r} \frac{\widetilde{r_{i k}}}{1} .
$$

But we know that $\left(\frac{\widetilde{x_{1}}}{1}, \ldots, \frac{\widetilde{\operatorname{lnn}_{1 i}}}{1}\right)$ is a basis of $P_{f_{i}}$ as an $A_{f_{i}}$-module, in particular it is linearly independent. So we must have $\nu_{i r}=0$ for any $r=$ $1, \ldots, n(i)$ and $x=y \in M$. This proves that $\operatorname{Ker}\left(\left(h^{\prime}\right) f_{f_{i}}\right)=M$ is finitely generated. Since $\operatorname{Ker}\left(h^{\prime}\right)_{f_{i}}=\operatorname{Ker}\left(\left(h^{\prime}\right)_{f_{i}}\right)$ and this is finitely generated for any $i \in I$, we have that $\operatorname{Ker}\left(h^{\prime}\right)$ is also finitely generated, by lemma 2.1.29(3). Notice that $F=\bigoplus_{i \in I} A^{n(i)} \cong A^{\sum_{i \in I} n(i)}$ as $A$-modules and $\sum_{i \in I} n(i)$ is finite, because $I$ is finite. Let $\varphi: A^{\sum_{i \in I} n(i)} \rightarrow F$ be an isomorphism. Then $h^{\prime} \circ \varphi$ : $A^{\sum_{i \in I} n(i)} \rightarrow P$ is a surjective $A$-linear map, because $h^{\prime}$ is surjective and $A$ linear. Moreover, $\operatorname{Ker}\left(h^{\prime} \circ \varphi\right)=\varphi^{-1}\left(\operatorname{Ker}\left(h^{\prime}\right)\right)$ is isomorphic to $\operatorname{Ker}\left(h^{\prime}\right)$ as an $A$-module, so it is finitely generated, because $\operatorname{Ker}\left(h^{\prime}\right)$ is finitely generated. This proves that $P$ is finitely presented (see remark 2.1.26).
Let now $M, N$ be $A$-modules and $\alpha: M \rightarrow N$ a surjective $A$-linear map. Then $\operatorname{Coker}(\alpha)=0$. Let $i \in I$ and consider the $A_{f_{i}-}$ linear map $\alpha_{f_{i}}: M_{f_{i}} \rightarrow N_{f_{i}}$. By lemma 2.1.29(2), $\alpha_{f_{i}}$ is surjective. By assumption, $P_{f_{i}}$ is free over $A_{f_{i}}$, in particular it is projective (example 2.1.11). Then, by lemma 2.1.14 (i) $\Longrightarrow$ (ii)), we have that the map

$$
\left(\alpha_{f_{i}}\right)_{*}: \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, M_{f_{i}}\right) \rightarrow \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, N_{f_{i}}\right), \beta \mapsto \alpha_{f_{i}} \circ \beta
$$

(which is clearly $A_{f_{i}}$-linear) is surjective. Since $P$ is finitely presented, by lemma 2.1.27 we have isomorphisms $\varphi_{M}: \operatorname{Hom}_{A}(P, M)_{f_{i}} \rightarrow \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, M_{f_{i}}\right)$ and $\varphi_{N}: \operatorname{Hom}_{A}(P, N)_{f_{i}} \rightarrow \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, N_{f_{i}}\right)$. Consider the following diagram, where we defined $\alpha_{*}: \operatorname{Hom}_{A}(P, M) \rightarrow \operatorname{Hom}_{A}(P, N), \beta \mapsto \alpha \circ \beta$.

$$
\begin{aligned}
& \operatorname{Hom}_{A}(P, M)_{f_{i} \xrightarrow{\varphi} \xrightarrow{\varphi_{M}} \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, M_{f_{i}}\right), ~(0)} \\
& \left(\alpha_{*}\right)_{f_{i}} \downarrow \quad \downarrow\left(\alpha_{f_{i}}\right)_{*} \\
& \operatorname{Hom}_{A}(P, N)_{f_{i}} \xrightarrow{\varphi_{N}} \operatorname{Hom}_{A_{f_{i}}}\left(P_{f_{i}}, N_{f_{i}}\right)
\end{aligned}
$$

For any $\frac{\beta}{f_{i}^{m}} \in \operatorname{Hom}_{A}(P, M)_{f_{i}}\left(\beta \in \operatorname{Hom}_{A}(P, M)\right.$ and $\left.m \in \mathbb{N}\right)$ we have that

$$
\begin{aligned}
& \varphi_{N}\left(\left(\alpha_{*}\right)_{f_{i}}\left(\frac{\beta}{f_{i}^{m}}\right)\right)=\varphi_{N}\left(\frac{\alpha_{*}(\beta)}{f_{i}^{m}}\right)= \\
&=\varphi_{N}\left(\frac{\alpha \circ \beta}{f_{i}^{m}}\right)=\frac{1}{f_{i}^{m}}(\alpha \circ \beta)_{f_{i}}=\frac{1}{f_{i}^{m}}\left(\alpha_{f_{i}} \circ \beta_{f_{i}}\right)= \\
&=\alpha_{f_{i}} \circ\left(\frac{\beta_{f_{i}}}{f_{i}^{m}}\right)=\left(\alpha_{f_{i}}\right)_{*}\left(\frac{\beta_{f_{i}}}{f_{i}^{m}}\right)=\left(\alpha_{f_{i}}\right)_{*}\left(\varphi_{M}\left(\frac{\beta}{f_{i}^{m}}\right)\right) .
\end{aligned}
$$

So the diagram commutes, i.e. $\varphi_{N} \circ\left(\alpha_{*}\right)_{f_{i}}=\left(\alpha_{f_{i}}\right)_{*} \circ \varphi_{M}$. Then we have that $\left(\alpha_{*}\right)_{f_{i}}=\varphi_{N}^{-1} \circ\left(\alpha_{f_{i}}\right)_{*} \circ \varphi_{M}$ is surjective, because $\left(\alpha_{f_{i}}\right)_{*}$ is surjective and $\varphi_{M}$ and $\varphi_{N}$ are isomorphisms. Since this holds for any $i \in I$, we have that $\alpha_{*}$ is
surjective, by lemma 2.1.29. By lemma $2.1 .14((\mathrm{ii}) \Longrightarrow(\mathrm{i}))$, we have that $P$ is projective.

Remark 2.1.31. The proposition 2.1.30 has an important geometrical meaning: it means that $P$ is finitely generated and projective if and only if the associated sheaf of $\mathcal{O}_{\text {Spec }(A) \text {-modules }} \widetilde{P}$ is locally free of finite rank (recall that, given a scheme $\left(X, \mathcal{O}_{X}\right)$ and a sheaf $\mathcal{F}$ of $\mathcal{O}_{X}$-modules, $\mathcal{F}$ is locally free of finite rank if for every $x \in X$ there exists an open neighbourhood $U$ of $x$ in $X$ such that $\mathcal{F}_{\left.\right|_{U}} \cong \bigoplus_{i=1}^{n_{U}}\left(\mathcal{O}_{X}\right)_{\left.\right|_{U}}$ as sheaves of $\left(\mathcal{O}_{X}\right)_{\left.\right|_{U}}$-modules, for an $\left.n_{U} \in \mathbb{N}\right)$.
Indeed, if $P$ is finitely generated and projective, let $\left(f_{i}\right)_{i \in I}$ be a collection of elements of $A$ as in 2.1.30(iv). Let $\mathfrak{p} \in \operatorname{Spec}(A)$. Then $\mathfrak{p} \neq A$, so there exists $i_{0} \in I$ such that $f_{i_{0}} \notin \mathfrak{p}$ (otherwise we would have $A=\sum_{i \in I} f_{i} A \subseteq \mathfrak{p}$ ). This means that $\mathfrak{p} \in \mathrm{D}\left(f_{i_{0}}\right)$, i.e. the distinguished open subset $\mathrm{D}\left(f_{i_{0}}\right)$ is an open neighbourhood of $\mathfrak{p}$ in $\operatorname{Spec}(A)$. Consider the sheaf of $\left.\mathcal{O}_{\operatorname{Spec}\left(A_{f_{i_{0}}}\right.}\right)$-modules $\widetilde{P_{f_{i_{0}}}}$. By assumption, $P_{f_{i_{0}}}$ is a free $A_{f_{i_{0}}}$ module, so there exists $n \in \mathbb{N}$ such that $P_{f_{i_{0}}} \cong A_{f_{i_{0}}}^{n}$ as $A_{f_{i_{0}}}$-modules. Then

$$
\widetilde{P_{f_{i_{0}}}} \cong \widetilde{A_{f_{i_{0}}}^{n}} \cong \bigoplus_{i=1}^{n} \widetilde{A_{f_{i_{0}}}}=\bigoplus_{i=1}^{n} \mathcal{O}_{\operatorname{Spec}\left(A_{f_{i_{0}}}\right)},
$$

as sheaves of $\mathcal{O}_{\operatorname{Spec}\left(A_{f_{i_{0}}}\right)}$-modules. Moreover, we have that

$$
\left(\mathrm{D}\left(f_{i_{0}}\right),\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\left.\right|_{\mathrm{D}\left(f_{i_{0}}\right)}}\right) \cong \operatorname{Spec}\left(A_{f_{i_{0}}}\right)
$$

This isomorphism allows us to see $\widetilde{P_{f_{i_{0}}}}$ as a sheaf of $\left.\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)\right|_{\mathrm{D}\left(f_{i_{0}}\right)}$-modules on $\mathrm{D}\left(f_{i_{0}}\right)$ and it can be easily proved that this sheaf is isomorphic to $\widetilde{P}_{\mathrm{D}\left(f_{i_{0}}\right)}$. Then we get that $\widetilde{P}_{\left.\right|_{\mathrm{D}\left(f_{i_{0}}\right)}} \cong \bigoplus_{i=1}^{n}\left(\mathcal{O}_{\mathrm{Spec}(A)}\right)_{\left.\right|_{\mathrm{D}\left(f_{i_{0}}\right)}}$. So $\widetilde{P}$ is locally free of finite rank.
Conversely, assume that $\widetilde{P}$ is locally free of finite rank and let $\mathfrak{p}$ be a prime ideal of $A$, i.e. $\mathfrak{p} \in \operatorname{Spec}(A)$. Then there exists an open neighbourhood $U$ of $\mathfrak{p}$ in $\operatorname{Spec}(A)$ such that $\left.\widetilde{P}_{U} \cong \bigoplus_{i=1}^{n_{U}}\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)\right|_{\left.\right|_{U}}$ as sheaves of $\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\left.\right|_{U}}$-modules. Consider now the stalks at $\mathfrak{p}$. We have that $\left(\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\left.\right|_{U}}\right)_{\mathfrak{p}} \cong\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\mathfrak{p}} \cong A_{\mathfrak{p}}$. Then we have isomorphisms of $A_{\mathfrak{p}}$-modules

$$
P_{\mathfrak{p}} \cong(\widetilde{P})_{\mathfrak{p}} \cong\left(\widetilde{P}_{\left.\right|_{U}}\right)_{\mathfrak{p}} \cong\left(\bigoplus_{i=1}^{n_{U}}\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\left.\right|_{U}}\right)_{\mathfrak{p}} \cong \bigoplus_{i=1}^{n_{U}}\left(\left(\mathcal{O}_{\operatorname{Spec}(A)}\right)_{\left.\right|_{U}}\right)_{\mathfrak{p}} \cong \bigoplus_{i=1}^{n_{U}} A_{\mathfrak{p}}
$$

(we used the fact that stalks commute with direct sums). So $P_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module of finite rank (this is also part of the statement of corollary 2.1.33 and we will give an alternative proof with an algebraic approach). Then the condition (ii) of the proposition 2.1.30 is satisfied and $P$ must be finitely generated and projective.

Corollary 2.1.32. Let $P$ be an $A$-module. If there exists a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and for every $i \in I$ the $A_{f_{i}}$-module $P_{f_{i}}$ is finitely generated and projective, then $P$ is finitely generated and projective as an $A$-module.

Proof. Let $i \in I$. Since $P_{f_{i}}$ is finitely generated and projective over $A_{f_{i}}$, by proposition 2.1.30 $((\mathrm{i}) \Longrightarrow(\mathrm{iv}))$ there exists a collection $\left(\alpha_{i j}\right)_{j \in J_{i}}$ of elements of $A_{f_{i}}$ such that $\sum_{j \in J_{i}} \alpha_{i j} A_{f_{i}}=A_{f_{i}}$ and the $\left(A_{f_{i}}\right)_{\alpha_{i j}}$-module $\left(P_{f_{i}}\right)_{\alpha_{i j}}$ is free of finite rank. Let $j \in J_{i}$. By definition of localization, there exist $h_{i j} \in A$ and $n_{i j} \in \mathbb{N}$ such that $\alpha_{i j}=\frac{h_{i j}}{f_{i}^{i_{i j}}}$. Define

$$
\varphi: A_{f_{i} h_{i j}} \rightarrow\left(A_{f_{i}}\right)_{\alpha_{i j}}, \frac{x}{\left(f_{i} h_{i j}\right)^{n}} \mapsto \frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n}}
$$

Let us check that $\varphi$ is well defined. If $\frac{x}{\left(f_{i} h_{j i}\right)^{n}}=\frac{y}{\left(f_{i} h_{i j}\right)^{m}}$, with $x, y \in A$ and $n, m \in \mathbb{N}$, then there exists $k \in \mathbb{N}$ such that $\left(f_{i} h_{i j}\right)^{k}\left(x\left(f_{i} h_{i j}\right)^{m}-y\left(f_{i} h_{i j}\right)^{n}\right)=0$. Then in $A_{f_{i}}$ we have

$$
\begin{aligned}
& 0=\frac{\left(f_{i} h_{i j}\right)^{k}\left(x\left(f_{i} h_{i j}\right)^{m}-y\left(f_{i} h_{i j}\right)^{n}\right)}{f_{i}^{(k+m+n)\left(1+n_{i j}\right)}}= \\
&=\frac{f_{i}^{k} h_{i j}^{k}}{f_{i}^{k\left(1+n_{i j}\right)}}\left(\frac{x f_{i}^{m} h_{i j}^{m}}{f_{i}^{(m+n)\left(1+n_{i j}\right)}}-\frac{y f_{i}^{n} h_{i j}^{n}}{f_{i}^{(m+n)\left(1+n_{i j}\right)}}\right)= \\
&=\left(\frac{h_{i j}}{f_{i}^{n_{i j}}}\right)^{k}\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\left(\frac{h_{i j}}{f_{i}^{n_{i j}}}\right)^{m}\right.\left.-\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\left(\frac{h_{i j}}{f_{i}^{n_{i j}}}\right)^{n}\right)= \\
&=\alpha_{i j}^{k}\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}} \alpha_{i j}^{m}-\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}} \alpha_{i j}^{n}\right)
\end{aligned}
$$

So

$$
\frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n}}=\frac{\left(\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{m}}
$$

in $\left(A_{f_{i}}\right)_{\alpha_{i j}}$ and this proves that $\varphi$ is well defined. Moreover, we have that

$$
\varphi\left(1_{A_{f_{i} h_{i j}}}\right)=\varphi\left(\frac{1}{\left(f_{i} h_{i j}\right)^{0}}\right)=\frac{\left(\frac{1}{f_{i}^{0}}\right)}{\alpha_{i j}^{0}}=1_{\left(A_{f_{i}}\right) \alpha_{i j}}
$$

and for every $x, y \in A, n, m \in \mathbb{N}$ we have

$$
\begin{aligned}
\varphi\left(\frac{x}{\left(f_{i} h_{i j}\right)^{n}} \frac{y}{\left(f_{i} h_{i j}\right)^{m}}\right) & =\varphi\left(\frac{x y}{\left(f_{i} h_{i j}\right)^{n+m}}\right)= \\
= & \frac{\left(\frac{x y}{f_{i}^{(n+m)\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n+m}}=\frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}} \frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n} \alpha_{i j}^{m}}= \\
= & \frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n}} \frac{\left(\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{m}}=\varphi\left(\frac{x}{\left(f_{i} h_{i j}\right)^{n}}\right) \varphi\left(\frac{y}{\left(f_{i} h_{i j}\right)^{m}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \varphi\left(\frac{x}{\left(f_{i} h_{i j}\right)^{n}}+\frac{y}{\left(f_{i} h_{i j}\right)^{m}}\right)=\varphi\left(\frac{\left.x\left(f_{i} h_{i j}\right)^{m}+y\left(f_{i} h_{i j}\right)^{n}\right)}{\left(f_{i} h_{i j}\right)^{n+m}}\right)= \\
& =\frac{\left(\frac{x\left(f_{i} h_{i j}\right)^{m}+y\left(f_{i} h_{i j}\right)^{n}}{f_{i}^{(n+m)\left(1+n_{i j}\right.}}\right)}{\alpha_{i j}^{n+m}}=\frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\left(\frac{h_{i j}}{f_{i}^{n i j}}\right)^{m}+\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\left(\frac{h_{i j}}{f_{i}^{n i j}}\right)^{n}\right)}{\alpha_{i j}^{n} \alpha_{i j}^{m}}= \\
& =\frac{\left(\frac{x}{\left.f_{i}^{n\left(1+n_{i j}\right)} \alpha_{i j}^{m}+\frac{y}{f_{i}^{m\left(1+n_{i j}\right.}} \alpha_{i j}^{n}\right)}\right.}{\alpha_{i j}^{n} \alpha_{i j}^{m}}=\frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n}}+\frac{\left(\frac{y}{f_{i}^{m\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{m}}= \\
& \quad=\varphi\left(\frac{x}{\left(f_{i} h_{i j}\right)^{n}}\right)+\varphi\left(\frac{y}{\left(f_{i} h_{i j}\right)^{m}}\right) .
\end{aligned}
$$

Then $\varphi$ is a ring homomorphism. Let now $\frac{x}{\left(f_{i} h_{i j}\right)^{n}} \in \operatorname{Ker}(\varphi)$, with $x \in A$ and $n \in \mathbb{N}$. This means that

$$
\frac{\left(\frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{n}}=\varphi\left(\frac{x}{\left(f_{i} h_{i j}\right)^{n}}\right)=0 .
$$

Then there exists $k \in \mathbb{N}$ such that $\alpha_{i j}^{k} \frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}=0$ in $A_{f_{i}}$, i.e. $\frac{h_{i j}^{k} x}{f_{i}^{k k_{i j}+n\left(1+n_{i j}\right)}}=$ $\left(\frac{h_{i j}}{f_{i}^{n_{i j}}}\right)^{k} \frac{x}{f_{i}^{n\left(1+n_{i j}\right)}}=0$. This means that there exists $m \in \mathbb{N}$ such that $f_{i}^{m} h_{i j}^{k} x=0$. Let $K:=\max \{k, m\}$. Then

$$
\left(f_{i} h_{i j}\right)^{K} x=f_{i}^{K} h_{i j}^{K} x=f_{i}^{K-m} h_{i j}^{K-k} f_{i}^{m} h_{i j}^{k} x=0 .
$$

So $\frac{x}{\left(f_{i} h_{i j}\right)^{n}}=0$ in $A_{f_{i} h_{i j}}$. Then $\operatorname{Ker}(\varphi)=0$, i.e. $\varphi$ is injective.
Let now $\frac{\left(\frac{x}{f_{n}^{n}}\right)}{\alpha_{i j}^{n}} \in\left(A_{f_{i}}\right)_{\alpha_{i j}}$, with $x \in A, n, m \in \mathbb{N}$. Let $k:=\max \left\{m, n-m n_{i j}\right\} \in \mathbb{N}$ and consider $\frac{x f_{i}^{k-\left(n-m n_{i j}\right)} h_{i j}^{k-m}}{\left(f_{i} h_{i j}\right)^{k}} \in A_{f_{i} h_{i j}}$. We have that

$$
\begin{gathered}
\varphi\left(\frac{x f_{i}^{k-\left(n-m n_{i j}\right)} h_{i j}^{k-m}}{\left.\left(f_{i} h_{i j}\right)^{k}\right)=} \frac{\left(\frac{x f_{i}^{k-\left(n-m n_{i j}\right)} h_{i j}^{k-m}}{f_{i}^{k\left(1+n_{i j}\right)}}\right)}{\alpha_{i j}^{k}}=\frac{\left(\frac{x h_{i j}^{k-m}}{f_{i}^{k k_{i j}+n-m n_{i j}}}\right)}{\alpha_{i j}^{k}}=\right. \\
=\frac{\left(\frac{x}{f_{i}^{n}}\left(\frac{h_{i j}}{f_{i}^{n i j}}\right)^{k-m}\right)}{\alpha_{i j}^{k}}=\frac{\left(\frac{x}{f_{i}^{n}} \alpha_{i j}^{k-m}\right)}{\alpha_{i j}^{k}}=\frac{\left(\frac{x}{f_{i}^{n}}\right)}{\alpha_{i j}^{m}} .
\end{gathered}
$$

This proves that $\varphi$ is surjective. So $\varphi: A_{f_{i} h_{i j}} \rightarrow\left(A_{f_{i}}\right)_{\alpha_{i j}}$ is an isomorphism. Then we can see the $\left(A_{f_{i}}\right)_{\alpha_{i j}}$-module $\left(P_{f_{i}}\right)_{\alpha_{i j}}$ as an $A_{f_{i} h_{i j}}$-module, which is again free of finite rank. It can then be proved that $P_{f_{i} h_{i j}} \cong\left(P_{f_{i}}\right)_{\alpha_{i j}}$ as $A_{f_{i} h_{i j}}$-modules (the proof
is analogous to what we did above for $A_{f_{i} h_{i j}}$ and $\left.\left(A_{f_{i}}\right)_{\alpha_{i j}}\right)$. So $P_{f_{i} h_{i j}}$ is a free $A_{f_{i} h_{i j}}{ }^{-}$ module of finite rank.
Now, since $\sum_{j \in J_{i}} \alpha_{i j} A_{f_{i}}=A_{f_{i}}$, there exist $\lambda_{i j}=\frac{s_{i j}}{f_{i}^{\pi_{i j}}} \in A_{f_{i}}$ (with $s_{i j} \in A, m_{i j} \in \mathbb{N}$, for any $\left.j \in J_{i}\right)$ such that $\frac{1}{1}=\sum_{j \in J_{i}} \alpha_{i j} \lambda_{i j}=\sum_{j \in J_{i}} \frac{h_{i j}}{f_{i}^{n_{i j}}} \frac{s_{i j}}{f_{i}^{n_{i j}}}=\sum_{j \in J_{i}} \frac{h_{i j} s_{i j}}{f_{i}^{n_{i j}+m_{i j}}}$. Let $N:=\max _{j \in J_{i}}\left(n_{i j}+m_{i j}\right)$. Then

$$
\frac{1}{1}=\sum_{j \in J_{i}} \frac{h_{i j}}{f_{i}^{n_{i j}}} \frac{s_{i j}}{f_{i}^{m_{i j}}}=\sum_{j \in J_{i}} \frac{h_{i j} s_{i j}}{f_{i}^{n_{i j}+m_{i j}}}=\frac{\sum_{j \in J_{i}} h_{i j} s_{i j} f_{i}^{N-n_{i j}-m_{i j}}}{f_{i}^{N}},
$$

which means that there exists $k \in \mathbb{N}$ such that

$$
0=f_{i}^{k}\left(1 \cdot f_{i}^{N}-1 \cdot \sum_{j \in J_{i}} h_{i j} s_{i j} f_{i}^{N-n_{i j}-m_{i j}}\right)=f_{i}^{k+N}-\sum_{j \in J_{i}} h_{i j} s_{i j} f_{i}^{k+N-n_{i j}-m_{i j}},
$$

i.e. $f_{i}^{k+N}=\sum_{j \in J_{i}} h_{i j} s_{i j} f_{i}^{k+N-n_{i j}-m_{i j}}$. Let $\mathfrak{m}$ be a maximal ideal of $A$. Since $\sum_{i \in I} f_{i} A=A$, there exists $i \in I$ such that $f_{i} \notin \mathfrak{m}$ (otherwise $A \subseteq \mathfrak{m}$, which is a contradiction). Since $\mathfrak{m}$ is maximal, it is in particular prime. Then $f_{i}^{h} \notin \mathfrak{m}$ for any $h>0$. In particular, $f_{i}^{k+N+1} \notin \mathfrak{m}$. Then $\sum_{i \in I} f_{i}^{k+N+1} A \nsubseteq \mathfrak{m}$. Since this holds for every maximal ideal $\mathfrak{m}$, we must have that $\sum_{i \in I} f_{i}^{k+N+1} A=A$. Then there exist $a_{i} \in A$ (for $i \in I$ ) such that

$$
\begin{aligned}
1=\sum_{i \in I} f_{i}^{k+N+1} a_{i}=\sum_{i \in I} f_{i}( & \left.\sum_{j \in J_{i}} h_{i j} s_{i j} f_{i}^{k+N-n_{i j}-m_{i j}}\right) a_{i}= \\
& =\sum_{i \in I} \sum_{j \in J_{i}} f_{i} h_{i j} s_{i j} f_{i}^{k+N-n_{i j}-m_{i j}} a_{i} \in \sum_{\substack{i \in I \\
j \in J_{i}}}\left(f_{i} h_{i j}\right) A .
\end{aligned}
$$

Then $\sum_{i \in I, j \in J}\left(f_{i} h_{i j}\right) A=A$, because $\sum_{i \in I, j \in J}\left(f_{i} h_{i j}\right) A$ is an ideal of $A$. So the collection $\left(f_{i} h_{i j}\right)_{i \in I, j \in J_{i}}$ satisfies the assumptions of proposition 2.1.30 ((iv) $\Longrightarrow(\mathrm{i})$ ), which allows us to conclude that $P$ is a finitely generated and projective $A$-module

Corollary 2.1.33. Let $P$ be a finitely generated projective $A$-module.
(1) For any prime ideal $\mathfrak{p}$ of $A$, we have that $P_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module of finite rank.
(2) The function $\operatorname{rank}_{A}(P): \operatorname{Spec}(A) \rightarrow \mathbb{Z}, \mathfrak{p} \mapsto \operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)$ is locally constant. In particular, it is continuous (if we endow $\mathbb{Z}$ with the discrete topology) and if $\operatorname{Spec}(A)$ is connected it is constant.

Proof. Since $P$ is finitely generated and projective, by the implication (i) $\Longrightarrow$ (iv) of the proposition 2.1.30 there exists a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and for each $i \in I$ the $A_{f_{i}}$-module $P_{f_{i}}$ is free of finite rank.
(1) Let $\mathfrak{p}$ be a prime ideal of $A$. In particular, $P \neq A$. Then there exists $i \in I$ such that $f_{i} \notin \mathfrak{p}$ (otherwise we would have $A=\sum_{i \in I} f_{i} A \subseteq \mathfrak{p}$ ). Since $\mathfrak{p}$ is prime, it follows that $f_{i}^{n} \notin \mathfrak{p}$ for any $n \in \mathbb{N}$, i.e. $S_{f_{i}} \subseteq A \backslash \mathfrak{p}$. Then we have that $A_{\mathfrak{p}} \cong\left(A_{f_{i}}\right)_{\mathfrak{p}_{f_{i}}}$. This isomorphism allows us to see $\left(P_{f_{i}}\right)_{\mathfrak{p}_{f_{i}}}$ as an $A_{\mathfrak{p}}$-module. Then $P_{\mathfrak{p}} \cong\left(P_{f_{i}}\right)_{\mathfrak{p}_{f_{i}}}$ as $A_{\mathfrak{p}}$-modules. By assumption $P_{f_{i}}$ is free of finite rank, i.e. there exists $n \in \mathbb{N}$ such that $P_{f_{i}} \cong\left(A_{f_{i}}\right)^{n}$ as $A_{f_{i}}$-modules. Since the localization commutes with direct sums, we get that $P_{\mathfrak{p}} \cong\left(P_{f_{i}}\right)_{\mathfrak{p}_{f}} \cong\left(\left(A_{f_{i}}\right)_{\mathfrak{p}_{f_{i}}}\right)^{n} \cong A_{\mathfrak{p}}^{n}$ as $A_{\mathfrak{p}}$-modules. This proves the claim.
(2) Let $\mathfrak{p} \in \operatorname{Spec}(A)$ and $i$ as in the proof of point (1). Then $\mathrm{D}\left(f_{i}\right)$ is an open neighbourhood of $\mathfrak{p}$ in $\operatorname{Spec}(A)$. If $n \in \mathbb{N}$ is such that $P_{f_{i}} \cong\left(A_{f_{i}}\right)^{n}$ as $A_{f_{i}}$ modules, in the proof of point (1) we saw that $P_{\mathfrak{p}} \cong A_{\mathfrak{p}}^{n}$ and so $\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)=n$ (notice that this rank is well defined because $A_{\mathfrak{p}} \neq 0$, since $\frac{1}{1} \neq \frac{0}{1}$ ). Let now $\mathfrak{q} \in$ $\mathrm{D}\left(f_{i}\right)$. This means that $f_{i} \notin \mathfrak{q}$. Then we can apply the same argument we used in point (1) in order to show that $\operatorname{rank}_{A_{\mathfrak{q}}}\left(P_{\mathfrak{q}}\right)=n$. Hence the function $\operatorname{rank}_{A}(P)$ is locally constant. The rest of the statement follows immediately, because a locally constant function is always continuous and a continuous function from a connected space to a discrete one must be constant.

Remark 2.1.34. Let $\left(X, \mathcal{O}_{X}\right)$ be a scheme. Working with stalks, one can associate a rank function $X \rightarrow \mathbb{Z}$ to any locally free sheaf of $\mathcal{O}_{X}$-modules of finite rank and this function is locally constant. Then corollary 2.1 .33 can be seen as a consequence of remark 2.1.31.

Definition 2.1.35. Let $P$ be a finitely generated projective $A$-module.
(1) The function $\operatorname{rank}_{A}(P): \operatorname{Spec}(A) \rightarrow \mathbb{Z}, \mathfrak{p} \mapsto \operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)$ defined in corollary 2.1.33(2) is called the rank of $P$ over $A$.
(2) We say that $P$ is faithfully projective if $\operatorname{rank}_{A}(P)(\mathfrak{p}) \geq 1$ for every $\mathfrak{p} \in \operatorname{Spec}(A)$ (we will write shortly $\operatorname{rank}_{A}(P) \geq 1$ ).

Remark 2.1.36. (1) Recall that any free module is projective (example 2.1.11). So now we have two definitions of rank in the case of a finitely generated free module (remark 2.1.2 and definition 2.1.35(1)). The first definition gives us a non-negative integer, while the second one is a function from $\operatorname{Spec}(A)$ to $\mathbb{Z}$. However, if $P$ is a free $A$-module of rank $n(n \in \mathbb{N})$, then $P_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module of rank $n$ for any $\mathfrak{p} \in \operatorname{Spec}(A)$, because the localization commutes with direct sum. So the rank function we defined in $2.1 .35(1)$ is constantly equal to $n$, namely to the rank defined as in 2.1.2.
(2) Notice that, unlike the definition of the rank of a finitely generated $A$-module that we gave in remark 2.1.2, the definition we gave in 2.1.35(1) makes sense also when $A=0$. Indeed, in that case we have that $\operatorname{Spec}(A)=\emptyset$ and the rank of 0 (the unique $A$-module) is the unique function $\emptyset \rightarrow \mathbb{Z}$.

## CHAPTER 2. GALOIS THEORY FOR SCHEMES

The rank enjoys a lot of interesting properties concerning operations between finitely generated projective $A$-modules. As an example, we see what happens with direct sums and with tensor products (the results are intuitive if we think about the case of free modules of finite rank).

Lemma 2.1.37. Let $P_{1}, \ldots, P_{n}$ be finitely generated projective $A$-modules. Then $\bigoplus_{i=1}^{n} P_{i}$ is also finitely genererated and projective over $A$ and

$$
\operatorname{rank}_{A}\left(\bigoplus_{i=1}^{n} P_{i}\right)=\sum_{i=1}^{n} \operatorname{rank}_{A}\left(P_{i}\right)
$$

as functions on $\operatorname{Spec}(A)$ (i.e. $\operatorname{rank}_{A}\left(\bigoplus_{i=1}^{n} P_{i}\right)(\mathfrak{p})=\sum_{i=1}^{n} \operatorname{rank}_{A}\left(P_{i}\right)(\mathfrak{p})$ for any $\mathfrak{p} \in \operatorname{Spec}(A))$.

Proof. Since $P_{i}$ is projective for every $i \in I$, we have that $\bigoplus_{i=1}^{n} P_{i}$ is projective by corollary 2.1.10. Moreover, if ( $v_{i 1}, \ldots, v_{i m_{i}}$ ) generates $P_{i}$ for any $i=1, \ldots, n$, then $\left(\left(v_{1 k_{1}}, \ldots, v_{n k_{n}}\right)\right)_{k_{1}=1, \ldots, m_{1}, \ldots, k_{n}=1, \ldots, m_{n}}$ generates $\bigoplus_{i=1}^{n} P_{i}$. Indeed, if $\left(x_{1}, \ldots, x_{n}\right) \in$ $\bigoplus_{i=1}^{n} P_{i}$, then for every $i=1, \ldots, n$ we have that $x_{i} \in P_{i}$ and so there exist $\lambda_{i 1}, \ldots, \lambda_{i m_{i}} \in A$ such that $x_{i}=\sum_{k_{i}=1}^{m_{i}} \lambda_{i k_{i}} v_{i k_{i}}$. So

$$
\begin{aligned}
\left(x_{1}, \ldots, x_{n}\right)=\left(\sum_{k_{1}=1}^{m_{1}} \lambda_{1 k_{1}} v_{1 k_{1}}, \ldots,\right. & \left.\sum_{k_{n}=1}^{m_{n}} \lambda_{n k_{n}} v_{n k_{n}}\right)= \\
& =\sum_{k_{1}=1}^{m_{1}} \cdots \sum_{k_{n}=1}^{m_{n}} \lambda_{1 k_{1}} \cdots \lambda_{n k_{n}}\left(v_{1 k_{1}}, \ldots, v_{n k_{n}}\right) .
\end{aligned}
$$

This shows that $\bigoplus_{i=1}^{n} P_{i}$ is finitely generated.
Let now $\mathfrak{p} \in \operatorname{Spec}(A)$. Fix $i \in I$. By corollary 2.1.33(1), we have that $\left(P_{i}\right)_{\mathfrak{p}}$ is free of finite rank. Define $m_{i}:=\operatorname{rank}_{A_{\mathfrak{p}}}\left(\left(P_{i}\right)_{\mathfrak{p}}\right)$ (by definition of $\operatorname{rank}_{A}\left(P_{i}\right)$, this means that $\left.m_{i}=\operatorname{rank}_{A}\left(P_{i}\right)(\mathfrak{p})\right)$. Then $\left(P_{i}\right)_{\mathfrak{p}} \cong A_{\mathfrak{p}}^{m_{i}}$. Since the localization commutes with direct sums (see lemma 2.1.19, recalling that localization at $\mathfrak{p}$ corresponds to tensor product with $A_{\mathfrak{p}}$ ), we have that

$$
\left(\bigoplus_{i=1}^{n} P_{i}\right)_{\mathfrak{p}} \cong \bigoplus_{i=1}^{n}\left(P_{i}\right)_{\mathfrak{p}} \cong \bigoplus_{i=1}^{n} A_{\mathfrak{p}}^{m_{i}} \cong A_{\mathfrak{p}}^{\sum_{i=1}^{n} m_{i}}
$$

as $A_{\mathfrak{p}}$-modules (notice that lemma 2.1.19 gives only an isomorphism of $A$-modules, but it is immediate to check that in this case that isomorphism is also $A_{\mathfrak{p}}$-linear). Then, by definition of the rank for finitely generated projective $A$-modules, we get that

$$
\operatorname{rank}_{A}\left(\bigoplus_{i=1}^{n} P_{i}\right)(\mathfrak{p})=\sum_{i=1}^{n} m_{i}=\sum_{i=1}^{n} \operatorname{rank}_{A}\left(P_{i}\right)(\mathfrak{p}) .
$$

Lemma 2.1.38. Localization and tensor products commute. More precisely, if $S$ is a multiplicatively closed subset of $A$ and $M, N$ are $A$-modules, then $S^{-1}\left(M \otimes_{A} N\right) \cong$ $\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right)$ as $S^{-1} A$-modules.

Proof. Consider the map

$$
\varphi: S^{-1} M \times S^{-1} N \rightarrow S^{-1}\left(M \otimes_{A} N\right),\left(\frac{m}{s}, \frac{n}{t}\right) \mapsto \frac{m \otimes n}{s t}
$$

First of all we check that $\varphi$ is well defined. Assume that $m_{1}, m_{2} \in M, n_{1}, n_{2} \in N$ and $s_{1}, s_{2}, t_{1}, t_{2} \in S$ are such that $\frac{m_{1}}{s_{1}}=\frac{m_{2}}{s_{2}}$ and $\frac{n_{1}}{t_{1}}=\frac{n_{2}}{t_{2}}$. Then there exist $u, v \in S$ such that $u\left(m_{1} s_{2}-m_{2} s_{1}\right)=0$ and $v\left(n_{1} t_{2}-n_{2} t_{1}\right)=0$. Then $u v \in S$ and

$$
\begin{array}{r}
u v\left(s_{2} t_{2}\left(m_{1} \otimes n_{1}\right)-s_{1} t_{1}\left(m_{2} \otimes n_{2}\right)\right)=\left(u m_{1} s_{2}\right) \otimes\left(v n_{1} t_{2}\right)-\left(u m_{2} s_{1}\right) \otimes\left(v n_{2} s_{1}\right)= \\
=\left(u m_{2} s_{1}\right) \otimes\left(v n_{2} t_{1}\right)-\left(u m_{2} s_{1}\right) \otimes\left(v n_{2} s_{1}\right)=0 .
\end{array}
$$

So $\frac{m_{1} \otimes n_{1}}{s_{1} t_{1}}=\frac{m_{2} \otimes n_{2}}{s_{2} t_{2}}$. This proves that $\varphi$ is well defined. We prove now that $\varphi$ is $S^{-1} A$-bilinear. Let $\lambda_{1}=\frac{a_{1}}{u_{1}}, \lambda_{2}=\frac{a_{2}}{u_{2}} \in S^{-1} A, \frac{m_{1}}{s_{1}}, \frac{m_{2}}{s_{2}} \in S^{-1} M$ and $\frac{n}{t} \in S^{-1} N$. Then

$$
\begin{aligned}
& \varphi\left(\lambda_{1} \frac{m_{1}}{s_{1}}+\lambda_{2} \frac{m_{2}}{s_{2}}, \frac{n}{t}\right)=\varphi\left(\frac{u_{2} s_{2} a_{1} m_{1}+u_{1} s_{1} a_{2} m_{2}}{s_{1} s_{2} u_{1} u_{2}}, \frac{n}{t}\right)= \\
& =\frac{\left(u_{2} s_{2} a_{1} m_{1}+u_{1} s_{1} a_{2} m_{2}\right) \otimes n}{s_{1} s_{2} u_{1} u_{2} t}=\frac{u_{2} s_{2} a_{1}\left(m_{1} \otimes n\right)+u_{1} s_{1} a_{2}\left(m_{2} \otimes n\right)}{s_{1} s_{2} u_{1} u_{2} t}= \\
& =\frac{a_{1}}{u_{1}} \frac{m_{1} \otimes n}{s_{1} t}+\frac{a_{2}}{u_{2}} \frac{m_{2} \otimes n}{s_{2} t}=\lambda_{1} \varphi\left(\frac{m_{1}}{s_{1}}, \frac{n}{t}\right)+\lambda_{2} \varphi\left(\frac{m_{2}}{s_{2}}, \frac{n}{t}\right) .
\end{aligned}
$$

Analogously, if $\lambda_{1}=\frac{a_{1}}{u_{1}}, \lambda_{2}=\frac{a_{2}}{u_{2}} \in S^{-1} A, \frac{m}{s} \in S^{-1} M$ and $\frac{n_{1}}{t_{1}}, \frac{n_{2}}{t_{2}} \in S^{-1} N$, we have that

$$
\begin{aligned}
& \varphi\left(\frac{m}{s}, \lambda_{1} \frac{n_{1}}{t_{1}}+\lambda_{2} \frac{n_{2}}{t_{2}}\right)=\varphi\left(\frac{m}{s}, \frac{u_{2} t_{2} a_{1} n_{1}+u_{1} t_{1} a_{2} n_{2}}{t_{1} t_{2} u_{1} u_{2}}\right)= \\
& =\frac{\left(u_{2} s_{2} a_{1} m_{1}+u_{1} s_{1} a_{2} m_{2}\right) \otimes n}{s_{1} s_{2} u_{1} u_{2} t}=\frac{u_{2} t_{2} a_{1}\left(m \otimes n_{1}\right)+u_{1} t_{1} a_{2}\left(m \otimes n_{2}\right)}{s u_{1} u_{2} t_{1} t_{2}}= \\
& =\frac{a_{1}}{u_{1}} \frac{m \otimes n_{1}}{s t_{1}}+\frac{a_{2}}{u_{2}} \frac{m \otimes n_{2}}{s t_{2}}=\lambda_{1} \varphi\left(\frac{m}{s}, \frac{n_{1}}{t_{1}}\right)+\lambda_{2} \varphi\left(\frac{m}{s}, \frac{n_{2}}{t_{2}}\right) .
\end{aligned}
$$

So $\varphi$ is $S^{-1} A$-bilinear. By the universal property of the tensor product, $\varphi$ induces an $S^{-1} A$-linear map $\Phi: S^{-1} M \otimes_{S^{-1} A} S^{-1} N \rightarrow S^{-1}\left(M \otimes_{A} N\right)$ with $\Phi\left(\frac{m}{s} \otimes \frac{n}{t}\right)=$ $\varphi\left(\left(\frac{m}{s}, \frac{n}{t}\right)\right)$ for any $\frac{m}{s} \in S^{-1} M, \frac{n}{t} \in S^{-1} N$.
The map $\psi: M \times N \rightarrow\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right),(m, n) \mapsto \frac{m}{1} \otimes \frac{n}{1}$ is clearly $A$ bilinear, so it induces an $A$-linear map $\Psi: M \otimes_{A} N \rightarrow\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right)$ with $\Psi(m \otimes n)=\psi((m, n))=\frac{m}{1} \otimes \frac{n}{1}$ for any $m \in M, n \in N$. Define

$$
\Psi^{\prime}: S^{-1}\left(M \otimes_{A} N\right) \rightarrow\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right), \frac{x}{s} \mapsto \frac{1}{s} \Psi(x)
$$

Let us check that $\Psi^{\prime}$ is well defined. Let $x_{1}, x_{2} \in M \otimes_{A} N, s_{1}, s_{2} \in S$ such that $\frac{x_{1}}{s_{1}}=\frac{x_{2}}{s_{2}}$. Then there exists $u \in S$ such that $u\left(x_{1} s_{2}-x_{2} s_{1}\right)=0$. Since $\Psi$ is $A$ linear it follows that $0=\Psi\left(u x_{1} s_{2}-u x_{2} s_{1}\right)=u s_{2} \Psi\left(x_{1}\right)-u s_{1} \Psi\left(x_{2}\right)$. So $\frac{1}{s_{1}} \Psi\left(x_{1}\right)=$ $\frac{1}{u s_{1} s_{2}}\left(u s_{2} \Psi\left(x_{1}\right)\right)=\frac{1}{u s_{1} s_{2}}\left(u s_{1} \Psi\left(x_{2}\right)\right)=\frac{1}{s_{2}} \Psi\left(x_{2}\right)$. This proves that $\Psi^{\prime}$ is well defined.
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We prove now that $\Psi^{\prime}$ is $S^{-1} A$-linear. Let $\lambda_{1}=\frac{a_{1}}{u_{1}}, \lambda_{2}=\frac{a_{2}}{u_{2}} \in S^{-1} A, \frac{x_{1}}{s_{1}}, \frac{x_{2}}{s_{2}} \in$ $S^{-1}\left(M \otimes_{A} N\right)$. Since $\Psi$ is $A$-linear, we have that

$$
\begin{aligned}
& \Psi^{\prime}\left(\lambda_{1} \frac{x_{1}}{s_{1}}+\lambda_{2} \frac{x_{2}}{s_{2}}\right)=\Psi^{\prime}\left(\frac{u_{2} s_{2} a_{1} x_{1}+u_{1} s_{1} a_{2} x_{2}}{u_{1} u_{2} s_{1} s_{2}}\right)= \\
& =\frac{1}{u_{1} u_{2} s_{1} s_{2}} \Psi\left(u_{2} s_{2} a_{1} x_{1}+u_{1} s_{1} a_{2} x_{2}\right)=\frac{1}{u_{1} u_{2} s_{1} s_{2}}\left(u_{2} s_{2} a_{1} \Psi\left(x_{1}\right)+u_{1} s_{1} a_{2} \Psi\left(x_{2}\right)\right)= \\
& \quad=\frac{a_{1}}{u_{1}} \frac{1}{s_{1}} \Psi\left(x_{1}\right)+\frac{a_{2}}{u_{2}} \frac{1}{s_{2}} \Psi\left(x_{2}\right)=\lambda_{1} \Psi^{\prime}\left(\frac{x_{1}}{s_{1}}\right)+\lambda_{2} \Psi^{\prime}\left(\frac{x_{2}}{s_{2}}\right) .
\end{aligned}
$$

So $\Psi^{\prime}$ is $S^{-1} A$-linear. It remains to prove that $\Phi$ and $\Psi^{\prime}$ are inverse to each other. For any $\frac{m}{s} \in S^{-1} M, \frac{n}{t} \in S^{-1} N$, we have

$$
\begin{aligned}
\left(\Psi^{\prime} \circ \Phi\right)\left(\frac{m}{s} \otimes \frac{n}{t}\right)= & \Psi^{\prime}\left(\frac{m \otimes n}{s t}\right)=\frac{1}{s t} \Psi(m \otimes n)= \\
& =\frac{1}{s t} \frac{m}{1} \otimes \frac{n}{1}=\frac{m}{s} \otimes \frac{n}{t}=\operatorname{id}_{\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right)}\left(\frac{m}{s} \otimes \frac{n}{t}\right) .
\end{aligned}
$$

So $\Psi^{\prime} \circ \Phi=\operatorname{id}_{\left(S^{-1} M\right) \otimes_{S^{-1} A}\left(S^{-1} N\right)}$ (by linearity, it is enough to check equality on pure tensors). Conversely, notice that $S^{-1}\left(M \otimes_{A} N\right)$ is generated by elements of the form $\frac{m \otimes n}{s}$, with $m \in M, n \in N$ and $s \in S$. We have that

$$
\begin{aligned}
& \left(\Phi \circ \Psi^{\prime}\right)\left(\frac{m \otimes n}{s}\right)=\Phi\left(\frac{1}{s} \Psi(m \otimes n)\right)=\Phi\left(\frac{1}{s} \frac{m}{1} \otimes \frac{n}{1}\right)= \\
& =\Phi\left(\frac{m}{s} \otimes \frac{n}{1}\right)=\frac{m \otimes n}{s}=\operatorname{id}_{S^{-1}\left(M \otimes_{A} N\right)}\left(\frac{m \otimes n}{s}\right)
\end{aligned}
$$

for any $m \in M, n \in N$ and $s \in S$. So $\Phi \circ \Psi^{\prime}=\operatorname{id}_{S^{-1}\left(M \otimes{ }_{A} N\right)}$. This ends the proof.

Lemma 2.1.39. If $P$ and $P^{\prime}$ are projective $A$-modules, we have that $P \otimes_{A} P^{\prime}$ is also projective.

Proof. Since $P$ and $P^{\prime}$ are projective, by lemma 2.1.14 (i) $\Longrightarrow$ (iv)) there exist two $A$-modules $Q$ and $Q^{\prime}$ such that $P \oplus Q$ and $P^{\prime} \oplus Q^{\prime}$ are free. Then there exist two index sets $I$ and $J$ such that $P \oplus Q \cong \bigoplus_{i \in I} A$ and $P^{\prime} \oplus Q^{\prime} \cong \bigoplus_{j \in J} A$. Since the tensor product commutes with direct sums (lemma 2.1.19, notice that this works with both factors, because for any two $A$-modules $M, N$ we have that $M \otimes_{A} N \cong N \otimes_{A} M$ ), we have that

$$
\begin{aligned}
& \bigoplus_{\substack{i \in I \\
j \in J}} A \cong \bigoplus_{\substack{i \in I \\
j \in J}} A \otimes_{A} A \cong\left(\bigoplus_{i \in I} A\right) \otimes_{A}\left(\bigoplus_{j \in J} A\right) \cong(P \oplus Q) \otimes_{A}\left(P^{\prime} \oplus Q^{\prime}\right) \cong \\
& \cong\left(P \otimes_{A} P^{\prime}\right) \oplus\left(P \otimes_{A} Q^{\prime}\right) \oplus\left(Q \otimes_{A} P^{\prime}\right) \oplus\left(Q \otimes_{A} Q^{\prime}\right) .
\end{aligned}
$$

Then, if we define $R:=\left(P \otimes_{A} Q^{\prime}\right) \oplus\left(Q \otimes_{A} P^{\prime}\right) \oplus\left(Q \otimes_{A} Q^{\prime}\right)$, we have that $\left(P \otimes_{A} P^{\prime}\right) \oplus R \cong$ $\bigoplus_{i \in I, j \in J} A$ is free. Hence $P \otimes_{A} P^{\prime}$ is projective by lemma 2.1.14 ((iv) $\left.\Longrightarrow(\mathrm{i})\right)$.

Lemma 2.1.40. Let $P$ and $P^{\prime}$ be finitely generated projective $A$-modules. Then $P \otimes_{A} P^{\prime}$ is also finitely generated and projective over $A$ and

$$
\operatorname{rank}_{A}\left(P \otimes_{A} P^{\prime}\right)=\operatorname{rank}_{A}(P) \cdot \operatorname{rank}_{A}\left(P^{\prime}\right)
$$

as functions on $\operatorname{Spec}(A)$ (i.e. for any $\mathfrak{p} \in \operatorname{Spec}(A)$ we have that $\operatorname{rank}_{A}\left(P \otimes_{A} P^{\prime}\right)(\mathfrak{p})=$ $\left.\operatorname{rank}_{A}(P)(\mathfrak{p}) \cdot \operatorname{rank}_{A}\left(P^{\prime}\right)(\mathfrak{p})\right)$.

Proof. We have that $P \otimes_{A} P^{\prime}$ is projective by lemma 2.1.39. Moreover, if $\left(v_{1}, \ldots, v_{n}\right)$ generates $P$ and $\left(w_{1}, \ldots, w_{m}\right)$ generates $P^{\prime}$, then $P \otimes_{A} P^{\prime}$ is generated by $\left(v_{i} \otimes\right.$ $\left.w_{j}\right)_{i=1, \ldots, n, j=1, \ldots, m}$. So $P \otimes_{A} P^{\prime}$ is finitely generated over $A$.
Let now $\mathfrak{p} \in \operatorname{Spec}(A)$. By corollary 2.1.33(1), $P_{\mathfrak{p}}$ and $P_{\mathfrak{p}}^{\prime}$ are both free of finite rank over $A_{\mathfrak{p}}$. Let $n:=\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)$ and $m:=\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}^{\prime}\right)$ (by definition of $\operatorname{rank}_{A}(P)$, this means that $n=\operatorname{rank}_{A}(P)(\mathfrak{p})$ and $\left.m=\operatorname{rank}_{A}\left(P^{\prime}\right)(\mathfrak{p})\right)$. Then $P_{\mathfrak{p}} \cong A_{\mathfrak{p}}^{n}$ and $P_{\mathfrak{p}}^{\prime} \cong A_{\mathfrak{p}}^{m}$. Since the localization commutes with tensor products and direct sums (see lemmas 2.1.38 and 2.1.19, recalling that localization at $\mathfrak{p}$ corresponds to tensor product with $A_{\mathfrak{p}}$ ), we have that

$$
\left(P \otimes_{A} P^{\prime}\right)_{\mathfrak{p}} \cong P_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} P_{\mathfrak{p}}^{\prime} \cong A_{\mathfrak{p}}^{n} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}}^{m} \cong \bigoplus_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}}\left(A_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}}\right) \cong \bigoplus_{\substack{i=1, \ldots, n \\ j=1, \ldots, m}} A_{\mathfrak{p}} \cong A_{\mathfrak{p}}^{n m}
$$

as $A_{\mathfrak{p}}$-modules (notice that lemma 2.1.19 gives only an isomorphism of $A$-modules, but it is immediate to check that in this case that isomorphism is also $A_{\mathfrak{p}}$-linear). Then, by definition of the rank for finitely generated projective $A$-modules, we get that

$$
\operatorname{rank}_{A}\left(P \otimes_{A} P^{\prime}\right)(\mathfrak{p})=n m=\operatorname{rank}_{A}(P)(\mathfrak{p}) \cdot \operatorname{rank}_{A}\left(P^{\prime}\right)(\mathfrak{p})
$$

We will see now the link between faithfully projective and faithfully flat $A$ modules.
Lemma 2.1.41. Let $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ be a sequence of $A$-modules. We have $M_{0} \xrightarrow{f}$ $M_{1} \xrightarrow{g} M_{2}$ is exact if and only if for every prime ideal $\mathfrak{p}$ of $A$ the sequence of $A_{\mathfrak{p}}$ modules $\left(M_{0}\right)_{\mathfrak{p}} \xrightarrow{f_{\mathfrak{p}}}\left(M_{1}\right)_{\mathfrak{p}} \xrightarrow{g_{\mathfrak{p}}}\left(M_{2}\right)_{\mathfrak{p}}$ is exact.

Proof. Notice that, as in the proof of lemma 2.1.28(2), we have $\operatorname{Ker}\left(g_{\mathfrak{p}}\right)=\operatorname{Ker}(g)_{\mathfrak{p}}$ and $\operatorname{Im}\left(f_{\mathfrak{p}}\right)=\operatorname{Im}(f)_{\mathfrak{p}}$, for every prime ideal $\mathfrak{p}$ of $A$.
Assume now that $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ is exact, i.e. $\operatorname{Ker}(g)=\operatorname{Im}(f)$. Then, for any prime ideal $\mathfrak{p}$ of $A$, we have that

$$
\operatorname{Ker}\left(g_{\mathfrak{p}}\right)=\operatorname{Ker}(g)_{\mathfrak{p}}=\operatorname{Im}(f)_{\mathfrak{p}}=\operatorname{Im}\left(f_{\mathfrak{p}}\right)
$$

which means that the sequence $\left(M_{0}\right)_{\mathfrak{p}} \xrightarrow{f_{\mathfrak{p}}}\left(M_{1}\right)_{\mathfrak{p}} \xrightarrow{g_{\mathfrak{p}}}\left(M_{2}\right)_{\mathfrak{p}}$ is exact.
Conversely, assume that, for every prime ideal $\mathfrak{p}$ of $A$, the sequence $\left(M_{0}\right)_{\mathfrak{p}} \xrightarrow{f_{\mathfrak{p}}}$ $\left(M_{1}\right)_{\mathfrak{p}} \xrightarrow{g_{\mathfrak{p}}}\left(M_{2}\right)_{\mathfrak{p}}$ is exact, i.e. $\operatorname{Ker}\left(g_{\mathfrak{p}}\right)=\operatorname{Im}\left(f_{\mathfrak{p}}\right)$. In particular, we have that $0=g_{\mathfrak{p}} \circ f_{\mathfrak{p}}=(g \circ f)_{\mathfrak{p}}$ and so $0=\operatorname{Im}\left((g \circ f)_{\mathfrak{p}}\right)=\operatorname{Im}(g \circ f)_{\mathfrak{p}}$ (the last equality
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can be checked as in the proof of lemma 2.1.28(2)), for every prime ideal $\mathfrak{p}$ of $A$. By lemma 2.1.28(1), this implies that $\operatorname{Im}(g \circ f)=0$, i.e. $g \circ f=0$. It follows that $\operatorname{Im}(f) \subseteq \operatorname{Ker}(g)$. Consider now the quotient $\operatorname{Ker}(g) / \operatorname{Im}(f)$. Since the localization commutes with quotients, we have that

$$
(\operatorname{Ker}(g) / \operatorname{Im}(f))_{\mathfrak{p}} \cong \operatorname{Ker}(g)_{\mathfrak{p}} / \operatorname{Im}(f)_{\mathfrak{p}}=\operatorname{Ker}\left(g_{\mathfrak{p}}\right) / \operatorname{Im}\left(f_{\mathfrak{p}}\right)=0
$$

for any prime ideal $\mathfrak{p}$ of $A$. By lemma 2.1.28(1), we have $\operatorname{Ker}(g) / \operatorname{Im}(f)=0$, i.e. $\operatorname{Ker}(g)=\operatorname{Im}(f)$. Hence $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ is exact.

Lemma 2.1.42. Let $P$ be a finitely generated projective $A$-module. The following are equivalent:
(i) $P$ is faithfully flat;
(ii) for any $A$-module $M$, we have that $M=0$ if and only if $M \otimes_{A} P=0$;
(iii) the map $\mu: A \rightarrow \operatorname{End}_{\mathbb{Z}}(P), a \mapsto(x \mapsto a x)$ is injective;
(iv) $P$ is faithfully projective.

Proof. (i) $\Longrightarrow$ (ii) Let $M$ be an $A$-module. Consider the sequence $0 \rightarrow M \rightarrow 0$ (with the only possible maps, i.e. the zero maps). Since $P$ is faithfully flat, we have that $0 \rightarrow M \rightarrow 0$ is exact if and only if $0=0 \otimes_{A} P \rightarrow M \otimes_{A} P \rightarrow 0 \otimes_{A} P=0$ is exact. On the other hand, by definition of exact sequence, we have that $0 \rightarrow M \rightarrow 0$ is exact if and only if $M=0$ and $0 \rightarrow M \otimes_{A} P \rightarrow 0$ is exact if and only if $M \otimes_{A} P=0$. Hence $M=0$ if and only if $M \otimes_{A} P=0$.
(ii) $\Longrightarrow$ (iii) First of all, notice that $\operatorname{End}_{\mathbb{Z}}(P)$ is an abelian group, with operation given by $(f+g)(x)=f(x)+g(x)$, for any $f, g \in \operatorname{End}_{\mathbb{Z}}(P), x \in P$ (and identity element the zero map). We check now that $\mu: A \rightarrow \operatorname{End}_{\mathbb{Z}}(P)$ is well defined. Let $a \in A$. By definition of $A$-module, we have that $\mu(a)\left(x_{1}+x_{2}\right)=a\left(x_{1}+\right.$ $\left.x_{2}\right)=a x_{1}+a x_{2}=\mu(a)\left(x_{1}\right)+\mu(a)\left(x_{2}\right)$ for any $x_{1}, x_{2} \in P$. So $\mu(a): P \rightarrow P$ is a group homomorphism, i.e. it is $\mathbb{Z}$-linear. Then $\mu(a) \in \operatorname{End}_{\mathbb{Z}}(P)$ for any $a \in A$, which shows that $\mu$ is well defined. Let now $a_{1}, a_{2} \in A$. By definition of $A$-module, we have that

$$
\begin{aligned}
\mu\left(a_{1}+a_{2}\right)(x)=\left(a_{1}+a_{2}\right) x= & a_{1} x+a_{2} x= \\
& =\mu\left(a_{1}\right)(x)+\mu\left(a_{2}\right)(x)=\left(\mu\left(a_{1}\right)+\mu\left(a_{2}\right)\right)(x)
\end{aligned}
$$

for any $x \in P$ and so $\mu\left(a_{1}+a_{2}\right)=\mu\left(a_{1}\right)+\mu\left(a_{2}\right)$. Then $\mu$ is a group homomorphism from $(A,+)$ to $\operatorname{End}_{\mathbb{Z}}(P)$. So, in order to prove that $\mu$ is injective, it is enough to show that $\operatorname{Ker}(\mu)=0$. We have that

$$
\begin{aligned}
& \operatorname{Ker}(\mu)=\{a \in A \mid \mu(a)=0\}= \\
& \quad=\{a \in A \mid \forall x \in P \quad 0=\mu(a)(x)=a x\}=\operatorname{Ann}_{A}(P) .
\end{aligned}
$$

We know that $\operatorname{Ann}_{A}(P)$ is an ideal of $A$, so we can see it as an $A$-module. For any $a \in \operatorname{Ann}_{A}(P), x \in P$ we have that $a \otimes x=(a \cdot 1) \otimes x=a(1 \otimes x)=1 \otimes(a x)=$
$1 \otimes 0=0$. Then, since $\operatorname{Ann}_{A}(P) \otimes_{A} P$ is generated by pure tensors, we have that $\operatorname{Ann}_{A}(P) \otimes_{A} P=0$. By assumption, this implies that $\operatorname{Ker}(\mu)=\operatorname{Ann}_{A}(P)=0$. So $\mu$ is injective.
(iii) $\Longrightarrow$ (iv) Since we already know that $P$ is finitely generated and projective, it is enough to check that $\operatorname{rank}_{A}(P) \geq 1$. Let $\mathfrak{p}$ be a prime ideal of $A$. Assume by contradiction that $P_{\mathfrak{p}}=0$. Let $\left(w_{1}, \ldots, w_{n}\right)$ be a set of generators of $P$. Since $P_{\mathfrak{p}}=0$, for any $i=1, \ldots, n$ we have that $\frac{w_{i}}{1}=0$, which means that there exists $u_{i} \in A \backslash \mathfrak{p}$ such that $u_{i} w_{i}=0$. Define $u:=\prod_{i=1}^{n} u_{i}$. Since $\mathfrak{p}$ is prime, we have that $A \backslash \mathfrak{p}$ is multiplicative and so $u \in A \backslash \mathfrak{p}$. For any $j=1, \ldots, n$, we have

$$
u w_{j}=\left(\prod_{i=1}^{n} u_{i}\right) w_{j}=\left(\prod_{i \neq j} u_{i}\right) u_{j} w_{j}=\left(\prod_{i \neq j} u_{i}\right) \cdot 0=0
$$

Since $\left(w_{1}, \ldots, w_{n}\right)$ generates $P$ and multiplication by $u$ is $A$-linear, it follows that $u x=0$ for any $x \in P$. This means that $\mu(u)=0=\mu(0)$. By assumptions, we must have that $u=0 \in \mathfrak{p}$, which is a contradiction with the fact that $u \in A \backslash \mathfrak{p}$. Then $P_{\mathfrak{p}} \neq 0$, which implies that $\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right) \neq 0$ and, since the rank is a non-negative integer by definition, $\operatorname{rank}_{A}(P)(\mathfrak{p})=\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right) \geq 1$.
(iv) $\Longrightarrow$ (i) Let $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ be a sequence of $A$-modules. Since $P$ is projective, by corollary 2.1.22 we have that $P$ is flat. Then, if $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ is exact, we have that also the induced sequence $M_{0} \otimes_{A} P \xrightarrow{f \otimes \operatorname{id}_{P}} M_{1} \otimes_{A} P \xrightarrow{g \otimes \mathrm{id}_{P}} M_{2} \otimes_{A} P$ is exact.
Conversely, assume that $M_{0} \otimes_{A} P \xrightarrow{f \otimes \operatorname{id}_{P}} M_{1} \otimes_{A} P \xrightarrow{g \otimes \operatorname{id}_{P}} M_{2} \otimes_{A} P$ is exact. Let $\mathfrak{p}$ be a prime ideal of $A$. By lemma 2.1.41, we have that the sequence of $A_{\mathfrak{p}}$-modules

$$
\left(M_{0} \otimes_{A} P\right)_{\mathfrak{p}} \xrightarrow{\left(f \otimes \mathrm{id}_{P}\right)_{\mathfrak{p}}}\left(M_{1} \otimes_{A} P\right)_{\mathfrak{p}} \xrightarrow{\left(g \otimes \operatorname{id}_{P}\right)_{\mathfrak{p}}}\left(M_{2} \otimes_{A} P\right)_{\mathfrak{p}}
$$

is exact. By lemma 2.1.38, we have that $\left(M_{i} \otimes_{A} P_{i}\right)_{\mathfrak{p}} \cong\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} P_{\mathfrak{p}}$ as $A_{\mathfrak{p}^{-}}$ modules, for $i=0,1,2$. Denote by $\Phi_{i}:\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} P_{\mathfrak{p}} \rightarrow\left(M_{i} \otimes_{A} P\right)_{\mathfrak{p}}$ the corresponding isomorphism, as in the proof of that lemma, i.e. $\Phi_{i}\left(\frac{m}{s} \otimes \frac{x}{t}\right)=$ $\frac{m \otimes x}{s t}$ for any $m \in M_{i}, x \in P, s, t \in A \backslash \mathfrak{p}$. Consider the following diagram.


For any $m \in M_{0}, x \in P, s, t \in A \backslash \mathfrak{p}$, we have that

$$
\begin{aligned}
\left(\Phi_{1} \circ\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{P_{\mathfrak{p}}}\right)\right)\left(\frac{m}{s} \otimes \frac{x}{t}\right) & =\Phi_{1}\left(f_{\mathfrak{p}}\left(\frac{m}{s}\right) \otimes \frac{x}{t}\right)= \\
=\Phi_{1}\left(\frac{f(m)}{s} \otimes \frac{x}{t}\right)=\frac{f(m) \otimes x}{s t} & =\frac{\left(f \otimes \operatorname{id}_{P}\right)(m \otimes x)}{s t}= \\
=\left(f \otimes \operatorname{id}_{P}\right)_{\mathfrak{p}}\left(\frac{m \otimes x}{s t}\right) & =\left(f \otimes \operatorname{id}_{P}\right)_{\mathfrak{p}}\left(\Phi_{0}\left(\frac{m}{s} \otimes \frac{x}{t}\right)\right)
\end{aligned}
$$

So $\Phi_{1} \circ\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{P_{\mathfrak{p}}}\right)=\left(f \otimes \operatorname{id}_{P}\right)_{\mathfrak{p}} \circ \Phi_{0}$ (since the maps are $A_{\mathfrak{p}}$-linear, it is enough to check equality on pure tensors). Analogously, one can check that $\Phi_{2} \circ\left(g_{\mathfrak{p}} \otimes \operatorname{id}_{P_{\mathfrak{p}}}\right)=\left(g \otimes \operatorname{id}_{P}\right)_{\mathfrak{p}} \circ \Phi_{1}$. So the diagram is commutative. Since the lower row is exact, the upper one is also exact. Since $P$ is finitely generated and projective, by corollary 2.1 .33 we have that $P_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module of finite rank. Then $P_{\mathfrak{p}} \cong A_{\mathfrak{p}}^{n}$ as $A_{\mathfrak{p}}$-modules, where $n=\operatorname{rank}_{A_{\mathfrak{p}}}\left(P_{\mathfrak{p}}\right)$. If $\vartheta: P_{\mathfrak{p}} \rightarrow A_{\mathfrak{p}}^{n}$ is an isomorphism of $A_{\mathfrak{p}}$-modules, we have induced isomorphisms of $A_{\mathfrak{p}}$-modules $\operatorname{id}_{M_{i}} \otimes \vartheta:\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} P_{\mathfrak{p}} \rightarrow\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}}^{n}$, for $i=0,1,2$. Moreover, $\left(\operatorname{id}_{M_{1}} \otimes \vartheta\right) \circ$ $\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{P_{\mathfrak{p}}}\right)=f_{\mathfrak{p}} \otimes \vartheta=\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{A_{\mathfrak{p}}^{n}}\right) \circ\left(\mathrm{id}_{M_{0}} \otimes \vartheta\right)$ and $\left(\operatorname{id}_{M_{2}} \otimes \vartheta\right) \circ\left(g_{\mathfrak{p}} \otimes \operatorname{id}_{P_{\mathfrak{p}}}\right)=$ $g_{\mathfrak{p}} \otimes \vartheta=\left(g_{\mathfrak{p}} \otimes \operatorname{id}_{A_{\mathfrak{p}}^{n}}\right) \circ\left(\operatorname{id}_{M_{1}} \otimes \vartheta\right)$. So the following diagram is commutative.

Then, since the upper row is exact, the lower row is also exact. By lemma 2.1.19 (with $A_{\mathfrak{p}}$ instead of $A$ and exchanging the order of the factors), we have isomorphisms of $A_{\mathfrak{p}}$-modules $\psi_{\left(M_{i}\right)_{\mathfrak{p}}}:\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}}^{n} \rightarrow\left(\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}}\right)^{n}$, for $i=0,1,2$. On the other hand, we have canonical isomorphisms of $A_{\mathrm{p}}$-modules $\sigma_{i}:\left(M_{i}\right)_{\mathfrak{p}} \otimes_{A_{\mathfrak{p}}} A_{\mathfrak{p}} \rightarrow\left(M_{i}\right)_{\mathfrak{p}}, m \otimes \lambda \mapsto \lambda m$, for $i=0,1,2$. Consider the following diagram.


For any $m \in M_{0},\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in A_{\mathfrak{p}}^{n}$ we have that

$$
\begin{aligned}
& \left(\sigma_{1}^{n} \circ \psi_{\left(M_{1}\right)_{\mathfrak{p}}} \circ\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{A_{\mathfrak{p}}^{n}}\right)\right)\left(m \otimes\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right)= \\
& =\sigma_{1}^{n}\left(\psi_{\left(M_{1}\right)_{\mathfrak{p}}}\left(f_{\mathfrak{p}}(m) \otimes\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right)\right)=\sigma_{1}^{n}\left(\left(f_{\mathfrak{p}}(m) \otimes \lambda_{1}, \ldots, f_{\mathfrak{p}}(m) \otimes \lambda_{n}\right)\right)= \\
& =\left(\sigma_{1}\left(f_{\mathfrak{p}}(m) \otimes \lambda_{1}\right), \ldots, \sigma_{1}\left(f_{\mathfrak{p}}(m) \otimes \lambda_{n}\right)\right)=\left(\lambda_{1} f_{\mathfrak{p}}(m), \ldots, \lambda_{n} f_{\mathfrak{p}}(m)\right)= \\
& \quad=\left(f_{\mathfrak{p}}\left(\lambda_{1} m\right), \ldots, f_{\mathfrak{p}}\left(\lambda_{n} m\right)\right)=f_{\mathfrak{p}}^{n}\left(\left(\lambda_{1} m, \ldots, \lambda_{n} m\right)\right)= \\
& =f_{\mathfrak{p}}\left(\left(\sigma_{0}\left(m \otimes \lambda_{1}\right), \ldots, \sigma_{0}\left(m \otimes \lambda_{n}\right)\right)\right)=f_{\mathfrak{p}}\left(\sigma_{0}^{n}\left(\left(m \otimes \lambda_{1}, \ldots, m \otimes \lambda_{n}\right)\right)\right)= \\
& \quad=\left(f_{\mathfrak{p}} \circ \sigma_{0}^{n}\right)\left(\psi_{\left(M_{0}\right)_{\mathfrak{p}}}\left(m \otimes\left(\lambda_{1}, \ldots, \lambda_{n}\right)\right)\right) .
\end{aligned}
$$

So $\sigma_{1}^{n} \circ \psi_{\left(M_{1}\right)_{\mathfrak{p}}} \circ\left(f_{\mathfrak{p}} \otimes \operatorname{id}_{A_{\mathfrak{p}}^{n}}\right)=f_{\mathfrak{p}} \circ \sigma_{0}^{n} \circ \psi_{\left(M_{0}\right)_{\mathfrak{p}}}$ (since the maps are $A_{\mathfrak{p}}$-linear, it is enough to check equality on pure tensors). Analogously, one can show that $\sigma_{2}^{n} \circ \psi_{\left(M_{2}\right)_{\mathfrak{p}}} \circ\left(g_{\mathfrak{p}} \otimes \operatorname{id}_{A_{\mathfrak{p}}^{n}}\right)=g_{\mathfrak{p}} \circ \sigma_{1}^{n} \circ \psi_{\left(M_{1}\right)_{\mathfrak{p}}}$. So the diagram is commutative. Since the upper row is exact, the lower row must also be exact. This means that $\operatorname{Ker}\left(g_{\mathrm{p}}^{n}\right)=\operatorname{Im}\left(f_{\mathfrak{p}}^{n}\right)$. It is easy to check that

$$
\operatorname{Ker}\left(g_{\mathfrak{p}}^{n}\right)=\operatorname{Ker}\left(g_{\mathfrak{p}}\right)^{n}
$$

and

$$
\operatorname{Im}\left(f_{\mathfrak{p}}^{n}\right)=\operatorname{Im}\left(f_{\mathfrak{p}}\right)^{n}
$$

(see the proof of corollary 2.1.20). Then we must have $\operatorname{Ker}\left(g_{\mathfrak{p}}\right)=\operatorname{Im}\left(f_{\mathfrak{p}}\right)$, i.e. the sequence $\left(M_{0}\right)_{\mathfrak{p}} \xrightarrow{f_{\mathfrak{p}}}\left(M_{1}\right)_{\mathfrak{p}} \xrightarrow{g_{\mathfrak{p}}}\left(M_{2}\right)_{\mathfrak{p}}$ is exact. Since this holds for any prime ideal $\mathfrak{p}$ of $A$, applying again lemma 2.1 .41 we get that $M_{0} \xrightarrow{f} M_{1} \xrightarrow{g} M_{2}$ is exact. Hence $P$ is faithfully flat.

Now we want to define the trace also for endomorphisms of a finitely generated projective $A$-module (see 2.1.1 for the definition in the case of free $A$-modules of finite rank). This will later allow us to define projective separable $A$-algebras. For any $A$-module $P$, we denote by $P^{*}$ the dual of $P$, i.e. $P^{*}:=\operatorname{Hom}_{A}(A, P)$.

Lemma 2.1.43. Let $M$ be an $A$-module. For any $A$-module $P$ we have an $A$-linear map

$$
\vartheta_{P, M}: P^{*} \otimes_{A} M \rightarrow \operatorname{Hom}_{A}(P, M), f \otimes m \mapsto(p \mapsto f(p) \cdot m)
$$

(extended by linearity). If $P=\oplus_{i=1}^{n} P_{i}$, for some $A$-modules $P_{1}, \ldots, P_{n}$, then $\vartheta_{P, M}$ is bijective if and only if $\vartheta_{P_{i}, M}$ is bijective for every $i=1, \ldots, n$.

Proof. First of all, we prove that $\vartheta_{P, M}$ is well defined, for any $A$-module $P$. For any $f \in P^{*}, m \in M$, consider the map $\vartheta_{f, m}: P \rightarrow M, p \mapsto f(p) \cdot m$. For any $\lambda_{1}, \lambda_{2} \in A$, $p_{1}, p_{2} \in P$, we have that $f\left(\lambda_{1} p_{1}+\lambda_{2} p_{2}\right)=\lambda_{1} f\left(p_{1}\right)+\lambda_{2} f\left(p_{2}\right)$, because $f$ is $A$-linear. So

$$
\begin{aligned}
\vartheta_{f, m}\left(\lambda_{1} p_{1}+\lambda_{2} p_{2}\right) & =f\left(\lambda_{1} p_{1}+\lambda_{2} p_{2}\right) \cdot m=\left(\lambda_{1} f\left(p_{1}\right)+\lambda_{2} f\left(p_{2}\right)\right) \cdot m= \\
& =\lambda_{1}\left(f\left(p_{1}\right) \cdot m\right)+\lambda_{2}\left(f\left(p_{2}\right) \cdot m\right)=\lambda_{1} \vartheta_{f, m}\left(p_{1}\right)+\lambda_{2} \vartheta_{f, m}\left(p_{2}\right) .
\end{aligned}
$$

Then $\vartheta_{f, m}$ is $A$-linear, i.e. $\vartheta_{f, m} \in \operatorname{Hom}_{A}(P, M)$. So we can consider the map

$$
\Theta_{P, M}: P^{*} \times M \rightarrow \operatorname{Hom}_{A}(P, M), f \mapsto \vartheta_{f, m}
$$

We claim that this map is $A$-bilinear. Let $\lambda_{1}, \lambda_{2} \in A, f_{1}, f_{2} \in P^{*}$ and $m \in M$. For any $p \in P$, we have that $\left(\lambda_{1} f_{1}+\lambda_{2} f_{2}\right)(p)=\lambda_{1} f_{1}(p)+\lambda_{2} f_{2}(p)$, by definition of the $A$-module structure on $P^{*}$, and so

$$
\begin{aligned}
\vartheta_{\lambda_{1} f_{1}+\lambda_{2} f_{2}, m}(p)=( & \left.\lambda_{1} f_{1}+\lambda_{2} f_{2}\right)(p) \cdot m=\left(\lambda_{1} f_{1}(p)+\lambda_{2} f_{2}(p)\right) \cdot m= \\
& =\lambda_{1}\left(f_{1}(p) \cdot m\right)+\lambda_{2}\left(f_{2}(p) \cdot m\right)=\lambda_{1} \vartheta_{f_{1}, m}(p)+\lambda_{2} \vartheta_{f_{2}, m}(p)
\end{aligned}
$$

Then

$$
\begin{aligned}
\Theta_{P, M}\left(\left(\lambda_{1} f_{1}+\lambda_{2} f_{2}, m\right)\right)=\vartheta_{\lambda_{1} f_{1}+\lambda_{2} f_{2}, m} & = \\
=\lambda_{1} \vartheta_{f_{1}, m}+\lambda_{2} \vartheta_{f_{2}, m} & =\lambda_{1} \Theta_{P, M}\left(\left(f_{1}, m\right)\right)+\lambda_{2} \Theta_{P, M}\left(\left(f_{2}, m\right)\right)
\end{aligned}
$$

On the other hand, if $f \in P^{*}, \lambda_{1}, \lambda_{2} \in A$ and $m_{1}, m_{2} \in M$, then for any $p \in P$ we have

$$
\begin{aligned}
\vartheta_{f, \lambda_{1} m_{1}+\lambda_{2} m_{2}}(p)= & f(p) \cdot\left(\lambda_{1} m_{1}+\lambda_{2} m_{2}\right)= \\
& =\lambda_{1}\left(f(p) \cdot m_{1}\right)+\lambda_{2}\left(f(p) \cdot m_{2}\right)=\lambda_{1} \vartheta_{f, m_{1}}(p)+\lambda_{2} \vartheta_{f, m_{2}}(p)
\end{aligned}
$$
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So

$$
\begin{aligned}
& \Theta_{P, M}\left(\left(f, \lambda_{1} m_{1}+\lambda_{2} m_{2}\right)\right)=\vartheta_{f, \lambda_{1} m_{1}+\lambda_{2} m_{2}}= \\
& \quad=\lambda_{1} \vartheta_{f, m_{1}}+\lambda_{2} \vartheta_{f, m_{2}}=\lambda_{1} \Theta_{P, M}\left(\left(f, m_{1}\right)\right)+\lambda_{2} \Theta_{P, M}\left(\left(f, m_{2}\right)\right) .
\end{aligned}
$$

This proves that $\Theta_{P, M}$ is $A$-bilinear, so it induces an $A$-linear map $\vartheta_{P, M}: P^{*} \otimes_{A} M \rightarrow$ $\operatorname{Hom}_{A}(P, M)$ as in the statement.
Assume now that $P=\bigoplus_{i=1}^{n} P_{i}$. As in lemma 2.1.9, consider the isomorphisms of $A$-modules $\varphi_{M}: \operatorname{Hom}_{A}(P, M) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, M\right)$ and $\varphi_{A}: P^{*}=\operatorname{Hom}_{A}(P, A) \rightarrow$ $\prod_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)=\prod_{i=1}^{n}\left(P_{i}\right)^{*}$. Since the direct sum of a finite family of $A$-modules coincides with its direct product, we have $\prod_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, M\right)=\bigoplus_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, M\right)$ and $\prod_{i=1}^{n}\left(P_{i}\right)^{*}=\bigoplus_{i=1}^{n}\left(P_{i}\right)^{*}$. Since $\varphi_{A}$ is an isomorphism, also $\varphi_{A} \otimes \operatorname{id}_{M}: P^{*} \otimes_{A}$ $M \rightarrow\left(\bigoplus_{i=1}^{n} P_{i}^{*}\right) \otimes_{A} M$ is an isomorphism. Consider moreover the isomorphism $\psi_{M}:\left(\bigoplus_{i=1}^{n} P_{i}^{*}\right) \otimes_{A} M \rightarrow \bigoplus_{i=1}^{n}\left(P_{i}^{*} \otimes_{A} M\right)$ as in lemma 2.1.19. Then we have the following diagram.


We claim that this diagram is commutative. Let $f \in \bar{P}^{*}$ and $m \in M$. We have that

$$
\varphi_{M}\left(\vartheta_{P, M}(f \otimes m)\right)=\varphi_{M}\left(\vartheta_{f, m}\right)=\left(\vartheta_{f, m} \circ q_{i}\right)_{i=1, \ldots, n}
$$

where we defined $q_{j}: P_{j} \rightarrow P, x \mapsto\left(\delta_{i j} x\right)_{i=1, \ldots, n}$ for any $j=1, \ldots, n$. On the other hand,

$$
\begin{aligned}
& \left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)\left(\left(\psi_{M} \circ\left(\varphi_{A} \otimes \operatorname{id}_{M}\right)\right)(f \otimes m)\right)= \\
& =\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)\left(\psi_{M}\left(\varphi_{A}(f) \otimes m\right)\right)=\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)\left(\psi_{M}\left(\left(f \circ q_{i}\right)_{i=1, \ldots, n} \otimes m\right)\right)= \\
& \quad=\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)\left(\left(\left(f \circ q_{i}\right) \otimes m\right)_{i=1, \ldots, n}\right)=\left(\vartheta_{f \circ q_{i}, m}\right)_{i=1, \ldots, n} .
\end{aligned}
$$

For any $i=1, \ldots, n$, we have that

$$
\left(\vartheta_{f, m} \circ q_{i}\right)(p)=\vartheta_{f, m}\left(q_{i}(p)\right)=f\left(q_{i}(p)\right) \cdot m=\left(f \circ q_{i}\right)(p) \cdot m=\vartheta_{f \circ q_{i}, m}(p)
$$

for any $p \in P_{i}$ and so $\vartheta_{f, m} \circ q_{i}=\vartheta_{f \circ q_{i}, m}$. This proves that

$$
\left(\varphi_{M} \circ \vartheta_{P, M}\right)(f \otimes m)=\left(\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right) \circ\left(\psi_{M} \circ\left(\varphi_{A} \otimes \operatorname{id}_{M}\right)\right)\right)(f \otimes m) .
$$

Then $\varphi_{M} \circ \vartheta_{P, M}=\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right) \circ\left(\psi_{M} \circ\left(\varphi_{A} \otimes \mathrm{id}_{M}\right)\right)$ (since we are dealing with $A$-linear maps, it is enough to check equality on pure tensors), i.e. the diagram is
commutative. Since $\varphi_{M}$ and $\psi_{M} \circ\left(\varphi_{A} \otimes \mathrm{id}_{M}\right)$ are isomorphisms, it follows that $\vartheta_{P, M}$ is bijective if and only if $\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}$ is bijective. It is easy to prove that

$$
\operatorname{Ker}\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)=\bigoplus_{i=1}^{n} \operatorname{Ker}\left(\vartheta_{P_{i}, M}\right)
$$

and

$$
\operatorname{Im}\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)=\bigoplus_{i=1}^{n} \operatorname{Im}\left(\vartheta_{P_{i}, M}\right)
$$

(see the proof of corollary 2.1.20). So we have that $\operatorname{Ker}\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)=0$ if and only if $\operatorname{Ker}\left(\vartheta_{P_{i}, M}\right)=0$ for any $i=1, \ldots, n$, i.e. $\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}$ is injective if and only if $\vartheta_{P_{i}, M}$ is injective for any $i=1, \ldots, n$, and $\operatorname{Im}\left(\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}\right)=\bigoplus_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, M\right)$ if and only if $\operatorname{Im}\left(\vartheta_{P_{i}, M}\right)=\operatorname{Hom}_{A}\left(P_{i}, M\right)$ for any $i=1, \ldots, n$, i.e. $\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}$ is surjective if and only if $\vartheta_{P_{i}, M}$ is surjective for any $i=1, \ldots, n$. Hence $\bigoplus_{i=1}^{n} \vartheta_{P_{i}, M}$ is bijective if and only if $\vartheta_{P_{i}, M}$ is bijective for every $i=1, \ldots, n$, which ends the proof.

Remark 2.1.44. A key point in the proof of lemma 2.1.43 was the fact that we were dealing with a finite direct sum. The result is not true for infinite direct sums. Otherwise the corollary we are about to prove would hold for any projective $A$ module and, in the case when $A=k$ is a field, this would imply that $\vartheta_{P, M}$ is bijective for every two $k$-vector spaces $P$ and $M$ (because all $k$-vector spaces are free and hence projective). A counterexample is given by $P=M=k[x]$.

Corollary 2.1.45. Let $P$ and $M$ be $A$-modules, with $P$ finitely generated and projective. The map $\vartheta_{P, M}: P^{*} \otimes_{A} M \rightarrow \operatorname{Hom}_{A}(P, M)$ defined in lemma 2.1.43 is an isomorphism of $A$-modules.

Proof. We already know that $\vartheta_{P, M}$ is $A$-linear, so we have to prove only that it is bijective. Since $P$ is finitely generated and projective, by corollary 2.1.15 there exist an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $P \oplus Q \cong A^{n}$. By lemma 2.1.43, in order to prove that $\vartheta_{P, M}$ is bijective, it is enough to show that $\vartheta_{A^{n}, M}$ is bijective. By the same lemma, in order to prove that $\vartheta_{A^{n}, M}$ is bijective, it is enough to prove that $\vartheta_{A, M}$ is bijective. We have that $A^{*} \cong A$ via $\varphi: A^{*} \rightarrow A, f \mapsto f(1)$. Then $\varphi \otimes \mathrm{id}_{M}: A^{*} \otimes_{A} M \rightarrow A \otimes_{A} M$ is also an isomorphism. Moreover, $A \otimes_{A} M \cong M$ via $\psi: A \otimes_{A} M \rightarrow M, a \otimes m \rightarrow a m$ and $\operatorname{Hom}_{A}(A, M) \cong M$ via $\varphi^{\prime}: \operatorname{Hom}_{A}(A, M) \rightarrow$ $M, f \mapsto f(1)$. Consider now the following diagram.


For any $f \in A^{*}, m \in M$, we have that

$$
\begin{aligned}
\varphi^{\prime}\left(\vartheta_{A, M}(f \otimes m)\right)=\varphi^{\prime}\left(\vartheta_{f, m}\right) & =\vartheta_{f, m}(1)=f(1) \cdot m= \\
& =\varphi(f) m=\psi(\varphi(f) \otimes m)=\psi\left(\left(\varphi \otimes \operatorname{id}_{M}\right)(f \otimes m)\right) .
\end{aligned}
$$
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So $\varphi^{\prime} \circ \vartheta_{A, M}=\psi \circ\left(\varphi \otimes \operatorname{id}_{M}\right)$ (by linearity, it is enough to check equality on pure tensors). Since $\varphi^{\prime}, \psi$ and $\varphi \otimes \operatorname{id}_{M}$ are isomorphisms, we get that $\vartheta_{A, M}=\left(\varphi^{\prime}\right)^{-1} \circ$ $\psi \circ\left(\varphi \otimes \operatorname{id}_{M}\right)$ is bijective, because it is a composition of bijections. This ends the proof.

Lemma 2.1.46. Let $P$ be an $A$-module. For any $f \in P^{*}, p \in P$, define $\alpha_{P}(f \otimes p)=$ $f(p)$. This definition can be extended to an $A$-linear map $\alpha_{P}: P^{*} \otimes_{A} P \rightarrow A$.
Proof. By the universal property of the tensor product, it is enough to prove that the map $P^{*} \times P \rightarrow A,(f, p) \mapsto f(p)$ is $A$-bilinear. This is immediate: the linearity in $f$ follows from the definition of the $A$-module structure on $P^{*}$ and the linearity in $p$ follows from the linearity of $f$.

Definition 2.1.47. Let $P$ be a finitely generated projective $A$-module, $\vartheta_{P, P}: P^{*} \otimes_{A}$ $P \rightarrow \operatorname{Hom}_{A}(P, P)$ as in lemma 2.1.43 and $\alpha_{P}: P^{*} \otimes_{A} P \rightarrow A$ as in lemma 2.1.46. For any endomorphism $f \in \operatorname{End}_{A}(P):=\operatorname{Hom}_{A}(P, P)$, we define the trace of $f$ over $A$ as $\operatorname{Tr}(f)=\left(\alpha_{P} \circ \vartheta_{P, P}^{-1}\right)(f)$ (we will write $\operatorname{Tr}_{P / A}(f)$ when confusion can arise).
Remark 2.1.48. The map $\operatorname{Tr}: \operatorname{End}_{A}(P) \rightarrow A, f \mapsto \operatorname{Tr}(f)$ is $A$-linear, because it is the composition of the $A$-linear maps $\vartheta_{P, P}$ and $\alpha_{P}$.

The following lemma gives a more explicit description of the trace.
Lemma 2.1.49. Let $P$ be a finitely generated and projective $A$-module. Then:
(1) there exist $n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in P$ and $f_{1}, \ldots, f_{n} \in P^{*}$ such that, for every $x \in P$, we have $x=\sum_{i=1}^{n} f_{i}(x) x_{i} ;$
(2) if $n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in P$ and $f_{1}, \ldots, f_{n} \in P^{*}$ are as in point (1), then for every $\varphi \in \operatorname{End}_{A}(P)$ we have that $\operatorname{Tr}(\varphi)=\sum_{i=1}^{n} f_{i}\left(\varphi\left(x_{i}\right)\right)$.
Proof. (1) Since $P$ is finitely generated and projective, by corollary 2.1.15 there exists an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $P \oplus Q \cong A^{n}$. Then $P \oplus Q$ is free of rank $n$, which implies that it has a basis $\left(w_{1}, \ldots, w_{n}\right)$. For any $i=1, \ldots, n$, define $w_{i}^{*}: P \oplus Q \rightarrow A$, $w_{j} \mapsto \delta_{i j}$, extended by linearity. Let $w \in P \oplus Q$. Then there exists a unique $n$-tuple $\left(a_{1}, \ldots, a_{n}\right)$, with $a_{i} \in A$ for any $i=1, \ldots n$, such that $w=\sum_{i=1}^{n} a_{i} w_{i}$. For any $j=1, \ldots, n$ we have that

$$
w_{j}^{*}(w)=w_{j}^{*}\left(\sum_{i=1}^{n} a_{i} w_{i}\right)=\sum_{i=1}^{n} a_{i} w_{j}^{*}\left(w_{i}\right)=\sum_{i=1}^{n} a_{i} \delta_{i j}=a_{j} .
$$

So $w=\sum_{i=1}^{n} w_{i}^{*}(w) w_{i}$, for any $w \in P \oplus Q$. Define now $p_{P}: P \oplus Q \rightarrow$ $P,(p, q) \mapsto p$ and $\iota_{P}: P \rightarrow P \oplus Q, p \mapsto(p, 0)$. Then $p_{P}$ and $\iota_{P}$ are clearly $A$-linear and $p_{P} \circ \iota_{P}=\operatorname{id}_{P}$. For any $i=1, \ldots, n$ define $x_{i}:=p_{P}\left(w_{i}\right) \in P$ and $f_{i}:=w_{i}^{*} \circ \iota_{P} \in \operatorname{Hom}_{A}(P, A)=P^{*}$. For any $x \in P$ we have that

$$
\begin{aligned}
& x=p_{P}\left(\iota_{P}(x)\right)=p_{P}\left(\sum_{i=1}^{n} w_{i}^{*}\left(\iota_{P}(x)\right) w_{i}\right)= \\
&=\sum_{i=1}^{n}\left(w_{i}^{*} \circ \iota_{P}\right)(x) p_{P}\left(w_{i}\right)=\sum_{i=1}^{n} f_{i}(x) x_{i}
\end{aligned}
$$

as we wanted.
(2) Let $\varphi \in \operatorname{End}_{A}(P)=\operatorname{Hom}_{A}(P, P)$. Then, for any $i=1, \ldots, n$, we have that $f_{i} \circ \varphi \in \operatorname{Hom}_{A}(P, A)=P^{*}$. Consider $\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right) \otimes x_{i} \in P^{*} \otimes P$. Applying the definition of $\vartheta_{P, P}$ (lemma 2.1.43), we get that

$$
\vartheta_{P, P}\left(\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right) \otimes x_{i}\right)(x)=\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right)(x) x_{i}=\sum_{i=1}^{n} f_{i}(\varphi(x)) x_{i}=\varphi(x)
$$

for any $x \in P$. So $\vartheta_{P, P}\left(\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right) \otimes x_{i}\right)=\varphi$, which implies that $\sum_{i=1}^{n}\left(f_{i} \circ\right.$ $\varphi) \otimes x_{i}=\vartheta_{P, P}^{-1}(\varphi)$. Then the definition 2.1.47 gives us

$$
\begin{aligned}
\operatorname{Tr}(\varphi)=\left(\alpha_{P} \circ\right. & \left.\vartheta_{P, P}^{-1}\right)(\varphi)= \\
& =\alpha_{P}\left(\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right) \otimes x_{i}\right)=\sum_{i=1}^{n}\left(f_{i} \circ \varphi\right)\left(x_{i}\right)=\sum_{i=1}^{n} f_{i}\left(\varphi\left(x_{i}\right)\right) .
\end{aligned}
$$

Remark 2.1.50. (1) What we did in point (1) of lemma 2.1.49 for $P \oplus Q$ can be done for any free $A$-module $F$ of finite rank: if $\left(w_{1}, \ldots, w_{n}\right)$ is a basis of $F$ (see remark 2.1.2), then for any $i=1, \ldots, n$ we can define $w_{i}^{*} \in F^{*}$ by setting $w_{i}^{*}\left(w_{j}\right)=\delta_{i j}$ for every $j=1, \ldots, n$ and extending linearly. Then we have $w=\sum_{i=1}^{n} w_{i}^{*}(w) w_{i}$ for any $w \in F$. It is easy to check that $\left(w_{1}^{*}, \ldots, w_{n}^{*}\right)$ is a basis of $F^{*}$, called the dual basis of $\left(w_{1}, \ldots, w_{n}\right)$. What lemma 2.1.49(1) says is that, even if in the case of an arbitrary projective $A$-module $P$ we do not have a basis, we have a system of generators $\left(x_{1}, \ldots, x_{n}\right)$ of $P$ and a "dual" system of generators $\left(f_{1}, \ldots, f_{n}\right)$ of $P^{*}$ that behave in a similar way. Indeed, from the statement of $2.1 .49(1)$ it is clear that $\left(x_{1}, \ldots, x_{n}\right)$ generates $P$ and, on the other hand, for any $f \in P^{*}$ we have that $f=\sum_{i=1}^{n} f\left(x_{i}\right) f_{i}$, because $f(x)=f\left(\sum_{i=1}^{n} f_{i}(x) x_{i}\right)=\sum_{i=1}^{n} f_{i}(x) f\left(x_{i}\right)$ for any $x \in P$. However, while all bases of a free module of finite rank have the same cardinality (unless $A=0$, see remark 2.1.2), the $n$ that appears in the statement of lemma 2.1.49(1) is not unique. Indeed, in the proof $n$ was the rank of the free $A$-module $P \oplus Q$, but if we choose a different $Q$ we can get a different rank. For example, we can take $Q^{\prime}=Q \oplus A$ and then $P \oplus Q^{\prime}=P \oplus(Q \oplus A) \cong(P \oplus Q) \oplus A$ has rank $n+1$.
(2) Let $n, m \in \mathbb{N}, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m} \in P$ and $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{m} \in P^{*}$ be such that $x=\sum_{i=1}^{n} f_{i}(x) x_{i}=\sum_{j=1}^{m} g_{j}(x) y_{j}$ for every $x \in P$. From lemma 2.1.49(2) it follows that, for every $\varphi \in \operatorname{End}_{A}(P)$,

$$
\sum_{i=1}^{n} f_{i}\left(\varphi\left(x_{i}\right)\right)=\operatorname{Tr}(\varphi)=\sum_{j=1}^{m} g_{j}\left(\varphi\left(y_{j}\right)\right)
$$

This could be proved directly with some computations and then we could take the formula in 2.1.49(2) as the definition of the trace.
(3) We can use lemma 2.1.49 to prove that the two definitions of trace (2.1.1 and 2.1.47) coincide when $P$ is a finitely generated and free $A$-module. Let $P$
be a free $A$-module with basis $\left(w_{1}, \ldots, w_{n}\right)$ and let $\left(w_{1}^{*}, \ldots, w_{n}^{*}\right)$ be the dual basis. As in point (1), we have that $w=\sum_{i=1}^{n} w_{i}^{*}(w) w_{i}$ for any $w \in P$. Let $\varphi \in \operatorname{End}_{A}(P)$. For any $i=1, \ldots, n$ we have that $\varphi\left(w_{i}\right)=\sum_{j=1}^{n} w_{j}^{*}\left(\varphi\left(w_{i}\right)\right) w_{j}$, which means that $a_{i j}=w_{j}^{*}\left(\varphi\left(w_{i}\right)\right)$ for any $j=1, \ldots, n$, where $a_{i 1}, \ldots, a_{i n}$ are as in the definition 2.1.1. By lemma 2.1.49 we have that

$$
\operatorname{Tr}_{\text {projective }}(\varphi)=\sum_{i=1}^{n} w_{i}^{*}\left(\varphi\left(w_{i}\right)\right)=\sum_{i=1}^{n} a_{i i}=\operatorname{Tr}_{\text {free }}(\varphi)
$$

where we denoted by $\operatorname{Tr}_{\text {projective }}$ the trace defined in 2.1.47 and by $\operatorname{Tr}_{\text {free }}$ the trace defined in 2.1.1.
Now we turn our attention to $A$-algebras.
Definition 2.1.51. Let $B$ be an $A$-algebra.
(1) We say that $B$ is a finite projective $A$-algebra if it is finitely generated and projective as an $A$-module. In this case, we write $[B: A]$ for $\operatorname{rank}_{A}(B)$ (see the definition 2.1.35(1)).
(2) We say that $B$ is faithfully projective if it is finitely generated and faithfully projective as an $A$-module, i.e. if it is a finite projective $A$-algebra with [ $B$ : $A] \geq 1$ (i.e. $[B: A](\mathfrak{p}) \geq 1$ for any $\mathfrak{p} \in \operatorname{Spec}(A)$ ).
(3) We say that $B$ is a (faithfully) flat $A$-algebra if it is (faithfully) flat as an $A$-module.

We prove some easy properties about finite projective $A$-algebras, which we will need in the following section.

Lemma 2.1.52. Let $B_{1}, \ldots, B_{n}$ be $A$-algebras and define $B:=\prod_{i=1}^{n} B_{i}$. Then $B$ is a finite projective $A$-algebra if and only if $B_{i}$ is a finite projective $A$-algebra for every $i=1, \ldots, n$.

Proof. By definition of product of $A$-algebras, we have that, as an $A$-module, $B=$ $\prod_{i=1}^{n} B_{i}$ coincides with the direct sum $\bigoplus_{i=1}^{n} B_{i}$.
Assume now that $B_{i}$ is a finite projective $A$-algebra for every $i=1, \ldots, n$. This means that $B_{i}$ is finitely generated and projective as an $A$-module for every $i=1, \ldots, n$. By lemma 2.1.37, this implies that $\bigoplus_{i=1}^{n} B_{i}$ is finitely generated and projective as an $A$-module. So $B$ is a finite projective $A$-algebra.
Conversely, assume that $B$ is a finite projective $A$-algebra, i.e. $\bigoplus_{i=1}^{n} B_{i}$ is finitely generated and projective as an $A$-module. By corollary 2.1.10, it follows that $B_{i}$ is a projective $A$-module for every $i=1, \ldots, n$. Fix $j \in I$ and consider the projection $p_{j}: \bigoplus_{i=1}^{n} B_{i} \rightarrow B_{j},\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{j}$, which is $A$-linear and surjective. Then, if $\left(v_{1}, \ldots, v_{n}\right)$ generates $\bigoplus_{i=1}^{n} B_{i}$ as an $A$-module, we have that $\left(p_{j}\left(v_{1}\right), \ldots, p_{j}\left(v_{n}\right)\right)$ generates $B_{j}$ as an $A$-module. So $B_{j}$ is finitely generated. This shows that $B_{j}$ is a finite projective $A$-algebra.

Lemma 2.1.53. Let $B$ be an $A$-algebra and $P$ a $B$-module. Consider the induced $A$-module structure on $P$. Then:
(1) if $P$ is finitely generated over $B$ and $B$ is finitely generated as an $A$-module, then $P$ is finitely generated over $A$;
(2) if $P$ is projective over $B$ and $B$ is projective as an $A$-module, then $P$ is projective over $A$.

Proof. (1) Let $\left(w_{1}, \ldots, w_{n}\right)$ and $\left(v_{1}, \ldots, v_{m}\right)$ be respectively a set of generators of $P$ over $B$ and a set of generators of $B$ as an $A$-module $(n, m \in \mathbb{N})$. Let $x \in P$. Then there exist $b_{1}, \ldots, b_{n} \in B$ such that $x=\sum_{i=1}^{n} b_{i} w_{i}$. For any $i=1, \ldots, n$, there exist $a_{i 1}, \ldots, a_{i m} \in A$ such that $b_{i}=\sum_{j=1}^{m} a_{i j} v_{j}$. Then

$$
x=\sum_{i=1}^{n} b_{i} w_{i}=\sum_{i=1}^{n}\left(\sum_{j=1}^{m} a_{i j} v_{j}\right) w_{i}=\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i j}\left(v_{j} w_{i}\right) .
$$

This shows that $\left(v_{j} w_{i}\right)_{i=1, \ldots, n, j=1, \ldots, m}$ generates $P$ over $A$. Then $P$ is finitely generated as an $A$-module.
(2) Since $P$ is projective as a $B$-module, by lemma 2.1.14 ((i) $\Longrightarrow$ (iv)) there exists a $B$-module $Q$ such that $P \oplus Q$ is a free $B$-module, i.e. $P \oplus Q \cong \bigoplus_{i \in I} B$ as $B$-modules, for some index set $I$. We can consider also on $Q$ the induced $A$ module structure. Then, since any $B$-linear map is also $A$-linear, we have that $P \oplus Q \cong \bigoplus_{i \in I} B$ also as $A$-modules. Since $B$ is a projective $A$-module, by corollary 2.1.10 we have that $P \oplus Q \cong \bigoplus_{i \in I} B$ is projective over $A$. Then, applying again the same corollary, $P$ is projective over $A$.

Corollary 2.1.54. Let $B$ be a finite projective $A$-algebra and $C$ a finite projective $B$ algebra. Consider the induced A-algebra structure on $C$. Then $C$ is a finite projective A-algebra.

Proof. It follows immediately from lemma 2.1.53.
We want now to describe the behaviour of finitely generated projective $A$-modules under extensions of the scalar ring (then the same result will obviously be true for finite projective $A$-algebras).

Lemma 2.1.55. Let $M, N$ be $A$-modules and let $B$ be a flat $A$-algebra. Define the map

$$
\varphi_{M, N}: \operatorname{Hom}_{A}(M, N) \otimes_{A} B \rightarrow \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right), f \otimes b \mapsto f \otimes\left(b \operatorname{id}_{B}\right)
$$

We have that $\varphi_{M, N}$ is an isomorphism of $B$-modules if one of the following two conditions is satisfied:
(1) $M$ is finitely presented and $B$ is flat as an $A$-module;
(2) $M$ is finitely generated and projective.
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Proof. First of all, we check that $\varphi_{M, N}$ is well defined. For any $b \in B, f \in$ $\operatorname{Hom}_{A}(M, N)$, the map $f \otimes\left(b \operatorname{id}_{B}\right): M \otimes_{A} B \rightarrow N \otimes_{A} B$ is clearly $B$-linear, i.e. $f \otimes\left(b \mathrm{id}_{B}\right) \in \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right)$. So we can consider the map

$$
\Phi_{M, N}: \operatorname{Hom}_{A}(M, N) \times B \rightarrow \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right),(f, b) \mapsto f \otimes\left(b \mathrm{id}_{B}\right) .
$$

It is immediate to prove that $\Phi_{M, N}$ is $A$-bilinear. So it induces an $A$-linear map $\varphi_{M, N}$ as in the statement. We prove now that $\varphi_{M, N}$ is also $B$-linear. Let $f \in \operatorname{Hom}_{A}(M, N)$, $b \in B$ and $\lambda \in B$. We have that $\varphi_{M, N}(\lambda(f \otimes b))=\varphi_{M, N}(f \otimes(\lambda b))=f \otimes\left((\lambda b) \operatorname{id}_{B}\right)=$ $f \otimes\left(\lambda\left(b \mathrm{id}_{B}\right)\right)$. Moreover, for any $x \in M, y \in B$, we have

$$
\left(f \otimes\left(\lambda\left(b \operatorname{id}_{B}\right)\right)\right)(x \otimes y)=f(x) \otimes(\lambda(b y))=\lambda(f(x) \otimes(b y))=\lambda\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)(x \otimes y) .
$$

So $\varphi_{M, N}(\lambda(f \otimes b))=f \otimes\left(\lambda\left(b \operatorname{id}_{B}\right)\right)=\lambda\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)$. Since $\varphi_{M, N}$ is $A$-linear, we get that $\varphi_{M, N}(\lambda x)=\lambda \varphi_{M, N}(x)$ for any $\lambda \in B, x \in \operatorname{Hom}_{A}(M, N) \otimes_{A} B$, i.e. $\varphi_{M, N}$ is $B$-linear.
We prove now that $\varphi_{M, N}$ is an isomorphism when $M=A^{n}$ for some $n \in \mathbb{N}$ (with no assumption on $B$ ). We have a canonical isomorphism of $A$-modules $\vartheta$ : $\operatorname{Hom}_{A}\left(A^{n}, N\right) \rightarrow N^{n}, f \mapsto\left(f\left(e_{1}\right), \ldots, f\left(e_{n}\right)\right)$, where $\left(e_{1}, \ldots, e_{n}\right)$ is the canonical basis of $A^{n}$. This leads to an isomorphism of $B$-modules $\vartheta \otimes \operatorname{id}_{B}: \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \rightarrow$ $N^{n} \otimes_{A} B$. Lemma 2.1.19 gives us an isomorphism of $A$-modules $\psi_{B}: N^{n} \otimes_{A} B \rightarrow$ $\left(N \otimes_{A} B\right)^{n}$, which is easily seen to be $B$-linear. So

$$
\psi_{B} \circ\left(\vartheta \otimes \operatorname{id}_{B}\right): \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \rightarrow\left(N \otimes_{A} B\right)^{n}
$$

is an isomorphism of $B$-modules. On the other hand, lemma 2.1.19 gives also an isomorphism of $A$-modules $\psi_{B}^{\prime}: A^{n} \otimes_{A} B \rightarrow\left(A \otimes_{A} B\right)^{n}$ and also this one is easily seen to be $B$-linear and then an isomorphism of $B$-modules. We have a canonical isomorphism of $B$ modules $\sigma: A \otimes_{A} B \rightarrow B, a \otimes b \mapsto a b$, which induces an isomorphism of $B$-modules $\bigoplus_{i=1}^{n} \sigma:\left(A \otimes_{A} B\right)^{n} \rightarrow B^{n}$. So $\left(\bigoplus_{i=1}^{n} \sigma\right) \circ \psi_{B}^{\prime}: A^{n} \otimes_{A} B \rightarrow B^{n}$ is an isomorphism of $B$-modules. Its inverse induces an isomorphism of $B$-modules $\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*}: \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \rightarrow \operatorname{Hom}_{B}\left(B^{n}, N \otimes_{A} B\right)$. Finally, we have a canonical isomorphism of $B$-modules $\vartheta^{\prime}: \operatorname{Hom}_{B}\left(B^{n}, N \otimes_{A} B\right) \rightarrow$ $\left(N \otimes_{A} B\right)^{n}, f \mapsto\left(f\left(e_{1}^{\prime}\right), \ldots, f\left(e_{n}^{\prime}\right)\right)$, where $\left(e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right)$ is the canonical basis of $B^{n}$ (notice that $e_{i}^{\prime}=\left(\left(\bigoplus_{i=1}^{n} \sigma\right) \circ \psi_{B}^{\prime}\right)\left(e_{i} \otimes 1\right)$, for any $\left.i=1, \ldots, n\right)$. So

$$
\vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*}: \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \rightarrow\left(N \otimes_{A} B\right)^{n}
$$

is an isomorphism of $B$-modules. Consider now the following diagram.

$$
\begin{aligned}
& \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \longrightarrow \varphi_{A^{n}, N} \longrightarrow \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \\
& \begin{aligned}
& \psi_{B} \circ\left(\vartheta \otimes \operatorname{id}_{B}\right) \mid \\
&\left(N \otimes_{A} B\right)^{n} \\
& \operatorname{id}_{\left(N \otimes_{A} B\right)^{n}} \downarrow^{\downarrow}\left(N \otimes_{A} B\right)^{n}
\end{aligned} \vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*}
\end{aligned}
$$

Let $f \in \operatorname{Hom}_{A}\left(A^{n}, N\right), b \in B$. We have that

$$
\begin{gathered}
\left(\psi_{B} \circ\left(\vartheta \otimes \operatorname{id}_{B}\right)\right)(f \otimes b)=\psi_{B}(\vartheta(f) \otimes b)=\psi_{B}\left(\left(f\left(e_{1}\right), \ldots, f\left(e_{n}\right)\right) \otimes b\right)= \\
=\left(f\left(e_{1}\right) \otimes b, \ldots, f\left(e_{n}\right) \otimes b\right)=\left(\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)\left(e_{1} \otimes 1\right), \ldots,\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)\left(e_{n} \otimes 1\right)\right)= \\
=\left(\left(\left(f \otimes\left(b \operatorname{id}_{B}\right)\right) \circ\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)\left(e_{i}^{\prime}\right)\right)_{i=1, \ldots, n}= \\
=\vartheta^{\prime}\left(\left(f \otimes\left(b \operatorname{id}_{B}\right)\right) \circ\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)= \\
=\left(\vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*}\right)\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)= \\
=\left(\vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*} \circ \varphi_{A^{n}, N}\right)(f \otimes b) .
\end{gathered}
$$

So $\psi_{B} \circ\left(\vartheta \otimes \operatorname{id}_{B}\right)=\vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*} \circ \varphi_{A^{n}, N}$, i.e. the diagram is commutative. Since $\left(\psi_{B} \circ\left(\vartheta \otimes \operatorname{id}_{B}\right)\right)$ and $\vartheta^{\prime} \circ\left(\left(\psi_{B}^{\prime}\right)^{-1} \circ\left(\bigoplus_{i=1}^{n} \sigma\right)^{-1}\right)^{*}$ are isomorphisms, it follows that $\varphi_{A^{n}, N}$ is bijective.
Assume now that the condition (1) is satisfied. Since $M$ is finitely presented, there exists an exact sequence $A^{m} \xrightarrow{\alpha} A^{n} \xrightarrow{\beta} M \rightarrow 0$, with $m, n \in \mathbb{N}$. Since $B$ is flat, the sequence (of $B$-modules) $A^{m} \otimes_{A} B \xrightarrow{\alpha \otimes \mathrm{id}_{B}} A^{n} \otimes_{A} B \xrightarrow{\beta \otimes \mathrm{id}_{B}} M \otimes_{A} B \rightarrow 0 \otimes_{A} B=0$ is also exact. Recall that the contravariant functor $\operatorname{Hom}_{B}(-, P): \operatorname{Mod}_{B} \rightarrow \operatorname{Mod}_{B}$ is left exact for any $B$-module $P$. In particular, this holds for $P=N \otimes_{A} B$. So the sequence

$$
\begin{aligned}
0 \rightarrow \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right) \xrightarrow{\left(\beta \otimes \mathrm{id}_{B}\right)^{*}} & \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \xrightarrow{\left(\alpha \otimes \mathrm{id}_{B}\right)^{*}} \\
& \xrightarrow{\left(\alpha \otimes \mathrm{id}_{B}\right)^{*}}
\end{aligned} \operatorname{Hom}_{B}\left(A^{m} \otimes_{A} B, N \otimes_{A} B\right),
$$

where we defined $\left(\beta \otimes \operatorname{id}_{B}\right)^{*}$ and $\left(\alpha \otimes \operatorname{id}_{B}\right)^{*}$ in the obvious way, is exact. On the other hand, applying left-exactness of the contravariant functor $\operatorname{Hom}_{A}(-, N): \operatorname{Mod}_{A} \rightarrow$ $\operatorname{Mod}_{A}$, we get that the sequence

$$
0 \rightarrow \operatorname{Hom}_{A}(M, N) \xrightarrow{\beta^{*}} \operatorname{Hom}_{A}\left(A^{n}, N\right) \xrightarrow{\alpha^{*}} \operatorname{Hom}_{A}\left(A^{m}, N\right)
$$

is exact, where $\alpha^{*}$ and $\beta^{*}$ are defined in the obvious way. Since $B$ is flat, the sequence

$$
0 \rightarrow \operatorname{Hom}_{A}(M, N) \otimes_{A} B \xrightarrow{\beta^{*} \otimes \operatorname{id}_{B}} \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \xrightarrow{\alpha^{*} \otimes \mathrm{id}_{B}}
$$
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is also exact. Consider now the following diagram.

$\operatorname{Hom}_{A}\left(A^{m}, N\right) \otimes_{A} B \quad \varphi_{A^{m}, N} \quad \forall \operatorname{Hom}_{B}\left(A^{m} \otimes_{A} B, N \otimes_{A} B\right)$
For any $f \in \operatorname{Hom}_{A}(M, N), b \in B$, we have that

$$
\begin{aligned}
& \varphi_{A^{n}, N}\left(\left(\beta^{*} \otimes \operatorname{id}_{B}\right)(f \otimes b)\right)=\varphi_{A^{n}, N}\left(\beta^{*}(f) \otimes b\right)=\varphi_{A^{n}, N}((f \circ \beta) \otimes b)= \\
& =(f \circ \beta) \otimes\left(b \operatorname{id}_{B}\right)=\left(f \otimes\left(b \operatorname{id}_{B}\right)\right) \circ\left(\beta \otimes \operatorname{id}_{B}\right)= \\
& =\left(\beta \otimes \operatorname{id}_{B}\right)^{*}\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)=\left(\beta \otimes \operatorname{id}_{B}\right)^{*}\left(\varphi_{M, N}(f \otimes b)\right) .
\end{aligned}
$$

So $\varphi_{A^{n}, N} \circ\left(\beta^{*} \otimes \operatorname{id}_{B}\right)=\left(\beta \otimes \operatorname{id}_{B}\right)^{*} \circ \varphi_{M, N}$ (by linearity, it is enough to check equality on pure tensors). In the same way, one proves that $\varphi_{A^{m}, N} \circ\left(\alpha^{*} \otimes \operatorname{id}_{B}\right)=$ $\left(\alpha \otimes \operatorname{id}_{B}\right)^{*} \circ \varphi_{A^{n}, N}$. So the diagram is commutative. By what we proved above, $\varphi_{A^{n}, N}$ and $\varphi_{A^{m}, N}$ are bijective. Now we have that $\left(\beta \otimes \operatorname{id}_{B}\right)^{*} \circ \varphi_{M, N}=\left(\beta^{*} \otimes \operatorname{id}_{B}\right) \circ \varphi_{A^{n}, N}$ is injective, because it is the composition of injective functions. So $\varphi_{M, N}$ must be injective.
On the other hand, let $f \in \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right)$. Consider $\left(\beta \otimes \operatorname{id}_{B}\right)^{*}(f) \in$ $\operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right)$. Since $\varphi_{A^{n}, N}: \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \rightarrow \operatorname{Hom}_{B}\left(A^{n} \otimes_{A}\right.$ $B, N \otimes B)$ is surjective, there exists $y \in \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B$ such that $\left(\beta \otimes \operatorname{id}_{B}\right)^{*}(f)=$ $\varphi_{A^{n}, N}(y)$. By the exactness we proved above, we have that $\left(\alpha \otimes \operatorname{id}_{B}\right)^{*} \circ\left(\beta \otimes \operatorname{id}_{B}\right)^{*}=0$. Then

$$
0=\left(\alpha \otimes \operatorname{id}_{B}\right)^{*}\left(\left(\beta \otimes \operatorname{id}_{B}\right)^{*}(f)\right)=\left(\alpha \otimes \operatorname{id}_{B}\right)^{*}\left(\varphi_{A^{n}, N}(y)\right)=\varphi_{A^{m}, N}\left(\left(\alpha^{*} \otimes \operatorname{id}_{B}\right)(y)\right) .
$$

Since $\varphi_{A^{m}, N}$ is injective, it follows that $\left(\alpha^{*} \otimes \operatorname{id}_{B}\right)(y)=0$, i.e. $y \in \operatorname{Ker}\left(\alpha^{*} \otimes \operatorname{id}_{B}\right)$. By the exactness we proved above, we have that $\operatorname{Ker}\left(\alpha^{*} \otimes \operatorname{id}_{B}\right)=\operatorname{Im}\left(\beta^{*} \otimes \operatorname{id}_{B}\right)$. So there exists $x \in \operatorname{Hom}_{A}(M, N) \otimes_{A} B$ such that $y=\left(\beta^{*} \otimes \operatorname{id}_{B}\right)(x)$. Then

$$
\left(\beta \otimes \operatorname{id}_{B}\right)^{*}(f)=\varphi_{A^{n}, N}(y)=\varphi_{A^{n}, N}\left(\left(\beta^{*} \otimes \operatorname{id}_{B}\right)(x)\right)=\left(\beta \otimes \operatorname{id}_{B}\right)^{*}\left(\varphi_{M, N}(x)\right) .
$$

But $\left(\beta \otimes \operatorname{id}_{B}\right)^{*}$ is injective (by exactness of the corresponding sequence). So we must have $f=\varphi_{M, N}(x)$. Hence $\varphi_{M, N}$ is surjective.
Assume instead that the condition (2) is satisfied, i.e. that $M$ is finitely generated and projective. By corollary 2.1.15, there exist an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $M \oplus Q \cong A^{n}$. Let $\gamma: A^{n} \rightarrow M \oplus Q$ be an isomorphism of $A$-modules, $p_{M}: M \oplus Q \rightarrow M$ and $p_{Q}: M \oplus Q \rightarrow Q$ the canonical projections, $i_{M}: M \rightarrow$ $M \oplus Q, x \mapsto(x, 0)$ and $i_{Q}: Q \rightarrow M \oplus Q, y \mapsto(0, y)$. Then the sequence

$$
0 \rightarrow Q \xrightarrow{\gamma^{-1} \circ i_{Q}} A^{n} \xrightarrow{p_{M} \circ \gamma} M \rightarrow 0
$$

is split exact by definition. The functors $-\otimes_{A} B: \operatorname{Mod}_{A} \rightarrow \operatorname{Mod}_{A}, \operatorname{Hom}_{A}(-, N):$ $\operatorname{Mod}_{A} \rightarrow \operatorname{Mod}_{A}$ and $\operatorname{Hom}_{B}\left(-, N \otimes_{A} B\right): \operatorname{Mod}_{B} \rightarrow \operatorname{Mod}_{B}$ preserve split exact sequences. Applying $-\otimes_{A} B$ and then $\operatorname{Hom}_{B}\left(-, N \otimes_{A} B\right)$, we get that the sequence

$$
\begin{aligned}
& 0 \rightarrow \operatorname{Hom}_{B}\left(M \otimes_{A} B, N \otimes_{A} B\right) \xrightarrow{\left(\left(p_{M} \circ \gamma\right) \otimes \mathrm{id}_{B}\right)^{*}} \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \\
& \xrightarrow{\left(\left(\gamma^{-1} \circ i_{Q}\right) \otimes \mathrm{id}_{B}\right)^{*}} \operatorname{Hom}_{B}\left(Q \otimes_{A} B, N \otimes_{A} B\right) \rightarrow 0
\end{aligned}
$$

is exact. On the other hand, applying first $\operatorname{Hom}_{A}(-, N)$ and then $-\otimes_{A} B$, we get that the sequence

$$
\begin{aligned}
0 \rightarrow \operatorname{Hom}_{A}(M, N) \otimes_{A} B \xrightarrow{\left(p_{M} \circ \gamma\right)^{*} \otimes \operatorname{id}_{B}} \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \xrightarrow{\left(\gamma^{-1} \circ i_{Q}\right)^{*} \otimes \operatorname{id}_{B}} \\
\xrightarrow{\left(\gamma^{-1} \circ i_{Q}\right)^{*} \otimes \operatorname{id}_{B}} \operatorname{Hom}_{A}(Q, N) \otimes_{A} B \rightarrow 0
\end{aligned}
$$

is exact. Consider now the following diagram.

$$
\begin{aligned}
& \left(p_{M} \circ \gamma\right)^{*} \otimes \operatorname{id}_{B} \downarrow \quad \varphi_{A^{n} N} \quad \downarrow\left(\left(p_{M} \circ \gamma\right) \otimes \operatorname{id}_{B}\right)^{*} \\
& \operatorname{Hom}_{A}\left(A^{n}, N\right) \otimes_{A} B \quad \stackrel{\varphi_{A^{n}, N}}{\longrightarrow} \operatorname{Hom}_{B}\left(A^{n} \otimes_{A} B, N \otimes_{A} B\right) \\
& \left(\gamma^{-1} \circ i_{Q}\right)^{*} \otimes \operatorname{id}_{B} \downarrow \quad \downarrow\left(\left(\gamma^{-1} \circ i_{Q}\right) \otimes \operatorname{id}_{B}\right)^{*} \\
& \operatorname{Hom}_{A}(Q, N) \otimes_{A} B \longrightarrow \stackrel{\downarrow}{\varphi} \operatorname{Hom}_{B, N}\left(Q \otimes_{A} B, N \otimes_{A} B\right) \\
& \begin{array}{ll}
\downarrow & \downarrow \\
0 & \downarrow
\end{array}
\end{aligned}
$$

Commutativity of the diagram can be proved as above. We know that $\varphi_{A^{n}, N}$ is an isomorphism. Then $\left(\left(p_{M} \circ \gamma\right) \otimes \operatorname{id}_{B}\right)^{*} \circ \varphi_{M, N}=\varphi_{A^{n}, N} \circ\left(\left(p_{M} \circ \gamma\right)^{*} \otimes \mathrm{id}_{B}\right)$ is injective, because it is a composition of injective maps. So $\varphi_{M, N}$ must be injective. If we start with the split exact sequence

$$
0 \rightarrow M \xrightarrow{\gamma^{-1} \circ i_{M}} A^{n} \xrightarrow{p_{Q} \circ \gamma} Q \rightarrow 0
$$

and apply the same argument, we get that $\varphi_{M, N} \circ\left(\left(\gamma^{-1} \circ i_{M}\right)^{*} \otimes \operatorname{id}_{B}\right)=\left(\left(\gamma^{-1} \circ\right.\right.$ $\left.\left.i_{M}\right) \otimes \operatorname{id}_{B}\right)^{*} \circ \varphi_{A^{n}, N}$ is surjective, because it is a composition of surjective maps. So $\varphi_{M, N}$ must be surjective. Hence $\varphi_{M, N}$ is an isomorphism.

Remark 2.1.56. Notice that lemma 2.1.55 (with the condition (1)) is a generalization of lemma 2.1.27, because localization at $S$ coincides with tensor product with $S^{-1} A$ (which is a flat $A$-algebra, see [3], proposition 3.3), for any multiplicative subset $S \subseteq A$.
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Proposition 2.1.57. Let $B$ be a faithfully flat $A$-algebra and $P$ an $A$-module. Then $P$ is finitely generated and projective as an $A$-module if and only if $P \otimes_{A} B$ is finitely generated and projective as a B-module.

Proof. Assume that $P$ is finitely generated and projective as an $A$-module. By lemma 2.1.24, $P \otimes_{A} B$ is a projective $B$-module. Moreover, if $\left(w_{1}, \ldots, w_{n}\right)$ generates $P$ over $A$, then $\left(w_{1} \otimes 1, \ldots, w_{n} \otimes 1\right)$ generates $P \otimes_{A} B$ over $B$. So $P \otimes_{A} B$ is finitely generated over $B$.
Conversely, assume that $P \otimes_{A} B$ is finitely generated and projective as a $B$-module. Let $\left(w_{1}, \ldots, w_{n}\right)$ be a set of generators of $P \otimes_{A} B$ over $B$. By definition of tensor product, for any $i=1, \ldots, n$ there exist $m_{i} \in \mathbb{N}, p_{i 1}, \ldots, p_{i m_{i}} \in P, b_{i 1}, \ldots, b_{i m_{i}} \in B$ such that $w_{i}=\sum_{j=1}^{m_{i}} p_{i j} \otimes b_{i j}$. Let $x \in P \otimes_{A} B$. Since $\left(w_{1}, \ldots, w_{n}\right)$ generates $P \otimes_{A} B$ over $B$, there exist $\lambda_{1}, \ldots, \lambda_{n} \in B$ such that $x=\lambda_{1} w_{1}+\cdots+\lambda_{n} w_{n}$. Then

$$
x=\sum_{i=1}^{n} \lambda_{i} w_{i}=\sum_{i=1}^{n} \lambda_{i} \sum_{j=1}^{m_{i}} p_{i j} \otimes b_{i j}=\sum_{i=1}^{n} \sum_{j=1}^{m_{i}} \lambda_{i} b_{i j}\left(p_{i j} \otimes 1\right) .
$$

So $\left(p_{i j} \otimes 1\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ generates $P \otimes_{A} B$ over $B$. Let $F:=\bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} A$, with canonical basis $\left(e_{i j}\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ and define an $A$-linear map $f: F \rightarrow P$ by $f\left(e_{i j}\right)=p_{i j}$ for any $i=1, \ldots, n, j=1, \ldots, m_{i}$, extended by linearity. Consider the $B$-linear map $f \otimes \operatorname{id}_{B}: F \otimes_{A} B \rightarrow P \otimes_{A} B$. For any $i=1, \ldots, n, j=1, \ldots, m_{i}$, we have that $\left(f \otimes \operatorname{id}_{B}\right)\left(e_{i j} \otimes 1\right)=p_{i j} \otimes 1$. Since $\left(p_{i j} \otimes 1\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ generates $P \otimes_{A} B$ over $B$, we have that $f \otimes \operatorname{id}_{B}$ is surjective. So the sequence

$$
F \otimes_{A} B \xrightarrow{f \otimes \mathrm{id}_{B}} P \otimes_{A} B \rightarrow 0=0 \otimes_{A} B
$$

is exact. Since $B$ is faithfully flat, this implies that the sequence $F \xrightarrow{f} P \rightarrow 0$ is exact, i.e. $f$ is surjective. Then $\left(f\left(e_{i j}\right)=p_{i j}\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ is a set of generators of $P$ over $A$ and so $P$ is finitely generated. We prove now that $P$ is finitely presented (this will allow us to apply lemma 2.1.55). Define $Q:=\operatorname{Ker}(f)$. Then the sequence $0 \rightarrow Q \xrightarrow{\iota} F \xrightarrow{f} P \rightarrow 0$, where $\iota: Q \rightarrow F$ is the canonical inclusion. Since $B$ is flat, the sequence of $B$-modules
is also exact. But $P \otimes_{A} B$ is a projective $B$-module, so the sequence splits, by lemma 2.1.14 ((i) $\Longrightarrow$ (iii)). Then

$$
\left(Q \otimes_{A} B\right) \oplus\left(P \otimes_{A} B\right) \cong F \otimes_{A} B=\left(\bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} A\right) \otimes_{A} B \cong \bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} B
$$

which is free. By lemma 2.1.14 ((iv) $\Longrightarrow$ (i)), $Q \otimes_{A} B$ is a projective $B$-module. Moreover, if $\varphi: \bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} B \rightarrow\left(Q \otimes_{A} B\right) \oplus\left(P \otimes_{A} B\right)$ is an isomorphism and $p_{1}:\left(Q \otimes_{A} B\right) \oplus\left(P \otimes_{A} B\right) \rightarrow Q \otimes_{A} B$ is the canonical projection, we have that $p_{1} \circ \varphi: \bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} B \rightarrow Q \otimes_{A} B$ is a surjective $B$-linear map. Then ( $p_{1} \circ$ $\left.\varphi)\left(e_{i j}^{\prime}\right)\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ generates $Q \otimes_{A} B$ over $B$, where $\left(e_{i j}^{\prime}\right)_{i=1, \ldots, n, j=1, \ldots, m_{i}}$ is the
canonical basis of $\bigoplus_{i=1}^{n} \bigoplus_{j=1}^{m_{i}} B$. So $Q \otimes_{A} B$ is finitely generated over $B$. Then we can apply the same argument we applied above to $P \otimes_{A} B$ and conclude that $Q$ is finitely generated. So $P$ is finitely presented (see remark 2.1.26).
Let now $M, N$ be $A$-modules and $g: M \rightarrow N$ a surjective $A$-linear map. Then the sequence $M \xrightarrow{g} N \rightarrow 0$ is exact. Since $B$ is flat, it follows that the sequence $M \otimes_{A} B \xrightarrow{g \otimes \operatorname{id}_{B}} N \otimes_{A} B \rightarrow 0 \otimes_{A} B=0$ is also exact, i.e. the $B$-linear map $g \otimes \mathrm{id}_{B}: M \otimes_{A} B \rightarrow N \otimes_{A} B$ is surjective. Then, by lemma 2.1.14 ((i) $\Longrightarrow$ (ii)), we have that the map
$\left(g \otimes \operatorname{id}_{B}\right)_{*}: \operatorname{Hom}_{B}\left(P \otimes_{A} B, M \otimes_{A} B\right) \rightarrow \operatorname{Hom}_{B}\left(P \otimes_{A} B, N \otimes_{A} B\right), h \mapsto\left(g \otimes \operatorname{id}_{B}\right) \circ h$
is surjective. Since $P$ is finitely presented and $B$ is flat, by lemma 2.1 .55 we have isomorphisms $\varphi_{P, M}: \operatorname{Hom}_{A}(P, M) \otimes_{A} B \rightarrow \operatorname{Hom}_{B}\left(P \otimes_{A} B, M \otimes_{A} B\right)$ and $\varphi_{P, N}:$ $\operatorname{Hom}_{A}(P, N) \otimes_{A} B \rightarrow \operatorname{Hom}_{B}\left(P \otimes_{A} B, N \otimes_{A} B\right)$. Consider the following diagram, where we defined $g_{*}: \operatorname{Hom}_{A}(P, M) \rightarrow \operatorname{Hom}_{A}(P, N), h \mapsto g \circ h$.


For any $f \in \operatorname{Hom}_{A}(P, M), b \in B$, we have that

$$
\begin{gathered}
\quad \varphi_{P, N}\left(\left(g_{*} \otimes \operatorname{id}_{B}\right)(f \otimes b)\right)=\varphi_{P, N}\left(g_{*}(f) \otimes b\right)=\varphi_{P, N}((g \circ f) \otimes b)=(g \circ f) \otimes\left(b \operatorname{id}_{B}\right)= \\
=\left(g \otimes \operatorname{id}_{B}\right) \circ\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)=\left(g \otimes \operatorname{id}_{B}\right)_{*}\left(f \otimes\left(b \operatorname{id}_{B}\right)\right)=\left(g \otimes \operatorname{id}_{B}\right)_{*}\left(\varphi_{P, M}(f \otimes b)\right)
\end{gathered}
$$

So the diagram commutes, i.e. $\varphi_{P, N} \circ\left(g_{*} \otimes \operatorname{id}_{B}\right)=\left(g \otimes \operatorname{id}_{B}\right)_{*} \circ \varphi_{P, M}$ (by linearity it is enough to check equality on pure tensors). Then we have that $g_{*} \otimes \mathrm{id}_{B}=$ $\varphi_{P, N}^{-1} \circ\left(g \otimes \operatorname{id}_{B}\right)_{*} \circ \varphi_{P, M}$ is surjective, because $\left(g \otimes \operatorname{id}_{B}\right)_{*}$ is surjective and $\varphi_{P, M}$ and $\varphi_{P, N}$ are isomorphisms. Then the sequence

$$
\operatorname{Hom}_{A}(P, M) \otimes_{A} B \xrightarrow{g_{*} \otimes \operatorname{id}_{B}} \operatorname{Hom}_{A}(P, N) \otimes_{A} B \rightarrow 0=0 \otimes_{A} B
$$

is exact. Since $B$ is faithfully flat, we get that the sequence $\operatorname{Hom}_{A}(P, M) \xrightarrow{g}$ $\operatorname{Hom}_{A}(P, N) \rightarrow 0$ is exact, i.e. $g$ is surjective. By lemma 2.1.14 $((\mathrm{ii}) \Longrightarrow(\mathrm{i}))$, we have that $P$ is a projective $A$-module.

The following result illustrates the importance of the $\operatorname{rank}[B: A]$. We will write shortly $[B: A] \geq 1$ (respectively, $[B: A] \leq 1$ or $[B: A]=1$ ) to say that $[B: A](\mathfrak{p}) \geq 1$ (respectively, $[B: A](\mathfrak{p}) \leq 1$ or $[B: A](\mathfrak{p})=1$ ) for any $\mathfrak{p} \in \operatorname{Spec}(A)$.

Lemma 2.1.58. Let $B$ be a finite projective $A$-algebra. Consider the corresponding ring homomorphism $\varphi: A \rightarrow B$ (which is of course also an A-algebra homomorphism). We have that:
(1) $\varphi$ is injective if and only if $[B: A] \geq 1$ (i.e. if and and only if $B$ is faithfully projective, see the definition 2.1.51(2));
(2) $\varphi$ is surjective if and only if $[B: A] \leq 1$, and if and only if the map $m$ : $B \otimes_{A} B \rightarrow B, x \otimes y \mapsto x y$ (extended by linearity) is an isomorphism of $A$ algebras;
(3) $\varphi$ is an isomorphism if and only if $[B: A]=1$.

Proof. (1) Let $\varphi$ be injective and assume by contradiction that there exists $\mathfrak{p} \in$ $\operatorname{Spec}(A)$ such that $[B: A](\mathfrak{p})<1$. Then $[B: A](\mathfrak{p})=0$ (recall that $[B: A](\mathfrak{p})$ is a non-negative integer by definition). This means that $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=0$, i.e. $B_{\mathfrak{p}}=0$. Then $\varphi_{\mathfrak{p}}: A_{\mathfrak{p}} \rightarrow 0=B_{\mathfrak{p}}$ cannot be injective (notice that $A_{\mathfrak{p}} \neq 0$, because $\left.\frac{1}{1} \neq \frac{0}{1}\right)$. This is a contradiction, by lemma 2.1.28(2).
Conversely, assume that $[B: A] \geq 1$. Let $\mathfrak{p} \in \operatorname{Spec}(A)$. By corollary 2.1.33(2), we have that $B_{\mathfrak{p}}$ is a free $A_{\mathfrak{p}}$-module. Let $\left(w_{1}, \ldots, w_{n}\right)$ be a basis of $B_{\mathfrak{p}}$ over $A_{\mathfrak{p}}$, with $n=\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=[B: A](\mathfrak{p}) \geq 1$. Let $x=\frac{a}{s} \in \operatorname{Ker}\left(\varphi_{\mathfrak{p}}\right) \subseteq A_{\mathfrak{p}}$, i.e. $\frac{\varphi(a)}{s}=\varphi_{\mathfrak{p}}(x)=0$. This means that there exists $u \in A \backslash \mathfrak{p}$ such that $u \varphi(a)=0$. Then for any $y=\frac{b}{t} \in B_{\mathfrak{p}}$ we have that $x y=\frac{a b}{s} \frac{b}{t}=\frac{a b}{s t}=\frac{\varphi(a) b}{s t}=0$, because $u \varphi(a) b=0$. In particular, $x w_{1}=0$. But $\left(w_{1}, \ldots, w_{n}\right)$ is linearly independent over $A_{\mathfrak{p}}$. So we must have $x=0$. Then $\operatorname{Ker}\left(\varphi_{\mathfrak{p}}\right)=0$, i.e. $\varphi_{\mathfrak{p}}$ is injective. Since this holds for any prime ideal $\mathfrak{p}$, we have that $\varphi$ is injective by lemma 2.1.28(2).
(2) First of all, notice that $m$ is well defined and $A$-linear, because the multiplication in $B$ is $A$-bilinear. Moreover, by definition of the ring structure on $B \otimes_{A} B$, we have that $m$ is also a ring homomorphism. So $m$ is a homomorphism of $A$-algebras.
Assume that $m$ is an isomorphism. The rank is clearly invariant by isomorphism. So we must have $\left[B \otimes_{A} B: A\right]=[B: A]$. By lemma 2.1.40, we have that $\left[B \otimes_{A} B: A\right]=\operatorname{rank}_{A}\left(B \otimes_{A} B\right)=\operatorname{rank}_{A}(B)^{2}=[B: A]^{2}$. So, for any $\mathfrak{p} \in \operatorname{Spec}(A)$, we have that

$$
([B: A](\mathfrak{p}))^{2}=\left[B \otimes_{A} B: A\right](\mathfrak{p})=[B: A](\mathfrak{p}),
$$

which implies that $[B: A](\mathfrak{p}) \in\{0,1\}$. So $[B: A] \leq 1$.
Suppose now that $[B: A] \leq 1$. Let $\mathfrak{p} \in \operatorname{Spec}(A)$. Since $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=[B:$ $A](\mathfrak{p}) \geq 1$, we have that either $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=0$ or $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=1$ (because by definition it must be a non-negative integer). In the first case we have that $B_{\mathfrak{p}}=0$ and so $\varphi_{\mathfrak{p}}: A_{\mathfrak{p}} \rightarrow B_{\mathfrak{p}}=0$ must be surjective. If instead $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=1$, let $w$ be a generator of $B_{\mathfrak{p}}$ over $A_{\mathfrak{p}}$. Let $x=\frac{b}{s} \in B_{\mathfrak{p}}$. The $A$-linear map $m_{b}: B \rightarrow B, y \mapsto b y$ induces an $A_{\mathfrak{p}}$-linear map $\left(m_{b}\right)_{\mathfrak{p}}: B_{\mathfrak{p}} \rightarrow B_{\mathfrak{p}}$. Define $\psi_{x}:=\frac{1}{s}\left(m_{b}\right)_{\mathfrak{p}}$. Consider $\psi_{x}(w) \in B_{\mathfrak{p}}$. Since $w$ generates $B_{\mathfrak{p}}$ over $A_{\mathfrak{p}}$, there exists $\lambda_{x} \in A_{\mathfrak{p}}$ such that $\psi_{x}(w)=\lambda_{x} w$. By definition of $A_{\mathfrak{p}}$, there exist $a \in A$, $u \in A \backslash \mathfrak{p}$ such that $\lambda_{x}=\frac{a}{u}$. Consider $\frac{1}{1} \in B_{\mathfrak{p}}$. Since $w$ generates $B_{\mathfrak{p}}$ over $A_{\mathfrak{p}}$, there exists $\lambda \in A_{\mathfrak{p}}$ such that $\frac{1}{1}=\lambda w$. Then, since $\psi_{x}$ is $A_{\mathfrak{p}}$-bilinear, we have that

$$
\psi_{x}\left(\frac{1}{1}\right)=\psi_{x}(\lambda w)=\lambda \psi_{x}(w)=\lambda\left(\lambda_{x} w\right)=\lambda_{x}(\lambda w)=\frac{a}{u} \frac{1}{1}=\frac{a \cdot 1}{u}=\frac{\varphi(a)}{u} .
$$

On the other hand, by definition of $\psi_{x}$, we have that

$$
\psi_{x}\left(\frac{1}{1}\right)=\frac{1}{s}\left(m_{b}\right)_{\mathfrak{p}}\left(\frac{1}{1}\right)=\frac{1}{s} \frac{m_{b}(1)}{1}=\frac{1}{s} \frac{b \cdot 1}{1}=\frac{b}{s}
$$

So $x=\frac{b}{s}=\frac{\varphi(a)}{u}=\varphi_{\mathfrak{p}}\left(\frac{a}{u}\right)=\varphi_{\mathfrak{p}}\left(\lambda_{x}\right)$. This proves that $\varphi_{\mathfrak{p}}$ is surjective. So $\varphi_{\mathfrak{p}}$ is surjective for any prime ideal $\mathfrak{p}$. By lemma 2.1.28(2), $\varphi$ is surjective.
Finally, assume that $\varphi$ is surjective and let us prove that $m$ is bijective. It is clear that $m$ is surjective, because for any $b \in B$ we have $b=m(b \otimes 1)$. Let $x_{1} \otimes y_{1}+\cdots+x_{n} \otimes y_{n} \in \operatorname{Ker}(m)$. Since $\varphi: A \rightarrow B$ is surjective, for any $i=1, \ldots, n$ there exists $a_{i} \in A$ such that $y_{i}=\varphi\left(a_{i}\right)$. Then

$$
\begin{aligned}
& x_{1} \otimes y_{1}+\cdots+x_{n} \otimes y_{n}=x_{1} \otimes \varphi\left(a_{1}\right)+\cdots+x_{n} \otimes \varphi\left(a_{n}\right)= \\
& =x_{1} \otimes\left(a_{1} \cdot 1\right)+\cdots+x_{n} \otimes\left(a_{n} \cdot 1\right)=a_{1}\left(x_{1} \otimes 1\right)+\cdots+a_{n}\left(x_{n} \otimes 1\right)= \\
& \quad=\left(a_{1} x_{1}\right) \otimes 1+\cdots+\left(a_{n} x_{n}\right) \otimes 1=\left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right) \otimes 1 .
\end{aligned}
$$

Then $0=m\left(x_{1} \otimes y_{1}+\cdots+x_{n} \otimes y_{n}\right)=m\left(\left(a_{1} x_{1}+\cdots+a_{n} x_{n}\right) \otimes 1\right)=a_{1} x_{1}+\cdots+$ $a_{n} x_{n}$, which implies that $x_{1} \otimes y_{1}+\cdots+x_{n} \otimes y_{n}=0 \otimes 1=0 . \operatorname{So} \operatorname{Ker}(m)=0$, i.e. $m$ is injective. Hence $m$ is bijective.
(3) It follows immediately from (1) and (2).

We can finally introduce projective separable $A$-algebras.
Lemma 2.1.59. Let $B$ be a finite projective $A$-algebra. For every $b \in B$, define $m_{b}$ as in lemma 2.1.3. By definition of A-algebra, we have that $m_{b}$ is $A$-linear. So we can define $\operatorname{Tr}(b):=\operatorname{Tr}\left(m_{b}\right)$ (as in the definition 2.1.47, we will write $\operatorname{Tr}_{B / A}(b)$ when confusion can arise).
(1) The map $\operatorname{Tr}: B \rightarrow A, b \mapsto \operatorname{Tr}(b)$ is $A$-linear.
(2) The map $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A), x \mapsto(y \mapsto \operatorname{Tr}(x y))$ is $A$-linear.

Proof. (1) Let $b_{1}, b_{2} \in B, \lambda_{1}, \lambda_{2} \in A$. For any $x \in B$ we have that

$$
\begin{aligned}
& m_{\lambda_{1} b_{1}+\lambda_{2} b_{2}}(x)=\left(\lambda_{1} b_{1}+\lambda_{2} b_{2}\right) x=\lambda_{1}\left(b_{1} x\right)+\lambda_{2}\left(b_{2} x\right)= \\
& =\lambda_{1} m_{b_{1}}(x)+\lambda_{2} m_{b_{2}}(x)=\left(\lambda_{1} m_{b_{1}}+\lambda_{2} m_{b_{2}}\right)(x)
\end{aligned}
$$

So $m_{\lambda_{1} b_{1}+\lambda_{2} b_{2}}=\lambda_{1} m_{b_{1}}+\lambda_{2} m_{b_{2}}$. Then the claim follows from remark 2.1.48.
(2) The proof is identical to the one of lemma 2.1.3(2).

Definition 2.1.60. Let $B$ be an $A$-algebra. We say that $B$ is a projective separable $A$-algebra if $B$ is a finite projective $A$-algebra and the map $\varphi$ defined in lemma 2.1.59 is an isomorphism of $A$-modules.
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Remark 2.1.61. The definition 2.1.60 is compatible with the definition 2.1.4, in the sense that an $A$-algebra is free separable if and only if it is projective separable and free. This follows from remark 2.1.50(3).

To conclude, we prove some results about projective separable $A$-algebras that we will use in the following sections.
Lemma 2.1.62. Let $0 \rightarrow P_{0} \xrightarrow{\alpha} P_{1} \xrightarrow{\beta} P_{2} \rightarrow 0$ be a short exact sequence of $A$ modules, with $P_{1}$ and $P_{2}$ finitely generated and projective. Then:
(1) $P_{0}$ is also finitely generated and projective;
(2) if $g: P_{1} \rightarrow P_{1}$ is an $A$-linear map such that $g(\operatorname{Im}(\alpha)) \subseteq \operatorname{Im}(\alpha)$, then

$$
\operatorname{Tr}_{P_{1} / A}(g)=\operatorname{Tr}_{P_{0} / A}\left(g_{0}\right)+\operatorname{Tr}_{P_{2} / A}\left(g_{2}\right),
$$

where $g_{0}: P_{0} \rightarrow P_{0}$ is the unique A-linear map such that $g \circ \alpha=\alpha \circ g_{0}$ and $g_{2}: P_{2} \rightarrow P_{2}$ is the unique A-linear map such that $g_{2} \circ \beta=\beta \circ g$.
Proof. (1) Since $P_{2}$ is projective, the short exact sequence $0 \rightarrow P_{0} \xrightarrow{\alpha} P_{1} \xrightarrow{\beta}$ $P_{2} \rightarrow 0$ splits, by lemma 2.1.14 ((i) $\Longrightarrow$ (iii)). So $P_{1} \cong P_{0} \oplus P_{2}$. Since $P_{1}$ is projective, by corollary 2.1.10 we get that $P_{0}$ is projective. Moreover, by lemma 2.1.13, there exists an $A$-linear map $\gamma: P_{1} \rightarrow P_{0}$ such that $\gamma \circ \alpha=\mathrm{id}_{P_{0}}$. This implies in particular that $\gamma$ is surjective. Then $P_{0}$ is finitely generated, because $P_{1}$ is finitely generated. Indeed, if $\left(w_{1}, \ldots, w_{n}\right)$ generates $P_{1}$, then $\left(\gamma\left(w_{1}\right), \ldots, \gamma\left(w_{n}\right)\right)$ generates $P_{0}$.
(2) First of all, notice that such $g_{0}$ and $g_{2}$ exist and are indeed unique. For $g_{0}$, we have that $\alpha_{P_{0}}: P_{0} \rightarrow \operatorname{Im}(\alpha)$ is an isomorphism of $A$-modules, because $\alpha$ is injective. So, since $g(\operatorname{Im}(\alpha)) \subseteq \operatorname{Im}(\alpha)$, we can define $g_{0}=\left(\alpha_{\left.\right|_{P_{0}}}\right)^{-1} \circ g \circ \alpha_{\left.\right|_{P_{0}}}$, which is $A$-linear because it is a composition of $A$-linear maps. Then we have that $\alpha \circ g_{0}=g \circ \alpha$ and this is the unique definition of $g_{0}$ which works. For $g_{2}$, notice that, since the sequence is exact, we have $\operatorname{Im}(\alpha)=\operatorname{Ker}(\beta)$. So $g(\operatorname{Ker}(\beta)) \subseteq \operatorname{Ker}(\beta)$. Let $\pi: P_{1} \rightarrow P_{1} / \operatorname{Ker}(\beta)$ be the canonical projection. Then we have that $\operatorname{Ker}(\beta) \subseteq \operatorname{Ker}(\pi \circ g)$, so by the universal property of the quotient there is a unique $A$-linear map $\widetilde{g}: P_{1} / \operatorname{Ker}(\beta) \rightarrow P_{1} / \operatorname{Ker}(\beta)$ such that $\tilde{g} \circ \pi=\pi \circ g$. Since $\beta$ is surjective, by the isomorphism theorem we have an isomorphism of $A$-modules $\widetilde{\beta}: P_{1} / \operatorname{Ker}(\beta) \rightarrow P_{2}$ such that $\widetilde{\beta} \circ \pi=\beta$. Then $g_{2}=\widetilde{\beta} \circ \widetilde{g} \circ \widetilde{\beta}^{-1}$ is the unique $A$-linear map $P_{2} \rightarrow P_{2}$ such that $g_{2} \circ \beta=\beta \circ g$. Let $p_{0}: P_{0} \oplus P_{2} \rightarrow P_{0}$ and $p_{2}: P_{0} \oplus P_{2} \rightarrow P_{2}$ be the canonical projections and define also $i_{0}: P_{0} \rightarrow P_{0} \oplus P_{2}, x \mapsto(x, 0)$ and $i_{2}: P_{2} \rightarrow P_{0} \oplus P_{2}, y \mapsto(0, y)$. Notice that $p_{0} \circ i_{0}=\operatorname{id}_{P_{0}}, p_{2} \circ i_{2}=\operatorname{id}_{P_{2}}$ and $i_{0} \circ p_{0}+i_{2} \circ p_{2}=\operatorname{id}_{P_{0} \oplus P_{2}}$. As in the proof of point (1), we have that the sequence $0 \rightarrow P_{0} \xrightarrow{\alpha} P_{1} \xrightarrow{\beta} P_{2} \rightarrow 0$ splits. Then there exists an isomorphism $\psi: P_{1} \rightarrow P_{0} \oplus P_{2}$ such that $\psi \circ \alpha=i_{0}$ and $\beta \circ \psi^{-1}=p_{2}$. Define $\gamma:=p_{0} \circ \psi: P_{1} \rightarrow P_{0}$ and $\delta:=\psi^{-1} \circ i_{2}: P_{2} \rightarrow P_{1}$. Then we have that $\gamma \circ \alpha=p_{0} \circ \psi \circ \alpha=p_{0} \circ i_{0}=\operatorname{id}_{P_{0}}$ and $\beta \circ \delta=\beta \circ \psi^{-1} \circ i_{2}=p_{2} \circ i_{2}=\operatorname{id}_{P_{2}}$ (see also the proof of lemma 2.1.13). By definition of $g_{0}$, we have that

$$
g \circ \alpha=\alpha \circ g_{0}=\alpha \circ \operatorname{id}_{P_{0}} \circ g_{0}=\alpha \circ \gamma \circ \alpha \circ g_{0}=\alpha \circ \gamma \circ g \circ \alpha .
$$

By uniqueness, this implies that $g_{0}=\gamma \circ g \circ \alpha$. On the other hand, by definition of $g_{2}$ we have that

$$
\beta \circ g=g_{2} \circ \beta=g_{2} \circ \operatorname{id}_{P_{2}} \circ \beta=g_{2} \circ \beta \circ \delta \circ \beta=\beta \circ g \circ \delta \circ \beta .
$$

By uniqueness, this implies that $g_{2}=\beta \circ g \circ \delta$.
Let now $\vartheta_{P_{0}, P_{0}}: P_{0}^{*} \otimes_{A} P_{0} \rightarrow \operatorname{End}_{A}\left(P_{0}\right), \vartheta_{P_{1}, P_{1}}: P_{1}^{*} \otimes_{A} P_{1} \rightarrow \operatorname{End}_{A}\left(P_{1}\right)$ and $\vartheta_{P_{2}, P_{2}}: P_{2}^{*} \otimes_{A} P_{2} \rightarrow \operatorname{End}_{A}\left(P_{2}\right)$ be defined as in lemma 2.1.43. They are isomorphisms by corollary 2.1.45. Consider $\vartheta_{P_{1}, P_{1}}^{-1}(g) \in P_{1}^{*} \otimes P_{1}$. By definition of tensor product, there exist $n \in \mathbb{N}, \varphi_{1}, \ldots, \varphi_{n} \in P_{1}^{*}, p_{1}, \ldots, p_{n} \in P$ such that $\vartheta_{P_{1}, P_{1}}^{-1}(g)=\varphi_{1} \otimes p_{1}+\cdots+\varphi_{n} \otimes p_{n}$. Applying the definition of $\vartheta_{P_{1}, P_{1}}$ and the linearity of $\gamma$, we get that, for any $x \in P_{0}$,

$$
\begin{aligned}
& g_{0}(x)=\gamma(g(\alpha(x)))=\gamma\left(\left(\vartheta_{P_{1} P_{1}}^{-1}\left(\varphi_{1} \otimes p_{1}+\cdots+\varphi_{n} \otimes p_{n}\right)\right)(\alpha(x))\right)= \\
& =\gamma\left(\varphi_{1}(\alpha(x)) p_{1}+\cdots+\varphi_{n}(\alpha(x)) p_{n}\right)=\varphi_{1}(\alpha(x)) \gamma\left(p_{1}\right)+\cdots+\varphi_{n}(\alpha(x)) \gamma\left(p_{n}\right) .
\end{aligned}
$$

By definition of $\vartheta_{P_{0}, P_{0}}$, this means that $g_{0}=\vartheta_{P_{0}, P_{0}}\left(\left(\varphi_{1} \circ \alpha\right) \otimes\left(\gamma\left(p_{1}\right)\right)+\cdots+\right.$ $\left.\left(\varphi_{n} \circ \alpha\right) \otimes\left(\gamma\left(p_{n}\right)\right)\right)$ (notice that $\varphi_{i} \circ \alpha \in P_{0}^{*}$ and $\gamma\left(p_{i}\right) \in P_{0}$ for any $\left.i=1, \ldots, n\right)$. Similarly, for any $x \in P_{2}$ we have that

$$
\begin{aligned}
& \quad g_{2}(x)=\beta(g(\alpha(x)))=\beta\left(\left(\vartheta_{P_{1} P_{1}}^{-1}\left(\varphi_{1} \otimes p_{1}+\cdots+\varphi_{n} \otimes p_{n}\right)\right)(\delta(x))\right)= \\
& =\beta\left(\varphi_{1}(\delta(x)) p_{1}+\cdots+\varphi_{n}(\delta(x)) p_{n}\right)=\varphi_{1}(\delta(x)) \beta\left(p_{1}\right)+\cdots+\varphi_{n}(\delta(x)) \beta\left(p_{n}\right) .
\end{aligned}
$$

By definition of $\vartheta_{P_{2}, P_{2}}$, this means that $g_{2}=\vartheta_{P_{2}, P_{2}}\left(\left(\varphi_{1} \circ \delta\right) \otimes\left(\beta\left(p_{1}\right)\right)+\cdots+\right.$ $\left(\varphi_{n} \circ \delta\right) \otimes\left(\beta\left(p_{n}\right)\right)$ ) (notice that $\varphi_{i} \circ \delta \in P_{0}^{*}$ and $\beta\left(p_{i}\right) \in P_{0}$ for any $\left.i=1, \ldots, n\right)$. Finally, let $\alpha_{P_{0}}: P_{0}^{*} \otimes_{A} P_{0} \rightarrow A, \alpha_{P_{1}}: P_{1}^{*} \otimes_{A} P_{1} \rightarrow A$ and $\alpha_{P_{2}}: P_{2}^{*} \otimes_{A} P_{2} \rightarrow A$ be defined as in lemma 2.1.46. Notice that

$$
\begin{aligned}
\alpha \circ \gamma+\delta \circ \beta= & \psi^{-1} \circ i_{0} \circ p_{0} \circ \psi+\psi^{-1} \circ i_{2} \circ p_{2} \circ \psi= \\
& =\psi^{-1} \circ\left(i_{0} \circ p_{0}+i_{2} \circ p_{2}\right) \circ \psi=\psi^{-1} \circ \operatorname{id}_{P_{0} \oplus P_{2}} \circ \psi=\operatorname{id}_{P_{1}} .
\end{aligned}
$$

Then, by definition of trace, we have that

$$
\begin{aligned}
& \operatorname{Tr}_{P_{0} / A}\left(g_{0}\right)+\operatorname{Tr}_{P_{2} / A}\left(g_{1}\right)=\alpha_{P_{0}}\left(\vartheta_{P_{0}, P_{0}}^{-1}\left(g_{0}\right)\right)+\alpha_{P_{2}}\left(\vartheta_{P_{2}, P_{2}}^{-1}\left(g_{0}\right)\right)= \\
& =\alpha_{P_{0}}\left(\sum_{i=1}^{n}\left(\varphi_{i} \circ \alpha\right) \otimes\left(\gamma\left(p_{i}\right)\right)\right)+\alpha_{P_{2}}\left(\sum_{i=1}^{n}\left(\varphi_{i} \circ \delta\right) \otimes\left(\beta\left(p_{i}\right)\right)\right)= \\
& =\sum_{i=1}^{n}\left(\varphi_{i} \circ \alpha\right)\left(\gamma\left(p_{i}\right)\right)+\sum_{i=1}^{n}\left(\varphi_{i} \circ \delta\right)\left(\beta\left(p_{i}\right)\right)= \\
& =\sum_{i=1}^{n}\left(\varphi_{i}\left((\alpha \circ \gamma)\left(p_{i}\right)\right)+\varphi_{i}\left((\delta \circ \beta)\left(p_{i}\right)\right)\right)=\sum_{i=1}^{n}\left(\varphi_{i}\left((\alpha \circ \gamma+\delta \circ \beta)\left(p_{i}\right)\right)\right)= \\
& =\sum_{i=1}^{n} \varphi_{i}\left(p_{i}\right)=\alpha_{P_{1}}\left(\sum_{i=1}^{n} \varphi_{i} \otimes p_{i}\right)=\alpha_{P_{1}}\left(\vartheta_{P_{1}, P_{1}}^{-1}(g)\right)=\operatorname{Tr}_{P_{1} / A}(g)
\end{aligned}
$$

as we wanted.
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Corollary 2.1.63. Let $B_{1}, \ldots, B_{n}$ be finite projective $A$-algebras and define $B:=$ $\prod_{i=1}^{n} B_{i}$ (which is also a finite projective $A$-algebra, by lemma 2.1.52). For every $b_{1} \in B_{1}, \ldots, b_{n} \in B_{n}$, we have that

$$
\operatorname{Tr}_{B / A}\left(\left(b_{1}, \ldots, b_{n}\right)\right)=\sum_{i=1}^{n} \operatorname{Tr}_{B_{i} / A}\left(b_{i}\right) .
$$

Proof. We prove the claim in the case $n=2$. Then the general case follows by induction.
We have that $B=B_{1} \times B_{2}$, as an $A$-module, coincides with $B_{1} \oplus B_{2}$. Consider the $A$-linear maps $i_{1}: B_{1} \rightarrow B, x \mapsto(x, 0)$ and $p_{2}: B \rightarrow B_{2},\left(x_{1}, x_{2}\right) \mapsto x_{2}$ and the short exact sequence

$$
0 \rightarrow B_{1} \xrightarrow{i_{1}} B \xrightarrow{p_{2}} B_{2} \rightarrow 0 .
$$

Let $b_{1} \in B_{1}, b_{2} \in B_{2}$. For every $x_{1} \in B_{1}, x_{2} \in B_{2}$, we have that

$$
m_{\left(b_{1}, b_{2}\right)}\left(\left(x_{1}, x_{2}\right)\right)=\left(b_{1}, b_{2}\right) \cdot\left(x_{1}, x_{2}\right)=\left(b_{1} x_{1}, b_{2} x_{2}\right)=\left(m_{b_{1}}\left(x_{1}\right), m_{b_{2}}\left(x_{2}\right)\right) .
$$

Then, for every $x \in B_{1}$, we have that

$$
m_{\left(b_{1}, b_{2}\right)}\left(i_{1}(x)\right)=m_{\left(b_{1}, b_{2}\right)}((x, 0))=\left(m_{b_{1}}(x), m_{b_{2}}(0)\right)=\left(m_{b_{1}}(x), 0\right)=i_{1}\left(m_{b_{1}}(x)\right) .
$$

So $m_{\left(b_{1}, b_{2}\right)}\left(\operatorname{Im}\left(i_{1}\right)\right) \subseteq \operatorname{Im}\left(i_{1}\right)$ and that $m_{\left(b_{1}, b_{2}\right)} \circ i_{1}=i_{1} \circ m_{b_{1}}$. Moreover, for every $x_{1} \in B_{1}, x_{2} \in B_{2}$, we have that $p_{2}\left(m_{\left(b_{1}, b_{2}\right)}\left(\left(x_{1}, x_{2}\right)\right)\right)=p_{2}\left(\left(m_{b_{1}}\left(x_{1}\right), m_{b_{2}}\left(x_{2}\right)\right)\right)=$ $m_{b_{2}}\left(x_{2}\right)=m_{b_{2}}\left(p_{2}\left(\left(x_{1}, x_{2}\right)\right)\right)$. So $p_{2} \circ m_{b_{1}, b_{2}}=m_{b_{2}} \circ p_{2}$. Hence, by lemma 2.1.62, we have that

$$
\begin{aligned}
& \operatorname{Tr}_{B / A}\left(\left(b_{1}, b_{2}\right)\right)=\operatorname{Tr}_{B / A}\left(m_{\left(b_{1}, b_{2}\right)}\right)= \\
& \quad=\operatorname{Tr}_{B_{1} / A}\left(m_{b_{1}}\right)+\operatorname{Tr}_{B_{2} / A}\left(m_{b_{2}}\right)=\operatorname{Tr}_{B_{1} / A}\left(b_{1}\right)+\operatorname{Tr}_{B_{2} / A}\left(b_{2}\right),
\end{aligned}
$$

as we wanted.
Lemma 2.1.64. Let $B_{1}, \ldots, B_{n}$ be $A$-algebras and define $B:=\prod_{i=1}^{n} B_{i}$. Then $B$ is a projective separable $A$-algebra if and only if $B_{i}$ is a projective separable $A$-algebra for every $i=1, \ldots, n$.

Proof. By lemma 2.1.52, we know that $B$ is finite projective if and only if $B_{i}$ is finite projective for every $i=1, \ldots, n$. Assume that this holds and let $\varphi: B \rightarrow$ $\operatorname{Hom}_{A}(B, A)$ be the map defined in lemma 2.1.59. Moreover, for any $i \in I$, let $\varphi_{i}: B_{i} \rightarrow \operatorname{Hom}_{A}\left(B_{i}, A\right)$ be the map defined in the same way, but considering $B_{i}$ instead of $B$. We have to prove that $\varphi$ is bijective if and only if $\varphi_{i}$ is bijective for every $i=1, \ldots, n$. Recall that, as an $A$-module, $B=\prod_{i=1}^{n} B_{i}$ coincides with $\bigoplus_{i=1}^{n} B_{i}$. Then, by lemma 2.1.9, we have an isomorphism of $A$-modules $\varphi_{A}: \operatorname{Hom}_{A}(B, A) \rightarrow$ $\prod_{i=1}^{n} \operatorname{Hom}_{A}\left(B_{i}, A\right)$. Define

$$
\psi: B \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{A}\left(B_{i}, A\right),\left(b_{1}, \ldots, b_{n}\right) \mapsto\left(\varphi_{1}\left(b_{1}\right), \ldots, \varphi_{n}\left(b_{n}\right)\right)
$$

and consider the following diagram.


Let $\left(b_{1}, \ldots, b_{n}\right) \in B$. Fix $j \in\{1, \ldots, n\}$ and consider the $A$-linear map $q_{j}: B_{j} \rightarrow$ $B, x \mapsto\left(\delta_{i j} x\right)_{i=1, \ldots, n}$. Let $x \in B_{j}$. Applying corollary 2.1.63, we have that

$$
\begin{aligned}
& \left(\varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right) \circ q_{j}\right)(x)=\varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right)\left(\left(\delta_{i j} x\right)_{i=1, \ldots, n}\right)= \\
& =\operatorname{Tr}_{B / A}\left(\left(b_{1}, \ldots, b_{n}\right) \cdot\left(\delta_{i j} x\right)_{i=1, \ldots, n}\right)=\operatorname{Tr}_{B / A}\left(\left(b_{i} \delta_{i j} x\right)_{i=1, \ldots, n}\right)= \\
& \quad=\sum_{i=1}^{n} \operatorname{Tr}_{B_{i} / A}\left(b_{i} \delta_{i j} x\right)=\operatorname{Tr}_{B_{j} / A}\left(b_{j} x\right)=\varphi_{j}\left(b_{j}\right)(x)
\end{aligned}
$$

(recall that $\operatorname{Tr}_{B_{i} / A}(0)=0$ for any $i=1, \ldots, n$, by linearity of the trace: see remark 2.1.48). Then $\varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right) \circ q_{j}=\varphi_{j}\left(b_{j}\right)$. Since this holds for any $j=1, \ldots, n$, we get that

$$
\begin{aligned}
\varphi_{A}\left(\varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right)\right)=\left(\varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right)\right. & \left.\circ q_{1}, \ldots, \varphi\left(\left(b_{1}, \ldots, b_{n}\right)\right) \circ q_{n}\right)= \\
& =\left(\varphi_{1}\left(b_{1}\right), \ldots, \varphi_{n}\left(b_{n}\right)\right)=\psi\left(\left(b_{1}, \ldots, b_{n}\right)\right) .
\end{aligned}
$$

So $\varphi_{A} \circ \varphi=\psi$. Since $\varphi_{A}$ is bijective, it follows that $\varphi$ is bijective if and only if $\psi$ is bijective. But we have that

$$
\begin{aligned}
& \operatorname{Ker}(\psi)= \\
& =\left\{\left(b_{1}, \ldots, b_{n}\right) \in B \mid\left(\varphi_{1}\left(b_{1}\right), \ldots, \varphi_{n}\left(b_{n}\right)\right)=\psi\left(\left(b_{1}, \ldots, b_{n}\right)\right)=(0, \ldots, 0)\right\}= \\
& \qquad\left\{\left(b_{1}, \ldots, b_{n}\right) \in B \mid \forall i=1, \ldots, n \quad \varphi_{i}\left(b_{i}\right)=0\right\}=\prod_{i=1}^{n} \operatorname{Ker}\left(\varphi_{i}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{Im}(\psi)=\left\{\left(f_{1}, \ldots, f_{n}\right) \in \prod_{i=1}^{n} \operatorname{Hom}_{A}\left(B_{i}, A\right) \mid \exists\left(b_{1}, \ldots, b_{n}\right) \in B:\right. \\
& \left.\qquad\left(\varphi_{1}\left(b_{1}\right), \ldots, \varphi_{n}\left(b_{n}\right)\right)=\psi\left(\left(b_{1}, \ldots, b_{n}\right)\right)=\left(f_{1}, \ldots, f_{n}\right)\right\}= \\
& =\left\{\left(f_{1}, \ldots, f_{n}\right) \in \prod_{i=1}^{n} \operatorname{Hom}_{A}\left(B_{i}, A\right) \mid \forall i=1, \ldots, n \exists b_{i} \in B_{i}: \varphi_{i}\left(b_{i}\right)=f_{i}\right\}= \\
& =\prod_{i=1}^{n} \operatorname{Im}\left(\varphi_{i}\right) .
\end{aligned}
$$

Then $\operatorname{Ker}(\psi)=0$ if and only if $\operatorname{Ker}\left(\varphi_{i}\right)=0$ for every $i=1, \ldots, n$, i.e. $\psi$ is injective if and only if $\varphi_{i}$ is injective for every $i=1, \ldots, n$, and $\operatorname{Im}(\psi)=\prod_{i=1}^{n} \operatorname{Hom}_{A}\left(B_{i}, A\right)$ if and only if $\operatorname{Im}\left(\varphi_{i}\right)=\operatorname{Hom}_{A}\left(B_{i}, A\right)$ for every $i=1, \ldots, n$, i.e. $\psi$ is surjective if and
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only if $\varphi_{i}$ is surjective for every $i=1, \ldots, n$. So $\psi$ is bijective if and only if $\varphi_{i}$ is bijective for every $i=1, \ldots, n$, and hence $\varphi$ is bijective if and only if $\varphi_{i}$ is bijective for every $i=1, \ldots, n$, which is what we wanted.

Lemma 2.1.65. Let $B$ be an $A$-algebra. For any $B$-module $P$ (including $B$ itself), consider $\operatorname{Hom}_{A}(P, A)$ as a $B$-module via $(b f)(x)=f(b x)$ for any $b \in B$, $f \in \operatorname{Hom}_{A}(P, A)$ and $x \in P$ (recall that we have an induced $A$-module structure on $P$, so it makes sense to consider $\operatorname{Hom}_{A}(P, A)$ ). Then, for any $B$-module $P$, we have a B-linear map

$$
\gamma_{P}: \operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(P, B) \rightarrow \operatorname{Hom}_{A}(P, A), f \otimes g \mapsto f \otimes g
$$

(extended by linearity). If $P=\bigoplus_{i=1}^{n} P_{i}$ for some B-modules $P_{1}, \ldots, P_{n}$, then $\gamma_{P}$ is bijective if and only if $\gamma_{P_{i}}$ is bijective for every $i=1, \ldots, n$.

Proof. Let $P$ be a $B$-module. First of all, we prove that the definition we gave makes indeed $\operatorname{Hom}_{A}(P, A)$ into a $B$-module. Let $b \in B, f \in \operatorname{Hom}_{A}(P, A)$. For any $a_{1}, a_{2} \in A, x_{1}, x_{2} \in P$ we have that

$$
\begin{aligned}
& (b f)\left(a_{1} x_{1}+a_{2} x_{2}\right)=f\left(b\left(a_{1} x_{1}+a_{2} x_{2}\right)\right)= \\
& =f\left(b\left(a_{1} x_{1}\right)+b\left(a_{2} x_{2}\right)\right)=f\left(\left(a_{1} b\right) x_{1}+\left(a_{2} b\right) x_{2}\right)= \\
& =f\left(a_{1}\left(b x_{1}\right)+a_{2}\left(b x_{2}\right)\right)=a_{1} f\left(b x_{1}\right)+a_{2} f\left(b x_{2}\right)=a_{1}(b f)\left(x_{1}\right)+a_{2}(b f)\left(x_{2}\right) .
\end{aligned}
$$

So $b f$ is $A$-linear, i.e. $b f \in \operatorname{Hom}_{A}(P, A)$.
For any $f \in \operatorname{Hom}_{A}(P, A)$, we have that $\left(1_{B} f\right)(x)=f\left(1_{B} x\right)=f(x)$ for any $x \in P$ and so $1_{B} f=f$. Let now $b_{1}, b_{2} \in B$ and $f \in \operatorname{Hom}_{A}(P, A)$. For every $x \in P$, we have that

$$
\begin{aligned}
& \left(\left(b_{1}+b_{2}\right) f\right)(x)=f\left(\left(b_{1}+b_{2}\right) x\right)=f\left(b_{1} x+b_{2} x\right)= \\
& \quad=f\left(b_{1} x\right)+f\left(b_{2} x\right)=\left(b_{1} f\right)(x)+\left(b_{2} f\right)(x)=\left(b_{1} f+b_{2} f\right)(x)
\end{aligned}
$$

and

$$
\left(\left(b_{1} b_{2}\right) f\right)(x)=f\left(\left(b_{1} b_{2}\right) x\right)=f\left(\left(b_{2} b_{1}\right) x\right)=f\left(b_{2}\left(b_{1} x\right)\right)=\left(b_{2} f\right)\left(b_{1} x\right)=\left(b_{1}\left(b_{2} f\right)\right)(x) .
$$

So $\left(b_{1}+b_{2}\right) f=b_{1} f+b_{2} f$ and $\left(b_{1} b_{2}\right) f=b_{1}\left(b_{2} f\right)$. On the other hand, let $b \in B$ and $f_{1}, f_{2} \in \operatorname{Hom}_{A}(P, A)$. For any $x \in P$ we have that
$\left(b\left(f_{1}+f_{2}\right)\right)(x)=\left(f_{1}+f_{2}\right)(b x)=f_{1}(b x)+f_{2}(b x)=\left(b f_{1}\right)(x)+\left(b f_{2}\right)(x)=\left(b f_{1}+b f_{2}\right)(x)$.
So $b\left(f_{1}+f_{2}\right)=b f_{1}+b f_{2}$. Then we have a $B$-module structure on $\operatorname{Hom}_{A}(P, A)$ for any $B$-module $P$. In particular, we have a $B$-module structure on $\operatorname{Hom}_{A}(B, A)$. Notice also that the $B$-module structure we have just defined on $\operatorname{Hom}_{A}(P, A)$ induces an $A$-module structure which coincides with the standard $A$-module structure on $\operatorname{Hom}_{A}(P, A)$ (this follows immediately from the definition of $A$-linear map).
Since any $B$-linear map is also $A$-linear, for any $f \in \operatorname{Hom}_{A}(B, A), g \in \operatorname{Hom}_{B}(P, B)$ we have that $f \circ g \in \operatorname{Hom}_{A}(P, A)$. In order to show that $\gamma_{P}$ is well defined, we have to check that the map $\Gamma_{P}: \operatorname{Hom}_{A}(B, A) \times \operatorname{Hom}_{B}(P, B) \rightarrow \operatorname{Hom}_{A}(P, A),(f, g) \mapsto f \circ g$
is $B$-bilinear. Let $b_{1}, b_{2} \in B, f_{1}, f_{2} \in \operatorname{Hom}_{A}(B, A)$ and $g \in \operatorname{Hom}_{B}(P, B)$. For any $x \in P$, we have that

$$
\begin{aligned}
& \left(\left(b_{1} f_{1}+b_{2} f_{2}\right) \circ g\right)(x)=\left(b_{1} f_{1}\right)(g(x))+\left(b_{2} f_{2}\right)(g(x))= \\
& \quad=f_{1}\left(b_{1} g(x)\right)+f_{2}\left(b_{2} g(x)\right)=f_{1}\left(g\left(b_{1} x\right)\right)+f_{2}\left(g\left(b_{2} x\right)\right)= \\
& \quad=\left(b_{1}\left(f_{1} \circ g\right)\right)(x)+\left(b_{2}\left(f_{2} \circ g\right)\right)(x)=\left(b_{1}\left(f_{1} \circ g\right)+b_{2}\left(f_{2} \circ g\right)\right)(x) .
\end{aligned}
$$

So $\Gamma_{P}\left(\left(b_{1} f_{1}+b_{2} f_{2}, g\right)\right)=\left(b_{1} f_{1}+b_{2} f_{2}\right) \circ g=b_{1}\left(f_{1} \circ g\right)+b_{2}\left(f_{2} \circ g\right)=b_{1} \Gamma_{P}\left(\left(f_{1}, g\right)\right)+$ $b_{2} \Gamma_{P}\left(\left(f_{2}, g\right)\right)$. On the other hand, let $b_{1}, b_{2} \in B, f \in \operatorname{Hom}_{A}(B, A)$ and $g_{1}, g_{2} \in$ $\operatorname{Hom}_{B}(P, B)$. For any $x \in P$, we have that

$$
\begin{aligned}
& \left(f \circ\left(b_{1} g_{1}+b_{2} g_{2}\right)\right)(x)=f\left(b_{1} g_{1}(x)+b_{2} g_{2}(x)\right)= \\
& \quad=f\left(b_{1} g_{1}(x)\right)+f\left(b_{2} g_{2}(x)\right)=f\left(g_{1}\left(b_{1} x\right)\right)+f\left(g_{2}\left(b_{2} x\right)\right)= \\
& \quad=\left(b_{1}\left(f \circ g_{1}\right)\right)(x)+\left(b_{2}\left(f \circ g_{2}\right)\right)(x)=\left(b_{1}\left(f \circ g_{1}\right)+b_{2}\left(f \circ g_{2}\right)\right)(x) .
\end{aligned}
$$

So $\Gamma_{P}\left(\left(f, b_{1} g_{2}+b_{2} g_{2}\right)\right)=f \circ\left(b_{1} g_{1}+b_{2} g_{2}\right)=b_{1}\left(f \circ g_{1}\right)+b_{2}\left(f \circ g_{2}\right)=b_{1} \Gamma_{P}\left(\left(f, g_{1}\right)\right)+$ $b_{2} \Gamma_{P}\left(\left(f, g_{2}\right)\right)$. This proves that $\Gamma_{P}$ is $B$-bilinear. So $\gamma_{P}$ is well defined.
Assume now that $P=\bigoplus_{i=1}^{n} P_{i}$, for some $B$-modules $P_{1}, \ldots, P_{n}$. For any $j=$ $1, \ldots, n$, define $q_{j}: P_{j} \rightarrow P, x \mapsto\left(\delta_{i j} x\right)_{i=1, \ldots, n}$ (then $q_{j}$ is $B$-linear). As in lemma 2.1.9, consider the isomorphisms $\varphi_{A}: \operatorname{Hom}_{A}(P, A) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)$ and $\varphi_{B}:$ $\operatorname{Hom}_{B}(P, B) \rightarrow \prod_{i=1}^{n} \operatorname{Hom}_{B}\left(P_{i}, B\right)$, of $A$-modules and of $B$-modules respectively (for the latter isomorphism, we apply the lemma with $B$ instead of $A$ ). Notice that $\varphi_{A}$ is also $B$-linear. Indeed, if $b \in B, f \in \operatorname{Hom}_{A}(P, A)$ and $i \in\{1, \ldots, n\}$, we have that $\left((b f) \circ q_{i}\right)(x)=(b f)\left(q_{i}(x)\right)=f\left(b q_{i}(x)\right)=f\left(q_{i}(b x)\right)=\left(b\left(f \circ q_{i}\right)\right)(x)$, for any $x \in P_{i}$. So $(b f) \circ q_{i}=b\left(f \circ q_{i}\right)$, for any $i=1, \ldots, n$, and

$$
\varphi_{A}(b f)=\left((b f) \circ q_{i}\right)_{i=1, \ldots, n}=\left(b\left(f \circ q_{i}\right)\right)_{i=1, \ldots, n}=b\left(f \circ q_{i}\right)_{i=1, \ldots, n}=b \vartheta_{A}(f) .
$$

Notice also that, since the direct sum of a finite family of modules coincides with its direct product, $\prod_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)=\bigoplus_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)$ and $\prod_{i=1}^{n} \operatorname{Hom}_{B}\left(P_{i}, B\right)=$ $\bigoplus_{i=1}^{n} \operatorname{Hom}_{B}\left(P_{i}, B\right)$. Consider the isomorphism of $B$-modules $\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi_{B}$ : $\operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(P, B) \rightarrow \operatorname{Hom}_{A}(B, A) \otimes_{B} \bigoplus_{i=1}^{n} \operatorname{Hom}_{B}\left(P_{i}, B\right)$ induced by $\varphi_{B}$. Moreover, consider the isomorphism of $B$-modules $\psi_{\operatorname{Hom}_{A}(B, A)}: \operatorname{Hom}_{A}(B, A) \otimes_{B}$ $\bigoplus_{i=1}^{n} \operatorname{Hom}_{B}\left(P_{i}, B\right) \rightarrow \bigoplus_{i=1}^{n}\left(\operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}\left(P_{i}, B\right)\right)$ as in lemma 2.1.19 (actually here we have the direct sum on the other factor, but by commutativity of the tensor product this is not a problem). Then we have the following diagram.

$$
\begin{array}{cc}
\operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(P, B) \longrightarrow & \gamma_{P} \\
\psi_{\operatorname{Hom}_{A}(B, A)} \circ\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi_{B}\right) \\
\downarrow & \operatorname{Hom}_{A}(P, A) \\
\oplus_{i=1}^{n}\left(\operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}\left(P_{i}, B\right)\right) & \bigoplus_{i=1}^{n} \gamma_{P_{i}}
\end{array} \bigoplus_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)
$$

We claim that this diagram is commutative. Let $f \in \operatorname{Hom}_{A}(B, \bar{A}), g \in \operatorname{Hom}_{B}(P, B)$. We have that

$$
\varphi_{A}\left(\gamma_{P}(f \otimes g)\right)=\varphi_{A}(f \circ g)=\left(f \circ g \circ q_{i}\right)_{i=1, \ldots, n}=\left(\gamma_{P_{i}}\left(f \otimes\left(g \circ q_{i}\right)\right)\right)_{i=1, \ldots, n}=
$$

$$
\begin{aligned}
=\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right) & \left(\left(f \otimes\left(g \circ q_{i}\right)\right)_{i=1, \ldots, n}\right)= \\
= & \left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right)\left(\psi_{\operatorname{Hom}_{A}(B, A)}\left(f \otimes\left(g \circ q_{i}\right)_{i=1, \ldots, n}\right)\right)= \\
& =\left(\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right) \circ \psi_{\operatorname{Hom}_{A}(B, A)}\right)\left(\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi_{B}\right)(f \otimes g)\right) .
\end{aligned}
$$

Then $\varphi_{A} \circ \gamma_{P}=\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right) \circ\left(\psi_{\operatorname{Hom}_{A}(B, A)} \circ\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi_{B}\right)\right)$ (since we are dealing with $B$-linear maps, it is enough to check equality on pure tensors), i.e. the diagram is commutative. Since $\varphi_{A}$ and $\psi_{\operatorname{Hom}_{A}(B, A)} \circ\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi_{B}\right)$ are isomorphisms, it follows that $\gamma_{P}$ is bijective if and only if $\bigoplus_{i=1}^{n} \gamma_{P_{i}}$ is bijective. It is easy to prove that

$$
\operatorname{Ker}\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right)=\bigoplus_{i=1}^{n} \operatorname{Ker}\left(\gamma_{P_{i}}\right)
$$

and

$$
\operatorname{Im}\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right)=\bigoplus_{i=1}^{n} \operatorname{Im}\left(\gamma_{P_{i}}\right)
$$

(see the proof of corollary 2.1.20). So $\operatorname{Ker}\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right)=0$ if and only if $\operatorname{Ker}\left(\gamma_{P_{i}}\right)=0$ for any $i=1, \ldots, n$, i.e. $\bigoplus_{i=1}^{n} \gamma_{P_{i}}$ is injective if and only if $\gamma_{P_{i}}$ is injective for any $i=1, \ldots, n$, and $\operatorname{Im}\left(\bigoplus_{i=1}^{n} \gamma_{P_{i}}\right)=\bigoplus_{i=1}^{n} \operatorname{Hom}_{A}\left(P_{i}, A\right)$ if and only if $\operatorname{Im}\left(\gamma_{P_{i}}\right)=$ $\operatorname{Hom}_{A}\left(P_{i}, A\right)$ for any $i=1, \ldots, n$, i.e. $\bigoplus_{i=1}^{n} \gamma_{P_{i}}$ is surjective if and only if $\gamma_{P_{i}}$ is surjective for any $i=1, \ldots, n$. Hence $\bigoplus_{i=1}^{n} \gamma_{P_{i}}$ is bijective if and only if $\gamma_{P_{i}}$ is bijective for every $i=1, \ldots, n$, which ends the proof.

Corollary 2.1.66. Let $B$ be an $A$-algebra and $P$ a finitely generated and projective $B$-module. Then the map $\gamma_{P}: \operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(P, B) \rightarrow \operatorname{Hom}_{A}(P, A)$ defined as in lemma 2.1.65 is bijective.
Proof. Since $P$ is finitely generated and projective as a $B$-module, by corollary 2.1.15 there exist a $B$-module $Q$ and an $n \in \mathbb{N}$ such that $P \oplus Q \cong B^{n}$ as $B$-modules. By lemma 2.1.65, in order to prove that $\gamma_{P}$ is bijective, it is enough to show that $\gamma_{B^{n}}$ is bijective. By the same lemma, in order to prove that $\gamma_{B^{n}}$ is bijective, it is enough to prove that $\gamma_{B}$ is bijective. We have that $\operatorname{Hom}_{B}(B, B) \cong B$ as $B$-modules, via $\varphi: \operatorname{Hom}_{B}(B, B) \rightarrow B, f \mapsto f\left(1_{B}\right)$. Then $\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi: \operatorname{Hom}_{A}(B, A) \otimes_{B}$ $\operatorname{Hom}_{B}(B, B) \rightarrow \operatorname{Hom}_{A}(B, A) \otimes_{B} B$ is an isomorphism of $B$-modules. Moreover, $\operatorname{Hom}_{A}(B, A) \otimes_{B} B \cong \operatorname{Hom}_{A}(B, A)$ as $B$-modules, via $\psi: \operatorname{Hom}_{A}(B, A) \otimes_{B} B \rightarrow$ $\operatorname{Hom}_{A}(B, A), f \otimes b \mapsto b f$. For any $f \in \operatorname{Hom}_{A}(B, A), g \in \operatorname{Hom}_{B}(B, B)$, we have that

$$
\psi\left(\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi\right)(f \otimes g)\right)=\psi(f \otimes \varphi(g))=\psi\left(f \otimes g\left(1_{B}\right)\right)=g\left(1_{B}\right) f .
$$

For any $x \in B,\left(g\left(1_{B}\right) f\right)(x)=f\left(g\left(1_{B}\right) x\right)=f\left(g\left(1_{B} x\right)\right)=f(g(x))$. So

$$
\psi\left(\left(\operatorname{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi\right)(f \otimes g)\right)=g\left(1_{B}\right) f=f \circ g=\gamma_{B}(f \otimes g) .
$$

Then $\gamma_{B}=\psi \circ\left(\mathrm{id}_{\operatorname{Hom}_{A}(B, A)} \otimes \varphi\right)$ (since we are dealing with $B$-linear maps, it is enough to check equality on pure tensors). So $\gamma_{B}$ is bijective, because it is a composition of bijections. This ends the proof.

Remark 2.1.67. In the proof of lemma 2.1.65, a key point was the fact that we were dealing with a finite direct sum. Then also in corollary 2.1.66 it was important to assume that $P$ was finitely generated over $B$.

Lemma 2.1.68. Let $B$ be a finite projective $A$-algebra and $P$ a finitely generated and projective $B$-module. For any $\varphi \in \operatorname{End}_{B}(P)$, we have that $\operatorname{Tr}_{P / A}(\varphi)=$ $\operatorname{Tr}_{B / A}\left(\operatorname{Tr}_{P / B}(\varphi)\right)$.
Proof. First of all, notice that $P$ is finitely generated and projective over $A$ by lemma 2.1.53 and that, since any $B$-linear map is also $A$-linear, $\varphi \in \operatorname{End}_{A}(P)$. So it makes sense to consider the trace $\operatorname{Tr}_{P / A}(\varphi)$. Moreover, as in lemma 2.1.59, $\operatorname{Tr}_{B / A}\left(\operatorname{Tr}_{P / B}(\varphi)\right):=\operatorname{Tr}_{B / A}\left(m_{\operatorname{Tr}_{P / B}(\varphi)}\right)$.
Since $P$ is finitely generated and projective over $B$, by lemma 2.1.49(1) (with $B$ instead of $A$ ) there exist $n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in P$ and $f_{1}, \ldots, f_{n} \in \operatorname{Hom}_{B}(P, B)$ such that, for every $x \in P$, we have $x=\sum_{i=1}^{n} f_{i}(x) x_{i}$. By the same lemma, since $B$ is a finite projective $A$-algebra, i.e. it is finitely generated and projective as an $A$-module, there exist $m \in \mathbb{N}, b_{1}, \ldots, b_{m} \in B$ and $g_{1}, \ldots, g_{m} \in \operatorname{Hom}_{A}(B, A)$ such that, for every $b \in B$, we have $b=\sum_{j=1}^{m} g_{j}(b) b_{j}$. For every $i=1, \ldots, n, j=1, \ldots, m$, consider $b_{j} x_{i} \in P$ and $g_{j} \circ f_{i} \in \operatorname{Hom}_{A}(P, A)$ (notice that this works because any $B$-linear map is also $A$-linear). For every $x \in P$, we have that

$$
x=\sum_{i=1}^{n} f_{i}(x) x_{i}=\sum_{i=1}^{n}\left(\sum_{j=1}^{m} g_{j}\left(f_{i}(x)\right) b_{j}\right) x_{i}=\sum_{i=1}^{n} \sum_{j=1}^{m}\left(g_{j} \circ f_{i}\right)(x)\left(b_{j} x_{i}\right) .
$$

Then, by lemma 2.1.49(2), we have that

$$
\begin{aligned}
\operatorname{Tr}_{P / A}(\varphi)= & \sum_{i=1}^{n} \sum_{j=1}^{m}\left(g_{j} \circ f_{i}\right)\left(\varphi\left(b_{j} x_{i}\right)\right)=\sum_{i=1}^{n} \sum_{j=1}^{m} g_{j}\left(f_{i}\left(b_{j} \varphi\left(x_{i}\right)\right)\right)= \\
= & \sum_{j=1}^{m} \sum_{i=1}^{n} g_{j}\left(b_{j} f_{i}\left(\varphi\left(x_{i}\right)\right)\right)=\sum_{j=1}^{m} g_{j}\left(\sum_{i=1}^{n} b_{j} f_{i}\left(\varphi\left(x_{i}\right)\right)\right)= \\
& =\sum_{j=1}^{m} g_{j}\left(b_{j} \sum_{i=1}^{n} f_{i}\left(\varphi\left(x_{i}\right)\right)\right)=\sum_{j=1}^{m} g_{j}\left(b_{j} \operatorname{Tr}_{C / B}(\varphi)\right)= \\
= & \sum_{j=1}^{m} g_{j}\left(m_{\operatorname{Tr}_{C / B}(\varphi)}\left(b_{j}\right)\right)=\operatorname{Tr}_{B / A}\left(m_{\operatorname{Tr}_{C / B}(\varphi)}\right)=\operatorname{Tr}_{B / A}\left(\operatorname{Tr}_{C / B}(\varphi)\right)
\end{aligned}
$$

Corollary 2.1.69. Let $B$ be a projective separable $A$-algebra and $C$ a projective separable $B$-algebra. Consider the induced $A$-algebra structure on $C$. Then $C$ is a projective separable $A$-algebra.

Proof. Since $B$ is a projective separable $A$-algebra, it is in particular finite projective. Analogously, $C$ is a finite projective $B$-algebra. By corollary 2.1.54, we have that $C$ is a finite projective $A$-algebra. Let $\varphi_{B}: B \rightarrow \operatorname{Hom}_{A}(B, A)$ be the map defined in
lemma 2.1.59 and $\varphi_{C}: C \rightarrow \operatorname{Hom}_{A}(C, A)$ the map defined in the same way, with $C$ instead of $B$. Moreover, let $\varphi_{C}^{\prime}: C \rightarrow \operatorname{Hom}_{B}(C, B)$ be the map defined as in lemma 2.1.59, with $B$ instead of $A$ and $C$ instead of $B$. Let $x \in C$. Applying lemma 2.1.68, we have that

$$
\begin{aligned}
& \varphi_{C}(x)(y)=\operatorname{Tr}_{C / A}(x y)=\operatorname{Tr}_{C / A}\left(m_{x y}\right)= \\
& \quad=\operatorname{Tr}_{B / A}\left(\operatorname{Tr}_{C / B}\left(m_{x y}\right)\right)=\operatorname{Tr}_{B / A}\left(\operatorname{Tr}_{C / B}(x y)\right)=\operatorname{Tr}_{B / A}\left(\varphi_{C}^{\prime}(x)(y)\right)
\end{aligned}
$$

for any $y \in C$. So $\varphi_{C}(x)=\operatorname{Tr}_{B / A} \circ\left(\varphi_{C}^{\prime}(x)\right)$. Define

$$
\left(\operatorname{Tr}_{B / A}\right)_{*}: \operatorname{Hom}_{B}(C, B) \rightarrow \operatorname{Hom}_{A}(C, A), f \mapsto \operatorname{Tr}_{B / A} \circ f
$$

(this is well defined because any $B$-linear map from $C$ to $B$ is also $A$-linear and $\operatorname{Tr}_{B / A}: B \rightarrow A$ is $A$-linear by 2.1.59). Then $\varphi_{C}(x)=\left(\operatorname{Tr}_{B / A}\right)_{*}\left(\varphi_{C}^{\prime}(x)\right)$. Since this holds for any $x \in C$, we have that $\varphi_{C}=\left(\operatorname{Tr}_{B / A}\right)_{*} \circ \varphi_{C}^{\prime}$. We have that $\varphi_{C}^{\prime}$ is bijective, because $C$ is a projective separable $B$-algebra. Since $B$ is a projective separable $A$-algebra, we have that $\varphi_{B}: B \rightarrow \operatorname{Hom}_{A}(B, A)$ is an isomorphism of $A$ modules. Moreover, if we consider on $\operatorname{Hom}_{A}(B, A)$ the $B$-module structure defined in lemma 2.1.65, we have that $\varphi_{B}$ is also $B$-linear. Indeed, if $b, x \in B$ we have that $\varphi_{B}(b x)(y)=\operatorname{Tr}_{B / A}((b x) y)=\operatorname{Tr}_{B / A}(x(b y))=\varphi_{B}(x)(b y)=\left(b \varphi_{B}(x)\right)(y)$ for any $y \in B$ and so $\varphi_{B}(b x)=b \varphi_{B}(x)$. Then $\varphi_{B}$ induces an isomorphism of $B$-modules

$$
\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}: B \otimes_{B} \operatorname{Hom}_{B}(C, B) \rightarrow \operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(C, B) .
$$

We have that $B \otimes_{B} \operatorname{Hom}_{B}(C, B) \cong \operatorname{Hom}_{B}(C, B)$ as $B$-modules, via $\psi: B \otimes_{B}$ $\operatorname{Hom}_{B}(C, B) \rightarrow \operatorname{Hom}_{B}(C, B), b \otimes f \mapsto b f$, which has inverse $\psi^{-1}: \operatorname{Hom}_{B}(C, B) \rightarrow$ $B \otimes_{B} \operatorname{Hom}_{B}(C, B), f \mapsto 1_{B} \otimes f$. Moreover, let $\gamma_{C}: \operatorname{Hom}_{A}(B, A) \otimes_{B} \operatorname{Hom}_{B}(C, B) \rightarrow$ $\operatorname{Hom}_{A}(C, A)$ be as in lemma 2.1.65. By corollary 2.1.66, we have that $\gamma_{C}$ is an isomorphism, because $C$ is finitely generated and projective as a $B$-module. Consider $\gamma_{C} \circ\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right) \circ \psi^{-1}: \operatorname{Hom}_{B}(C, B) \rightarrow \operatorname{Hom}_{A}(B, A)$. For any $f \in$ $\operatorname{Hom}_{B}(C, B)$, we have that

$$
\begin{aligned}
& \left(\gamma_{C} \circ\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right) \circ \psi^{-1}\right)(f)=\gamma_{C}\left(\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right)\left(\psi^{-1}(f)\right)\right)= \\
& \quad=\gamma_{C}\left(\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right)\left(1_{B} \otimes f\right)\right)=\gamma_{C}\left(\varphi_{B}\left(1_{B}\right) \otimes f\right)=\varphi_{B}\left(1_{B}\right) \circ f .
\end{aligned}
$$

But, for any $y \in B$, we have that $\varphi_{B}\left(1_{B}\right)(y)=\operatorname{Tr}_{B / A}\left(1_{B} y\right)=\operatorname{Tr}_{B / A}(y)$. So $\varphi_{B}\left(1_{B}\right)=\operatorname{Tr}_{B / A}$ and $\left(\gamma_{C} \circ\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right) \circ \psi^{-1}\right)(f)=\varphi_{B}\left(1_{B}\right) \circ f=\operatorname{Tr}_{B / A} \circ f=$ $\left(\operatorname{Tr}_{B / A}\right)_{*}(f)$. Then $\left(\operatorname{Tr}_{B / A}\right)_{*}=\gamma_{C} \circ\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right) \circ \psi^{-1}$, which implies that $\varphi_{C}=\left(\operatorname{Tr}_{B / A}\right)_{*} \circ \varphi_{C}^{\prime}=\gamma_{C} \circ\left(\varphi_{B} \otimes \operatorname{id}_{\operatorname{Hom}_{B}(C, B)}\right) \circ \psi^{-1} \circ \varphi_{C}^{\prime}$ is bijective, because it is a composition of bijections. Hence $C$ is a projective separable $A$-algebra.

Lemma 2.1.70. Let $P$ be a finitely generated projective $A$-module and $B$ an $A$ algebra. For any $f \in \operatorname{End}_{A}(P)$, we have that $\operatorname{Tr}_{P \otimes_{A} B / B}\left(f \otimes \operatorname{id}_{B}\right)=\operatorname{Tr}_{P / A}(f) \cdot 1$.

Proof. First of all, notice that by lemma 2.1.24, $P \otimes_{A} B$ is a projective $B$-module. It is also clear that $P \otimes_{A} B$ is finitely generated as a $B$-module (see the proof of proposition 2.1.57). So it makes sense to consider the trace $\operatorname{Tr}_{P \otimes_{A} B / B}$ of a $B$-linear
map $P \otimes_{A} B \rightarrow P \otimes_{A} B$. If $f: P \rightarrow P$ is $A$-linear, it is immediate to prove that $f \otimes \operatorname{id}_{B}: P \otimes_{A} B \rightarrow P \otimes_{A} B$ is $B$-linear. So $\operatorname{Tr}_{P \otimes_{A} B / B}\left(f \otimes \mathrm{id}_{B}\right)$ is well defined.
Let $\vartheta_{P, P}: P^{*} \otimes_{A} P \rightarrow \operatorname{End}_{A}(P)$ and $\vartheta_{P \otimes_{A} B, P \otimes_{A} B}:\left(P \otimes_{A} B\right)^{*} \otimes_{B}\left(P \otimes_{A} B\right) \rightarrow$ $\operatorname{End}_{B}\left(P \otimes_{A} B\right)$ be defined as in lemma 2.1.43. By corollary 2.1.45, they are isomorphisms (respectively, of $A$-modules and of $B$-modules). Let also $\alpha_{P}: P^{*} \otimes_{A} P \rightarrow A$, $\alpha_{P \otimes_{A} B}:\left(P \otimes_{A} B\right)^{*} \otimes_{B}\left(P \otimes_{A} B\right) \rightarrow B$ be defined as in lemma 2.1.46. Since $\vartheta_{P, P}$ is an isomorphism, we have that $\operatorname{End}_{A}(P)$ is generated by the elements of the form $\vartheta_{P, P}(\varphi \otimes p)$, with $\varphi \in P^{*}$ and $p \in P$. Notice that $-\otimes \operatorname{id}_{B}: \operatorname{End}_{A}(P) \rightarrow$ $\operatorname{End}_{B}\left(P \otimes_{A} B\right)$ is $A$-linear. Also the trace is $A$-linear (remark 2.1.48). Then it is enough to prove that the claim is true for $f=\vartheta_{P, P}(\varphi \otimes p)$, with $\varphi \in P^{*}$ and $p \in P$. In this case, we have that

$$
\operatorname{Tr}(f)=\alpha_{P}\left(\vartheta_{P, P}^{-1}(f)\right)=\alpha_{P}(\varphi \otimes p)=\varphi(p)
$$

Moreover, $\varphi \otimes \operatorname{id}_{B}: P \otimes_{A} B \rightarrow A \otimes_{A} B$ is a $B$-linear map and composing it with the canonical isomorphism of $B$-modules $\psi: A \otimes_{A} B \rightarrow B, a \otimes b \mapsto a b$ we get $\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right) \in\left(P \otimes_{A} B\right)^{*}$. For any $x \in P, y \in B$, we have that

$$
\begin{gathered}
\vartheta_{P \otimes_{A} B, P \otimes_{A} B}\left(\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right) \otimes(p \otimes 1)\right)(x \otimes y)=\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right)(x \otimes y) \cdot(p \otimes 1)= \\
=\psi(\varphi(x) \otimes y) \cdot(p \otimes 1)=(\varphi(x) y) \cdot(p \otimes 1)=(\varphi(x) p) \otimes y= \\
=\left(\vartheta_{P, P}(\varphi \otimes p)(x)\right) \otimes y=f(x) \otimes y=\left(f \otimes \operatorname{id}_{B}\right)(x \otimes y)
\end{gathered}
$$

So $\left.\vartheta_{P \otimes_{A} B, P \otimes_{A} B}\left(\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right) \otimes(p \otimes 1)\right)\right)=f \otimes \operatorname{id}_{B}$ (by linearity, it is enough to check equality on pure tensors). Then $\vartheta_{P \otimes_{A} B, P \otimes_{A} B}^{-1}\left(f \otimes \operatorname{id}_{B}\right)=\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right) \otimes(p \otimes 1)$ and

$$
\begin{aligned}
& \operatorname{Tr}_{P \otimes_{A} B, B}\left(f \otimes \operatorname{id}_{B}\right)=\alpha_{P \otimes_{A} B}\left(\vartheta_{P \otimes_{A} B, P \otimes_{A} B}^{-1}\left(f \otimes \operatorname{id}_{B}\right)\right)= \\
& =\alpha_{P \otimes_{A} B}\left(\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right) \otimes(p \otimes 1)\right)=\left(\psi \circ\left(\varphi \otimes \operatorname{id}_{B}\right)\right)(p \otimes 1)= \\
& \quad=\psi(\varphi(p) \otimes 1)=\varphi(p) \cdot 1=\operatorname{Tr}_{P / A}(f) \cdot 1
\end{aligned}
$$

as we wanted.
Lemma 2.1.71. Let $B$ and $C$ be $A$-algebras, with $B$ projective separable. Then $B \otimes_{A} C$ is a projective separable $C$-algebra.

Proof. Since $B$ is a projective separable $A$-algebra, it is in particular finite projective. Then $B \otimes_{A} C$ is a projective $A$-algebra by lemma 2.1.24. Moreover, it is finitely generated as a $C$-module, because if $\left(w_{1}, \ldots, w_{n}\right)$ generates $B$ over $A$ then $\left(w_{1} \otimes\right.$ $\left.1, \ldots, w_{n} \otimes 1\right)$ generates $B \otimes_{A} C$ over $C$.
Let now $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A)$ be the $A$-linear map defined in lemma 2.1.59 and consider the $C$-linear map $\varphi \otimes \mathrm{id}_{C}: B \otimes_{A} C \rightarrow \operatorname{Hom}_{A}(B, A) \otimes_{A} C$. Since $B$ is finitely generated and projective as an $A$-module, by lemma 2.1.55 (condition (2)) we have an isomorphism of $C$-modules $\varphi_{B, A}: \operatorname{Hom}_{A}(B, A) \otimes_{A} C \rightarrow \operatorname{Hom}_{C}\left(B \otimes_{A} C, A \otimes_{A} C\right)$. Moreover, we have a canonical isomorphism of $C$-modules $\psi: A \otimes_{A} C \rightarrow C, a \otimes c \mapsto$ $a c$, which induces an isomorphism of $C$-modules $\psi_{*}: \operatorname{Hom}_{C}\left(B \otimes_{A} C, A \otimes_{A} C\right) \rightarrow$ $\operatorname{Hom}_{C}\left(B \otimes_{A} C, C\right), h \mapsto \psi \circ h$. Consider now the following diagram, where $\varphi^{\prime}:$
$B \otimes_{A} C \rightarrow \operatorname{Hom}_{C}\left(B \otimes_{A} C, C\right)$ is defined as in lemma 2.1.59, considering $C$ instead of $A$ and $B \otimes_{A} C$ instead of $B$.


Let $b \in B$ and $c \in C$. We have that

$$
\begin{aligned}
\left(\psi_{*} \circ \varphi_{B, A}\right)\left(\left(\varphi \otimes \operatorname{id}_{C}\right)(b \otimes c)\right)= & \left(\psi_{*} \circ \varphi_{B, A}\right)(\varphi(b) \otimes c)= \\
& =\psi_{*}\left(\varphi(b) \otimes\left(c \mathrm{id}_{C}\right)\right)=\psi \circ\left(\varphi(b) \otimes\left(c \mathrm{id}_{C}\right)\right) .
\end{aligned}
$$

For any $x \in B, y \in C$, we have

$$
\begin{aligned}
\left(\psi \circ\left(\varphi(b) \otimes\left(c \operatorname{id}_{C}\right)\right)\right)(x \otimes y)=\psi((\varphi(b)(x)) \otimes(c y))=\psi\left(\operatorname{Tr}_{B / A}(b x) \otimes(c y)\right)= \\
=\psi\left(\operatorname{Tr}_{B / A}\left(m_{b x}\right) \otimes(c y)\right)=\operatorname{Tr}_{B / A}\left(m_{b x}\right) \cdot c y .
\end{aligned}
$$

Moreover, by definition of the $C$-algebra structure on $B \otimes_{A} C$, we have $m_{(b \otimes c)(x \otimes y)}=$ $m_{(b x) \otimes(c y)}=\operatorname{cym}_{(b x) \otimes 1}=c y\left(m_{b x} \otimes \mathrm{id}_{C}\right)$. Then, using the fact that $\operatorname{Tr}_{B \otimes_{A} C / C}$ is $C$ linear (remark 2.1.48) and applying lemma 2.1.70 (with $B$ instead of $P$ and $C$ instead of $B$ ), we get

$$
\begin{aligned}
& \operatorname{Tr}_{B \otimes_{A} C / C}\left(m_{(b \otimes c)(x \otimes y)}\right)=\operatorname{Tr}_{B \otimes_{A} C / C}\left(c y\left(m_{b x \otimes \mathrm{id}_{C}}\right)\right)= \\
& \quad=c y \operatorname{Tr}_{B \otimes_{A} C / C}\left(m_{b x \otimes \mathrm{id} C}\right)=c y\left(\operatorname{Tr}_{B / A}\left(m_{b x}\right) \cdot 1\right)=\operatorname{Tr}_{B / A}\left(m_{b x}\right) \cdot c y .
\end{aligned}
$$

Then $\left(\psi \circ\left(\varphi(b) \otimes\left(c \mathrm{id}_{C}\right)\right)\right)(x \otimes y)=\operatorname{Tr}_{B \otimes_{A} C / C}\left(m_{(b \otimes c)(x \otimes y)}\right)=\varphi^{\prime}(b \otimes c)(x \otimes y)$. So

$$
\left(\psi_{*} \circ \varphi_{B, A}\right)\left(\left(\varphi \otimes \operatorname{id}_{C}\right)(b \otimes c)\right)=\left(\psi \circ\left(\varphi(b) \otimes\left(c \operatorname{id}_{C}\right)\right)\right)(x \otimes y)=\varphi^{\prime}(b \otimes c) .
$$

Since this holds for any $b \in B, c \in C$, we have that $\psi_{*} \circ \varphi_{B, A} \circ\left(\varphi \otimes \mathrm{id}_{C}\right)=\varphi^{\prime}$. Since $B$ is a projective separable $A$-algebra, $\varphi$ is an isomorphism. Then $\varphi \otimes \operatorname{id}_{C}$ : $B \otimes_{A} C \rightarrow \operatorname{Hom}_{A}(B, A) \otimes_{A} C$ is an isomorphism of $C$-modules, with inverse $\varphi^{-1} \otimes \mathrm{id}_{C}$. We already knew that $\psi_{*}$ and $\varphi_{B, A}$ are isomorphisms of $C$-modules. So $\varphi^{\prime}$ is an isomorphism of $C$-modules, because it it is the composition of isomorphisms. Hence $B \otimes_{A} C$ is a projective separable $C$-algebra.

Proposition 2.1.72. Let $B$ be an $A$-algebra and $C$ a faithfully flat $A$-algebra. Then $B$ is a projective separable $A$-algebra if and only if $B \otimes_{A} C$ is a projective separable C-algebra.

Proof. If $B$ is a projective separable $A$-algebra, then $B \otimes_{A} C$ is a projective separable $C$-algebra by lemma 2.1.71.
Conversely, assume that $B \otimes_{A} C$ is a projective separable $C$-algebra. In particular, it is a finite projective $C$-algebra. Then, by proposition 2.1.57, $B$ is a finite projective $A$-algebra. This implies that $B$ is finitely presented as an $A$-module, by proposition 2.1.30 ((i) $\Longrightarrow$ (ii)). Let $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A), \varphi_{B, A}: \operatorname{Hom}_{A}(B, A) \otimes_{A} C \rightarrow$ $\operatorname{Hom}_{C}\left(B \otimes_{A} C, A \otimes_{A} C\right), \psi: A \otimes_{A} C \rightarrow C$ and $\varphi^{\prime}: B \otimes_{A} C \rightarrow \operatorname{Hom}_{C}\left(B \otimes_{A} C, C\right)$ be
as in the proof of lemma 2.1.71. In the same way as in that proof, it can be shown that $\psi_{*} \circ \varphi_{B, A} \circ\left(\varphi \otimes \mathrm{id}_{C}\right)=\varphi^{\prime}$. Since $B \otimes_{A} C$ is a projective separable $C$-algebra, $\varphi^{\prime}$ is an isomorphism of $C$-modules. We already knew that $\psi_{*}$ is an isomorphism of $C$-modules. Moreover, $\varphi_{B, A}$ is also an isomorphism of $C$-modules, by lemma 2.1.55 (condition (1)), because $B$ is a finitely presented $A$-module and $C$ is flat. It follows that $\varphi \otimes \mathrm{id}_{C}=\varphi_{B, A}^{-1} \circ\left(\psi_{*}\right)^{-1} \circ \varphi^{\prime}$ is an isomorphism of $C$-modules, i.e. the sequence

$$
0 \otimes_{A} C=0 \rightarrow B \otimes_{A} C \xrightarrow{\varphi \otimes \mathrm{id}_{C}} \operatorname{Hom}_{A}(B, A) \otimes_{A} C \rightarrow 0=0 \otimes_{A} C
$$

is exact. Since $C$ is faithfully flat, this implies that the sequence $0 \rightarrow B \xrightarrow{\varphi}$ $\operatorname{Hom}_{A}(B, A) \rightarrow 0$ is also exact. This means that $\varphi$ is an isomorphism. Hence $B$ is a projective separable $A$-algebra.

Proposition 2.1.73. Let $B$ be an A-algebra. If there exists a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and for every $i \in I$ the $A_{f_{i}}$-algebra $B_{f_{i}}$ is projective separable, then $B$ is projective separable.

Proof. Since $B_{f_{i}}$ is a projective separable $A_{f_{i}}$-algebra, it is in particular finitely generated and projective as an $A_{f_{i}}$-module, for every $i \in I$. Then, by corollary 2.1.32, $B$ is finitely generated and projective as an $A$-module, i.e. it is a finite projective $A$-algebra. By proposition 2.1.30 $((\mathrm{i}) \Longrightarrow(\mathrm{ii})$ ), we have also that $B$ is finitely presented.
Let $i \in I$. Since $B$ is finitely presented, by lemma 2.1 .27 we have an isomorphism of $A_{f_{i}-\text { modules }} \varphi_{B, A}^{(i)}: \operatorname{Hom}_{A}(B, A)_{f_{i}} \rightarrow \operatorname{Hom}_{A_{f_{i}}}\left(B_{f_{i}}, A_{f_{i}}\right)$. Let $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A)$ be the map defined in lemma 2.1.59 and consider its localization $\varphi_{f_{i}}: B_{f_{i}} \rightarrow$ $\operatorname{Hom}_{A}(B, A)_{f_{i}}$, which is $A_{f_{i}}$-linear. Denote by $\varphi_{i}: B_{f_{i}} \rightarrow \operatorname{Hom}_{A_{f_{i}}}\left(B_{f_{i}}, A_{f_{i}}\right)$ the $A_{f_{i}}$-linear map defined as in lemma 2.1.59, considering $A_{f_{i}}$ instead of $A$ and $B_{f_{i}}$ instead of $B$. Then we have the following diagram.


Recall that $B_{f_{i}} \cong B \otimes_{A} A_{f_{i}}$ as $A_{f_{i}}$-algebras and $\operatorname{Hom}_{A}(B, A)_{f_{i}} \cong \operatorname{Hom}_{A}(B, A) \otimes_{A} A_{f_{i}}$ as $A_{f_{i}}$-modules. Under these isomorphisms, the diagram we are considering corresponds to the one we considered in the proof of lemma 2.1.71. So it is commutative, as in that proof. This means that $\varphi_{i}=\varphi_{B, A}^{i} \circ \varphi_{f_{i}}$. Since $B_{f_{i}}$ is a projective separable $A_{f_{i}}$-algebra, $\varphi_{i}$ is bijective. Then, since $\varphi_{B, A}^{(i)}$ is also bijective, we have that $\varphi_{f_{i}}=\left(\varphi_{B, A}^{(i)}\right)^{-1} \circ \varphi_{i}$ is bijective. Since this holds for every $i \in I$, by lemma 2.1.29(2) we get that $\varphi$ is bijective, i.e. $B$ is a projective separable $A$-algebra.

Lemma 2.1.74. Let $B$ be a projective separable $A$-algebra and $f: B \rightarrow A$ a homomorphism of $A$-algebras. Then there exist an $A$-algebra $C$ and an isomorphim of $A$-algebras $\alpha: B \rightarrow A \times C$ such that $f=p_{A} \circ \alpha$, where $p_{A}: A \times C \rightarrow A$ is the canonical projection.
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Proof. Since $f$ is a homomorphism of $A$-algebras, it is in particular $A$-linear, i.e. $f \in \operatorname{Hom}_{A}(B, A)$. Let $\varphi: B \rightarrow \operatorname{Hom}_{A}(B, A)$ be defined as in lemma 2.1.59. Since $B$ is projective separable, $\varphi$ is bijective. So there exists a (unique) $b \in B$ such that $f=\varphi(b)$. This means that $f(x)=\operatorname{Tr}(b x)$ for any $x \in B$. In particular, $\operatorname{Tr}(b)=\operatorname{Tr}(b \cdot 1)=f(1)=1$ (the last equality follows from the fact that $f$ is a homomorphism of $A$-algebras and so in particular a ring homomorphism). Define now $C:=\operatorname{Ker}(f) \subseteq B$. Then $C$ is clearly an $A$-submodule of $B$. Notice now that $f$ is surjective. Indeed, for any $a \in A$ we have that $f(a \cdot 1)=a f(1)=a$. So the sequence of $A$-modules

$$
0 \rightarrow C \xrightarrow{i} B \xrightarrow{f} A \rightarrow 0
$$

is exact, where $i: C=\operatorname{Ker}(f) \rightarrow B$ is the canonical inclusion. Consider the $A$ linear map $m_{b}: B \rightarrow B$. For any $x \in C$, we have that $f\left(m_{b}(x)\right)=f(b) f(x)=$ 0 , because $f$ is a ring homomorphism and $f(x)=0$. So $m_{b}(x) \in \operatorname{Ker}(f)=C$. This means that $m_{b}(\operatorname{Im}(i))=m_{b}(C) \subseteq C=\operatorname{Im}(i)$ By lemma 2.1.62, we have that $\operatorname{Tr}(b)=\operatorname{Tr}_{B / A}\left(m_{b}\right)=\operatorname{Tr}_{C / A}\left(\left(m_{b}\right)_{C}\right)+\operatorname{Tr}_{A / A}\left(\left(m_{b}\right)_{A}\right)$, where $\left(m_{b}\right)_{C}: C \rightarrow C$ is the unique $A$-linear map such that $i \circ\left(m_{b}\right)_{C}=m_{b} \circ i$ and $\left(m_{b}\right)_{A}: A \rightarrow A$ is the unique $A$-linear map such that $f \circ m_{b}=\left(m_{b}\right)_{A} \circ f$. Considering the fact that $i: C \rightarrow B$ is the canonical inclusion, we have that $\left(m_{b}\right)_{C}=\left(m_{b}\right)_{\left.\right|_{C}}: C \rightarrow C$. Moreover, since $f$ is surjective, for any $y \in A$ there exists $x \in B$ such that $y=f(x)$ and so $\left(m_{b}\right)_{A}(f(x))=f\left(m_{b}(x)\right)=f(b x)=f(b) f(x)=m_{f(b)}(f(x))$ (we applied the fact that $f$ is a ring homomorphism). Then $\left(m_{b}\right)_{A}=m_{f(b)}$. Let now $x, y \in B$. We have that

$$
\varphi(b x)(y)=\operatorname{Tr}(b x y)=f(x y)=f(x) f(y)=f(x) \operatorname{Tr}(b y)=\operatorname{Tr}(f(x) b y)=\varphi(f(x) b)(y)
$$

(we applied the fact that the trace is $A$-linear, see remark 2.1.48). Then $\varphi(b x)=$ $\varphi(f(x) b)$, which by injectivity of $\varphi$ implies that $b x=f(x) b$. In particular, we have that $b x=f(x) b=0$ for any $x \in C$, i.e. $\left(m_{b}\right)_{\left.\right|_{C}}=0$. Then $\operatorname{Tr}_{C / A}\left(\left(m_{b}\right)_{C}\right)=$ $\operatorname{Tr}_{C / A}(0)=0$ (because the trace is $A$-linear). So

$$
\operatorname{Tr}(b)=\operatorname{Tr}_{C / A}\left(\left(m_{b}\right)_{C}\right)+\operatorname{Tr}_{A / A}\left(\left(m_{b}\right)_{A}\right)=\operatorname{Tr}_{A / A}\left(m_{f(b)}\right) .
$$

Notice now that $A$ is a free $A$-module with basis (1). By remark 2.1.50(3), we can compute the trace $\operatorname{Tr}_{A / A}$ using the definition 2.1.1. Then $\operatorname{Tr}_{A / A}\left(m_{f(b)}\right)=m_{f(b)}(1)=$ $f(b) \cdot 1=f(b)$. So $\operatorname{Tr}(b)=f(b)$. We have already seen that $\operatorname{Tr}(b)=1$, so $f(b)=1$. Consider now the map

$$
\psi: A \oplus C \rightarrow B,(a, x) \mapsto a b+x
$$

It is immediate to check that $\psi$ is $A$-linear. Let $(a, x) \in \operatorname{Ker}(\psi)$, i.e. $a b+x=$ $\psi((a, x))=0$. Then $a b=-x \in C=\operatorname{Ker}(f)$. So, applying the linearity of $f$, we get that $0=f(a b)=a f(b)=a \cdot 1=a$. Then $x=-a b=0$. This proves that $\operatorname{Ker}(\psi)=0$, i.e. $\psi$ is injective. Let now $y \in B$. Since $f$ is $A$-linear, we have that $f(y-f(y) b)=f(y)-f(y) f(b)=f(y)-f(y) \cdot 1=0$. So $y-f(y) b \in \operatorname{Ker}(f)=C$. Then $(f(y), y-f(y) b) \in A \oplus C$ and $\psi((f(y), y-f(y) b))=f(y) b+y-f(y) b=y$. This proves that $\psi$ is surjective. Then $\psi$ is an isomorphism of $A$-modules. By the computation we have just performed, it is also clear that $\psi^{-1}(y)=(f(y), y-f(y) b)$
for any $y \in B$. So, if we define $\alpha:=\psi^{-1}: B \rightarrow A \oplus C$, we have that $p_{A} \circ \alpha=$ $f$. It remains to show that $C$ is an $A$-algebra and that $\psi$ is compatible with the multiplication (defined componentwise on $A \oplus C$ ). Since $f$ is a ring homomorphism, if $x, y \in C=\operatorname{Ker}(f)$, then $f(x y)=f(x) f(y)=0$, i.e. $x y \in \operatorname{Ker}(f)=C$. So we can restrict the multiplication from $B$ to $C$. Commutativity, associativity and distributivity are inherited from the fact that $B$ is a ring. What is a priori not clear is the fact that $C$ has a unit element. Notice that, by what we proved above, $b^{2}=f(b) b=1 \cdot b=b$. Let now $a_{1}, a_{2} \in A, x_{1}, x_{2} \in C$. By what we proved above, $b x_{1}=0=b x_{2}$. Then we have that

$$
\begin{aligned}
& \psi\left(\left(a_{1}, x_{1}\right)\right) \psi\left(\left(a_{2}, x_{2}\right)\right)=\left(a_{1} b+x_{1}\right)\left(a_{2} b+x_{2}\right)= \\
& =a_{1} a_{2} b^{2}+a_{1} b x_{2}+a_{2} b x_{1}+x_{1} x_{2}=a_{1} a_{2} b+x_{1} x_{2}= \\
& \quad=\psi\left(\left(a_{1} a_{2}, x_{1} x_{2}\right)\right)=\psi\left(\left(a_{1}, x_{1}\right)\left(a_{2}, x_{2}\right)\right) .
\end{aligned}
$$

So $\psi$ is compatible with the multiplication. Let now $x_{0}:=1-b=1-f(1) b$. By what we proved above, $x_{0} \in C$ and $\psi\left(\left(1, x_{0}\right)\right)=\psi\left(\left(f(1), x_{0}\right)\right)=1$. For any $x \in C$, we have that

$$
\psi\left(\left(1, x_{0} x\right)\right)=\psi\left(\left(1, x_{0}\right)(1, x)\right)=\psi\left(\left(1, x_{0}\right)\right) \psi((1, x))=\psi((1, x))
$$

Since $\psi$ is injective, we must have $\left(1, x_{0} x\right)=(1, x)$. Then $x_{0} x=x$. This proves that $x_{0}$ is a unit element in $C$, which is then a ring. Consider the $A$-linear map $A \rightarrow C, a \mapsto a x_{0}$. This map is a ring homomorphism, because for any $a_{1}, a_{2} \in A$ we have $\left(a_{1} x_{0}\right)\left(a_{2} x_{0}\right)=a_{1} a_{2} x_{0}^{2}=a_{1} a_{2} x_{0}$. So $C$ is an $A$-algebra, in a way that is compatible with the $A$-module structure inherited by $B$. We have that $\psi$ is $A$-linear and compatible with multiplication. Moreover, we saw that $\psi\left(\left(1, x_{0}\right)\right)=1$. So $\psi$ is a homomorphism of $A$-algebras. Then its inverse $\alpha$ is also a homomorphism of $A$-algebras. This ends the proof.

Proposition 2.1.75. Let $B$ be a projective separable $A$-algebra. Consider $B \otimes_{A} B$ as a $B$-algebra via the second factor and consider the map $\delta: B \otimes_{A} B \rightarrow B, x \otimes y \mapsto x y$ (extended by linearity). Then there exist a $B$-algebra $C$ and an isomorphism of $B$ algebras $\alpha: B \otimes_{A} B \rightarrow B \times C$ such that $\delta=p_{B} \circ \alpha$, where $p_{B}: B \times C \rightarrow B$ is the canonical projection.

Proof. Since $B$ is a projective separable $A$-algebra, $B \otimes_{A} B$ is a projective separable $B$-algebra by lemma 2.1 .71 . Notice that $\delta$ is well defined and $A$-linear, because the multiplication in $B$ is $A$-bilinear. It is immediate to show that $\delta$ is actually $B$-linear. Moreover, by definition of the ring structure on $B \otimes_{A} B$, we have that $\delta$ is also a ring homomorphism. So $\delta: B \otimes_{A} B \rightarrow B$ is a homomorphism of $B$-algebras. Applying lemma 2.1.74, with $B \otimes_{A} B$ instead of $B$ and $B$ instead of $A$, we get the claim.

### 2.2 Finite étale morphisms

We start with the definition of finite étale morphisms and of the corresponding category. Then we will study in detail the properties of these morphisms.

Definition 2.2.1. Let $X, Y$ be two schemes and $f: Y \rightarrow X$ a morphism of schemes. We say that $f$ is finite étale if there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for any $i \in I$, the open subscheme $f^{-1}\left(U_{i}\right)$ of $Y$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a free separable $A_{i}$-algebra. In this situation we also say that $f$ is a finite étale covering of $X$. If $X, Y, Z$ are schemes and $f: Y \rightarrow X, g: Z \rightarrow X$ are finite étale coverings of $X$, then a morphism of coverings from $f$ to $g$ is a morphism of schemes $h: Y \rightarrow Z$ such that $f=g \circ h$.

Remark 2.2.2. (1) Notice that, if $f: Y \rightarrow X$ is a morphism of schemes, $U_{i}=$ $\operatorname{Spec}\left(A_{i}\right)$ is an open affine subscheme of $X$ and the open subscheme $f^{-1}\left(U_{i}\right)$ of $Y$ is affine, with $f^{-1}\left(U_{i}\right)$, then $B_{i}$ is always an $A_{i}$-algebra, because the morphism of schemes $f: f^{-1}\left(U_{i}\right)=\operatorname{Spec}\left(B_{i}\right) \rightarrow U_{i}=\operatorname{Spec}\left(A_{i}\right)$ corresponds to a ring homomorphism $A_{i} \rightarrow B_{i}$.
(2) Let $X$ be a scheme. It is immediate to check that the composition of two morphism of coverings is again a morphism of coverings. Moreover, for any finite étale covering $f: Y \rightarrow X$ we have that $\mathrm{id}_{Y}$ is clearly a morphism of coverings from $f$ to $f$. This shows that finite étale coverings of $X$ form a category. We denote this category by $\mathbf{F E t}_{X}$. Our goal is to prove that $\mathbf{F E t}_{X}$, with a suitable functor $\mathbf{F E t}_{X} \rightarrow$ sets, is a Galois category.
There are other remarkable properties that morphisms of schemes can have and we will see the connection between them and the fact of being finite étale.

Definition 2.2.3. Let $X, Y$ be two schemes and $f: Y \rightarrow X$ a morphism of schemes. We say that $f$ is:
(1) affine if there exists a cover of $X$ by open affine subsets $\left(U_{i}\right)_{i \in I}$ such that $f^{-1}\left(U_{i}\right)$ is affine for every $i \in I$;
(2) finite if there is a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for every $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{i}$ algebra $B_{i}$ (see remark 2.2.2(1)) is finitely generated as an $A_{i}$-module;
(3) finite and locally free if there exists a cover of $X$ by open affine subsets $\left(U_{i}=\right.$ $\left.\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for every $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{i}$-algebra $B_{i}$ (see remark 2.2.2(1)) is finitely generated and free as an $A_{i}$-module;
(4) surjective if the corresponding map between the underlying topological spaces is surjective.

Remark 2.2.4. From the definitions, it is clear that any finite morphism of schemes is affine, any finite and locally free morphism is finite and any finite étale morphism is finite and locally free.

Lemma 2.2.5. Let $X$ be a scheme and consider two open affine subschemes $U=$ $\operatorname{Spec}(A)$ and $V=\operatorname{Spec}(B)$ of $X$. For any $x \in U \cap V$, there exists $W \subseteq U \cap V$ such that $x \in W$ and $W=\mathrm{D}(f)=\mathrm{D}(g)$ for some $f \in A, g \in B$.

Proof. Let $x \in U \cap V$. Since $U$ and $V$ are open, $U \cap V$ is also open. Since $U \cap V \subseteq$ $U=\operatorname{Spec}(A)$ and distinguished open subsets form a basis of $\operatorname{Spec}(A)$, there exists $f^{\prime} \in A$ such that $\mathrm{D}\left(f^{\prime}\right) \subseteq U \cap V$ and $x \in \mathrm{D}\left(f^{\prime}\right)$. We have that $\mathrm{D}\left(f^{\prime}\right) \subseteq V=\operatorname{Spec}(B)$ and $\mathrm{D}\left(f^{\prime}\right)$ is open (in $U$ and then also in $V$ ). Since distinguished open subsets form a basis of $\operatorname{Spec}(B)$, there exists $g \in B$ such that $\mathrm{D}(g) \subseteq \mathrm{D}\left(f^{\prime}\right)$ and $x \in \mathrm{D}(g)$. Define $W:=\mathrm{D}(g)$. Our aim is now to find an $f \in A$ such that $W=\mathrm{D}(f)$. We have that $\mathcal{O}_{X}(V)=\mathcal{O}_{\operatorname{Spec}(B)}(\operatorname{Spec}(B))=B$ and $\mathcal{O}_{X}\left(\mathrm{D}\left(f^{\prime}\right)\right)=\mathcal{O}_{\operatorname{Spec}(A)}\left(\mathrm{D}\left(f^{\prime}\right)\right)=A_{f^{\prime}}$. Since $\mathrm{D}\left(f^{\prime}\right) \subseteq U \cap V \subseteq V$, we can consider the restriction $\rho_{V, \mathrm{D}\left(f^{\prime}\right)}: \mathcal{O}_{X}(V)=$ $B \rightarrow \mathcal{O}_{X}\left(\mathrm{D}\left(f^{\prime}\right)\right)=A_{f^{\prime}}$. We have that $\rho_{V, \mathrm{D}\left(f^{\prime}\right)}(g) \in A_{f^{\prime}}$. Then, by definition of localization, there exist $g^{\prime} \in A, n \in \mathbb{N}$, such that $\rho_{V, \mathrm{D}\left(f^{\prime}\right)}(g)=\frac{g^{\prime}}{\left(f^{\prime}\right)^{n}}$. In $V=\operatorname{Spec}(B)$, we have that $\mathrm{V}\left(\rho_{V, \mathrm{D}\left(f^{\prime}\right)}(g)\right)=\mathrm{V}(g) \cap \mathrm{D}\left(f^{\prime}\right)$ (by definition of the restriction and of vanishing sets). Recalling that $\mathrm{D}(g) \subseteq \mathrm{D}\left(f^{\prime}\right) \subseteq V$, we have that

$$
\begin{aligned}
\mathrm{D}(g)=\mathrm{D}\left(f^{\prime}\right) \cap \mathrm{D}(g)=\mathrm{D}\left(f^{\prime}\right) \cap( & V \backslash \mathrm{~V}(g))=\mathrm{D}\left(f^{\prime}\right) \backslash\left(\mathrm{D}\left(f^{\prime}\right) \cap \mathrm{V}(g)\right)= \\
& =\mathrm{D}\left(f^{\prime}\right) \backslash \mathrm{V}\left(\rho_{V, \mathrm{D}\left(f^{\prime}\right)}(g)\right)=\mathrm{D}\left(f^{\prime}\right) \backslash \mathrm{V}\left(\frac{g^{\prime}}{\left(f^{\prime}\right)^{n}}\right) .
\end{aligned}
$$

Moreover, in $U=\operatorname{Spec}(A)$ we have that $\mathrm{V}\left(\frac{g^{\prime}}{\left(f^{\prime}\right)^{n}}\right)=\mathrm{V}\left(g^{\prime}\right) \cap \mathrm{D}\left(f^{\prime}\right)$ (by definition of vanishing sets). So

$$
\begin{aligned}
& \mathrm{D}\left(f^{\prime}\right) \backslash \mathrm{V}\left(\frac{g^{\prime}}{\left(f^{\prime}\right)^{n}}\right)=\mathrm{D}\left(f^{\prime}\right) \backslash\left(\mathrm{V}\left(g^{\prime}\right) \cap \mathrm{D}\left(f^{\prime}\right)\right)=\mathrm{D}\left(f^{\prime}\right) \cap\left(U \backslash \mathrm{~V}\left(g^{\prime}\right)\right)= \\
& \quad=\left(U \backslash \mathrm{~V}\left(f^{\prime}\right)\right) \cap\left(U \backslash \mathrm{~V}\left(g^{\prime}\right)\right)=U \backslash\left(\mathrm{~V}\left(f^{\prime}\right) \cup \mathrm{V}\left(g^{\prime}\right)\right)=U \backslash \mathrm{~V}\left(f^{\prime} g^{\prime}\right)=\mathrm{D}\left(f^{\prime} g^{\prime}\right) .
\end{aligned}
$$

Then, if we define $f:=f^{\prime} g^{\prime} \in A$, we get $W=\mathrm{D}(g)=\mathrm{D}\left(f^{\prime} g^{\prime}\right)=\mathrm{D}(f)$, as we wanted.

Lemma 2.2.6 (Affine communication lemma, see [5], 5.3.2). Let $X$ be a scheme and let $P$ be a property enjoyed by some open affine subsets of $X$. Assume that the following two conditions are satisfied:
(1) if an open affine subset $U=\operatorname{Spec}(A)$ has the property $P$, then for every $f \in A$ the open affine subset $\operatorname{Spec}\left(A_{f}\right)=\mathrm{D}(f) \subseteq U \subseteq X$ has $P$;
(2) if $U=\operatorname{Spec}(A)$ is an open affine subset of $X$ and there exists a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and the open affine subset $\operatorname{Spec}\left(A_{f}\right)=\mathrm{D}(f) \subseteq U \subseteq X$ has the property $P$ for every $i \in I$, then $U$ has the property $P$.

If there exists a cover of $X$ by open affine subsets $\left(U_{i}\right)_{i \in I}$ such that $U_{i}$ enjoys the property $P$ for every $i \in I$, then every open affine subset of $X$ enjoys $P$.

Proof. Let $\left(U_{i}\right)_{i \in I}$ be a cover of $X$ by open affine subsets such that $U_{i}=\operatorname{Spec}\left(A_{i}\right)$ enjoys $P$ for every $i \in I$. Let $U=\operatorname{Spec}(A)$ be an open affine subscheme of $X$ and consider $x \in U \subseteq X$. Since $X=\bigcup_{i \in I} U_{i}$, there exists $i \in I$ such that $x \in U_{i}$. So $x \in U \cap U_{i}$. By lemma 2.2.5, there exists $W_{x} \subseteq U \cap U_{i}$ such that $x \in W_{x}$ and $W_{x}=\mathrm{D}\left(f_{x}\right)=\mathrm{D}\left(g_{x}\right)$ for some $f_{x} \in A, g_{x} \in A_{i}$. Since $U_{i}=\operatorname{Spec}\left(A_{i}\right)$ enjoys
$P, \operatorname{Spec}\left(A_{g_{x}}\right)=\mathrm{D}\left(g_{x}\right)$ enjoys $P$, by the first assumption. Consider now $\left(f_{x}\right)_{x \in U}$, which is a collection of elements of $A$. Since $x \in \mathrm{D}\left(f_{x}\right)$ for any $x \in U$, we have that $U=\bigcup_{x \in U} \mathrm{D}\left(f_{x}\right)$. Consider now the ideal $\sum_{x \in U} f_{x} A \subseteq A$. If it was a proper ideal, there would exist a maximal ideal $\mathfrak{m}$ such that $\sum_{x \in U} f_{x} A \subseteq \mathfrak{m}$, i.e. $f_{x} \in \mathfrak{m}$ for any $x \in U$. Then $\mathfrak{m} \in \operatorname{Spec}(A)=U$, but $\mathfrak{m} \notin \mathrm{D}\left(f_{x}\right)$, for any $x \in U$. This is a contradiction. So $\sum_{x \in U} f_{x} A=A$. Since $\mathrm{D}\left(f_{x}\right)=\mathrm{D}\left(g_{x}\right)$ enjoys $P$ for every $x \in U$, it follows that $U$ enjoys $P$, by the second assumption.

Lemma 2.2.7. Let $\left(X, \mathcal{O}_{X}\right)$ be a scheme and let $f \in \mathcal{O}_{X}(X)$. We define

$$
X_{f}:=\left\{x \in X \mid f_{x} \notin \mathfrak{m}_{X, x}\right\}=\left\{x \in X \mid f_{x} \in \mathcal{O}_{X, x} \backslash \mathfrak{m}_{X, x}=\mathcal{O}_{X, x}^{\times}\right\} \subseteq X
$$

Then we have that:
(1) $X_{f}$ is open;
(2) $\rho_{X, X_{f}}(f) \in \mathcal{O}_{X}\left(X_{f}\right)^{\times}$, where $\rho_{X, X_{f}}: \mathcal{O}_{X}(X) \rightarrow \mathcal{O}_{X}\left(X_{f}\right)$ is the restriction map;
(3) if there exists a finite cover $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i=1, \ldots, n}$ of $X$ by open affine subsets such that for every $i, j=1, \ldots, n$ the intersection $U_{i} \cap U_{j}$ is a finite union of open affine subsets, then the induced ring homomorphism $\tilde{\rho}: \mathcal{O}_{X}(X)_{f} \rightarrow$ $\mathcal{O}_{X}\left(X_{f}\right)$ is an isomorphism.

Proof. (1) Let $x \in X_{f}$. By definition, this means that $f_{x} \in \mathcal{O}_{X, x}^{\times}$. Then there exists $\varphi \in \mathcal{O}_{X, x}$ such that $f_{x} \varphi=1$. By definition of stalk, there exist an open neighbourhood $U$ of $x$ in $X$ and $g \in \mathcal{O}_{X}(U)$ such that $\varphi=g_{x}$. Then $f_{x} g_{x}=1=1_{x}$. Again by definition of stalk, this implies that there exists an open neighbourhood $V \subseteq X \cap U=U$ of $x$ such that $\rho_{X, V}(f) \rho_{U, V}(g)=1$ (we denote by $\rho_{X, V}$ and $\rho_{U, V}$ the restriction maps). Then, for any $x^{\prime} \in V$ we have that $f_{x^{\prime}} g_{x^{\prime}}=\rho_{X, V}(f)_{x^{\prime}} \rho_{U, V}(g)_{x^{\prime}}=1_{x^{\prime}}=1$ and so $f_{x^{\prime}} \in \mathcal{O}_{X, x^{\prime}}^{\times}$, i.e. $x^{\prime} \in X_{f}$. So $V \subseteq X_{f}$. This proves that $X_{f}$ is open.
(2) From the proof of point (1), for every $x \in X_{f}$ there exist an open neighbourhood $V_{x} \subseteq X_{f}$ of $x$ and $g^{(x)} \in \mathcal{O}_{X}\left(V_{x}\right)$ such that $\rho_{X, V_{x}}(f) \cdot g^{(x)}=1$. Then we have that $X_{f}=\bigcup_{x \in X_{f}} V_{x}$. Consider the collection $\left(g^{(x)}\right)_{x \in X_{f}} \subseteq \prod_{x \in X_{f}} \mathcal{O}_{X}\left(V_{x}\right)$. Let $x, x^{\prime} \in X_{f}$ and consider $\rho_{V_{x}, V_{x} \cap V_{x^{\prime}}}\left(g^{(x)}\right), \rho_{V_{x^{\prime}}, V_{x} \cap V_{x^{\prime}}}\left(g^{\left(x^{\prime}\right)}\right) \in \mathcal{O}_{X}\left(V_{x} \cap\right.$ $\left.V_{x^{\prime}}\right)$. Let $x^{\prime \prime} \in V_{x} \cap V_{x^{\prime}}$. Since $x^{\prime \prime} \in V_{x}$ and $\rho_{X, V_{x}}(f) \cdot g^{(x)}=1$, we have that $f_{x^{\prime \prime}}\left(g^{(x)}\right)_{x^{\prime \prime}}=\rho_{X, V_{x}}(f)_{x^{\prime \prime}}\left(g^{(x)}\right)_{x^{\prime \prime}}=1_{x^{\prime \prime}}=1$. Analogously, we have $f_{x^{\prime \prime}}\left(g^{\left(x^{\prime}\right)}\right)_{x^{\prime \prime}}=\rho_{X, V_{x^{\prime}}}(f)_{x^{\prime \prime}}\left(g^{\left(x^{\prime}\right)}\right)_{x^{\prime \prime}}=1_{x^{\prime \prime}}=1$. By uniqueness of the inverse, this implies that $\left(g^{(x)}\right)_{x^{\prime \prime}}=\left(g^{\left(x^{\prime}\right)}\right)_{x^{\prime \prime}}$ By definition of stalk, there exists an open neighbourhood $W_{x^{\prime \prime}}$ of $x^{\prime \prime}$ in $V_{x} \cap V_{x^{\prime}}$ such that $\rho_{V_{x}, W_{x^{\prime \prime}}}\left(g^{(x)}\right)=$ $\rho_{V_{x^{\prime}}, W_{x^{\prime \prime}}}\left(g^{\left(x^{\prime}\right)}\right)$. We have that $V_{x} \cap V_{x^{\prime}}=\bigcup_{x^{\prime \prime} \in V_{x} \cap V_{x^{\prime}}} W_{x^{\prime \prime}}$. Then, by definition
of sheaf, we get $\rho_{V_{x}, V_{x} \cap V_{x^{\prime}}}\left(g^{(x)}\right)=\rho_{V_{x^{\prime}}, V_{x} \cap V_{x^{\prime}}}\left(g^{\left(x^{\prime}\right)}\right)$, because

$$
\begin{aligned}
& \rho_{V_{x} \cap V_{x^{\prime}}, W_{x^{\prime \prime}}}\left(\rho_{V_{x}, V_{x} \cap V_{x^{\prime}}}\left(g^{(x)}\right)\right)=\rho_{V_{x}, W_{x^{\prime \prime}}}\left(g^{(x)}\right)= \\
& \quad=\rho_{V_{x^{\prime}}, W_{x^{\prime \prime}}}\left(g^{\left(x^{\prime}\right)}\right)=\rho_{V_{x} \cap V_{x^{\prime}}, W_{x^{\prime \prime}}}\left(\rho_{V_{x^{\prime}}, V_{x} \cap V_{x^{\prime}}}\left(g^{\left(x^{\prime}\right)}\right)\right)
\end{aligned}
$$

for every $x^{\prime \prime} \in V_{x} \cap V_{x^{\prime}}$. By definition of sheaf, there exists $g \in \mathcal{O}_{X}\left(X_{f}\right)$ such that $g^{(x)}=\rho_{X_{f}, V_{x}}(g)$ for every $x \in X$. Then $\rho_{X, V_{x}}(f g)=\rho_{X, V_{x}}(f) \rho_{X, V_{x}}(g)=$ $\rho_{X, V_{x}}(f) \cdot g^{(x)}=1=\rho_{X, V_{x}}(1)$ for every $x \in X_{f}$ (because the restriction maps are ring homomorphisms). By definition of sheaf, this implies that $f g=1$ (because $\left.X_{f}=\bigcup_{x \in X_{f}} V_{x}\right)$. Then $f \in \mathcal{O}_{X}\left(X_{f}\right)^{\times}$.
(3) By point (2), $\rho_{X, X_{f}}\left(f^{n}\right)=\rho_{X, X_{f}}(f)^{n} \in \mathcal{O}_{X}\left(X_{f}\right)^{\times}$for every $n \geq 0$, i.e. $\rho_{X, X_{f}}\left(S_{f}\right) \subseteq \mathcal{O}_{X}\left(X_{f}\right)^{\times}$. By the universal property of the localization, the ring homomorphism $\rho_{X, X_{f}}: \mathcal{O}_{X}(X) \rightarrow \mathcal{O}_{X}\left(X_{f}\right)$ induces indeed a ring homomorphism $\widetilde{\rho}: \mathcal{O}_{X}(X)_{f} \rightarrow \mathcal{O}_{X}\left(X_{f}\right)$.
Consider $i \in\{1, \ldots, n\}$ and define

$$
f_{i}:=\rho_{X, U_{i}}(f) \in \mathcal{O}_{X}\left(U_{i}\right)=\mathcal{O}_{\operatorname{Spec}\left(A_{i}\right)}\left(\operatorname{Spec}\left(A_{i}\right)\right)=A_{i}
$$

We have that

$$
\begin{array}{r}
X_{f} \cap U_{i}=\left\{x \in U_{i} \mid f_{x} \notin \mathfrak{m}_{X, x}\right\}=\left\{x \in U_{i} \mid\left(f_{i}\right)_{x}=\rho_{X, U_{i}}(f)_{x} \notin \mathfrak{m}_{X, x}\right\}= \\
=\left\{\mathfrak{p} \in \operatorname{Spec}\left(A_{i}\right) \mid\left(f_{i}\right)_{\mathfrak{p}} \notin \mathfrak{m}_{\operatorname{Spec}\left(A_{i}\right), \mathfrak{p}}\right\}=\left(\operatorname{Spec}\left(A_{i}\right)\right)_{f_{i}} .
\end{array}
$$

Identifying $\mathcal{O}_{\operatorname{Spec}\left(A_{i}\right), \mathfrak{p}}$ with $\left(A_{i}\right)_{\mathfrak{p}}$ and $\mathfrak{m}_{\operatorname{Spec}\left(A_{i}\right), \mathfrak{p}}$ with $\mathfrak{p}_{\mathfrak{p}}$ for every $\mathfrak{p} \in \operatorname{Spec}\left(A_{i}\right)$, we get that

$$
\left(\operatorname{Spec}\left(A_{i}\right)\right)_{f_{i}}=\left\{\mathfrak{p} \in \operatorname{Spec}\left(A_{i}\right) \left\lvert\, \frac{f_{i}}{1} \notin \mathfrak{p}_{\mathfrak{p}}\right.\right\}=\left\{\mathfrak{p} \in \operatorname{Spec}\left(A_{i}\right) \mid f_{i} \notin \mathfrak{p}\right\}=\mathrm{D}\left(f_{i}\right)
$$

So $X_{f} \cap U_{i}=\mathrm{D}\left(f_{i}\right)$. The restriction map

$$
\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}: \mathcal{O}_{X}\left(U_{i}\right)=A_{i} \rightarrow \mathcal{O}_{X}\left(\mathrm{D}\left(f_{i}\right)\right)=\mathcal{O}_{\operatorname{Spec}\left(A_{i}\right)}\left(\mathrm{D}\left(f_{i}\right)\right)
$$

induces a ring homomorphism $\widetilde{\rho}_{i}:\left(A_{i}\right)_{f_{i}} \rightarrow \mathcal{O}_{\operatorname{Spec}\left(A_{i}\right)}\left(\mathrm{D}\left(f_{i}\right)\right)$ and we know that this is an isomorphism by the properties of affine schemes. This holds for every $i=1, \ldots, n$. Let now $\frac{g}{f^{m}} \in \operatorname{Ker}(\widetilde{\rho}) \subseteq \mathcal{O}_{X}(X)_{f}$, with $g \in \mathcal{O}_{X}(X)$ and $m \in \mathbb{N}$. Then $\rho_{X, X_{f}}(g) \rho_{X, X_{f}}(f)^{-m}=\widetilde{\rho}\left(\frac{g}{f^{m}}\right)=0$. Multiplying by $\rho_{X, X_{f}}(f)^{m}$, we get that $\rho_{X, X_{f}}(g)=0$. Let $i \in\{1, \ldots, n\}$. Then

$$
\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, U_{i}}(g)\right)=\rho_{X, \mathrm{D}\left(f_{i}\right)}(g)=\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, X_{f}}(g)\right)=\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(0)=0 .
$$

This implies that $\widetilde{\rho}_{i}\left(\frac{\rho_{X, U_{i}}(g)}{1}\right)=\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}(g)=0$. Since $\widetilde{\rho}_{i}$ is an isomorphism, we have that $\frac{\rho_{X, U_{i}}(g)}{1}=0$ in $\left(A_{i}\right)_{f_{i}}$. This means that there exists $r_{i} \in \mathbb{N}$ such
that $f_{i}^{r_{i}} \rho_{X, U_{i}}(g)=0$. Define $r:=\max _{i=1, \ldots, n} r_{i}$. Then, since $\rho_{X, U_{i}}$ is a ring homomorphism,

$$
\begin{aligned}
& \rho_{X, U_{i}}\left(f^{r} g\right)=\rho_{X, U_{i}}(f)^{r} \rho_{X, U_{i}}(g)=f_{i}^{r} \rho_{X, U_{i}}(g)= \\
& \quad=f_{i}^{r-r_{i}} f_{i}^{r_{i}} \rho_{X, U_{i}}(g)=f_{i}^{r-r_{i}} \cdot 0=0
\end{aligned}
$$

for every $i=1, \ldots, n$. Since $X=\bigcup_{i=1}^{n} U_{i}$, this implies that $f^{r} g=0$, by definition of sheaf. Then $\frac{g}{f^{m}}=\frac{f^{r} g}{f^{m+r}}=0$. So $\operatorname{Ker}(\widetilde{\rho})=0$, i.e. $\widetilde{\rho}$ is injective. Notice that we used only the fact that we had a finite cover: for injectivity the assumption about the intersections is not needed.
On the other hand, let $g \in \mathcal{O}_{X}\left(X_{f}\right)$. Consider $i \in\{1, \ldots, n\}$ and $\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(g) \in$ $\mathcal{O}_{X}\left(\mathrm{D}\left(f_{i}\right)\right)=\mathcal{O}_{\operatorname{Spec}\left(A_{i}\right)}\left(\mathrm{D}\left(f_{i}\right)\right)$. Since $\widetilde{\rho}_{i}$ is an isomorphism, there exist $h_{i} \in A_{i}$, $m_{i} \in \mathbb{N}$ such that $\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(g)=\widetilde{\rho}_{i}\left(\frac{h_{i}}{f_{i}^{m_{i}}}\right)$. Define $m:=\max _{i=1, \ldots, n} m_{i}$. Then, for every $i=1, \ldots, n$, we have that $\frac{h_{i}}{f_{i}^{m_{i}}}=\frac{f_{i}^{m-m_{i}} h_{i}}{f_{i}^{m}}=\frac{\widetilde{h}_{i}}{f_{i}^{m}}$, where we defined $\widetilde{h}_{i}:=f_{i}^{m-m_{i}} h_{i} \in A_{i}$. So

$$
\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(g)=\widetilde{\rho}_{i}\left(\frac{h_{i}}{f_{i}^{m_{i}}}\right)=\widetilde{\rho}_{i}\left(\frac{\widetilde{h}_{i}}{f_{i}^{m}}\right)=\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{h}_{i}\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{-m} .
$$

Let now $i, j \in\{1, \ldots, n\}$. By assumption, we can write $U_{i} \cap U_{j}=\bigcup_{k=1}^{K_{i j}} V_{i j k}$, with $K_{i j} \in \mathbb{N}$ and $V_{i j k}$ affine for every $k=1, \ldots, K_{i j}$. Let $k \in\left\{1, \ldots, K_{i j}\right\}$ and $V_{i j k}=\operatorname{Spec}\left(B_{i j k}\right)$. We have that $V_{i j k} \cap X_{f} \subseteq U_{i} \cap X_{f}=\mathrm{D}\left(f_{i}\right)$ and $V_{i j k} \cap X_{f} \subseteq U_{j} \cap X_{f}=\mathrm{D}\left(f_{j}\right)$. Then

$$
\begin{aligned}
& \rho_{X_{f}, V_{i j k} \cap X_{f}}(g)=\rho_{\mathrm{D}\left(f_{i}\right), V_{i j k} \cap X_{f}}\left(\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(g)\right)= \\
& \quad=\rho_{\mathrm{D}\left(f_{i}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{h}_{i}\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{-m}\right)= \\
& =\rho_{\mathrm{D}\left(f_{i}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{h}_{i}\right)\right) \cdot \rho_{\mathrm{D}\left(f_{i}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, U_{i}}(f)\right)\right)^{-m}= \\
& \quad=\rho_{U_{i}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{i}\right) \rho_{X, V_{i j k} \cap X_{f}}(f)^{-m}
\end{aligned}
$$

and

$$
\begin{aligned}
& \rho_{X_{f}, V_{i j k} \cap X_{f}}(g)=\rho_{\mathrm{D}\left(f_{j}\right), V_{i j k} \cap X_{f}}\left(\rho_{X_{f}, \mathrm{D}\left(f_{j}\right)}(g)\right)= \\
& \quad=\rho_{\mathrm{D}\left(f_{j}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{j}, \mathrm{D}\left(f_{j}\right)}\left(\widetilde{h}_{j}\right) \rho_{U_{j}, \mathrm{D}\left(f_{j}\right)}\left(f_{j}\right)^{-m}\right)= \\
& =\rho_{\mathrm{D}\left(f_{j}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{j}, \mathrm{D}\left(f_{j}\right)}\left(\widetilde{h}_{j}\right)\right) \cdot \rho_{\mathrm{D}\left(f_{j}\right), V_{i j k} \cap X_{f}}\left(\rho_{U_{j}, \mathrm{D}\left(f_{j}\right)}\left(\rho_{X, U_{j}}(f)\right)\right)^{-m}= \\
& \quad=\rho_{U_{j}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{j}\right) \rho_{X, V_{i j k} \cap X_{f}}(f)^{-m} .
\end{aligned}
$$

So $\rho_{U_{i}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{i}\right) \rho_{X, V_{i j k} \cap X_{f}}(f)^{-m}=\rho_{U_{j}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{j}\right) \rho_{X, V_{i j k} \cap X_{f}}(f)^{-m}$ and, multiplying by $\rho_{X, V_{i j k} \cap X_{f}}(f)^{m}$, we get that

$$
\begin{aligned}
& \rho_{U_{i} \cap U_{j} \cap X_{f}, V_{i j k} \cap X_{f}}\left(\rho_{U_{i}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{i}\right)\right)=\rho_{U_{i}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{i}\right)= \\
& \quad=\rho_{U_{j}, V_{i j k} \cap X_{f}}\left(\widetilde{h}_{j}\right)=\rho_{U_{i} \cap U_{j} \cap X_{f}, V_{i j k} \cap X_{f}}\left(\rho_{U_{j}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{j}\right)\right) .
\end{aligned}
$$

Since this holds for any $k=1, \ldots, K_{i j}$ and $U_{i} \cap U_{j} \cap X_{f}=\left(\bigcup_{k=1}^{K_{i j}} V_{i j k}\right) \cap X_{f}=$ $\bigcup_{k=1}^{K_{i j}}\left(V_{i j k} \cap X_{f}\right)$, by definition of sheaf $\rho_{U_{i}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{i}\right)=\rho_{U_{j}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{j}\right)$. Notice now that

$$
\begin{aligned}
U_{i} \cap U_{j} \cap X_{f}= & \left\{x \in U_{i} \cap U_{j} \mid f_{x} \notin \mathfrak{m}_{X, x}\right\}= \\
& =\left\{x \in U_{i} \cap U_{j} \mid \rho_{X, U_{i} \cap U_{j}}(f)_{x} \notin \mathfrak{m}_{U_{i} \cap U_{j}, x}\right\}=\left(U_{i} \cap U_{j}\right)_{f_{i j}},
\end{aligned}
$$

where we defined $f_{i j}:=\rho_{X, U_{i} \cap U_{j}}(f)$. Then the restriction map

$$
\begin{aligned}
\rho_{U_{i} \cap U_{j}, U_{i} \cap U_{j} \cap X_{f}}: \mathcal{O}_{X}\left(U_{i} \cap U_{j}\right) & =\mathcal{O}_{U_{i} \cap U_{j}}\left(U_{i} \cap U_{j}\right) \\
& \rightarrow \mathcal{O}_{X}\left(U_{i} \cap U_{j} \cap X_{f}\right)=\mathcal{O}_{U_{i} \cap U_{j}}\left(\left(U_{i} \cap U_{j}\right) f_{f_{i j}}\right)
\end{aligned}
$$

induces a ring homomorphism

$$
\widetilde{\rho}_{i j}: \mathcal{O}_{U_{i} \cap U_{j}}\left(U_{i} \cap U_{j}\right)_{f_{i j}} \rightarrow \mathcal{O}_{U_{i} \cap U_{j}}\left(\left(U_{i} \cap U_{j}\right)_{f_{i j}}\right),
$$

which is injective by what we proved above, because $U_{i} \cap U_{j}$ admits a finite cover by open affine subsets and this is the only assumption that we used to prove that $\widetilde{\rho}$ is injective. Now we have that

$$
\begin{aligned}
& \widetilde{\rho}_{i j}\left(\frac{\rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)}{1}\right)=\rho_{U_{i} \cap U_{j}, U_{i} \cap U_{j} \cap X_{f}}\left(\rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)\right)= \\
& \quad=\rho_{U_{i}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{i}\right)=\rho_{U_{j}, U_{i} \cap U_{j} \cap X_{f}}\left(\widetilde{h}_{j}\right)= \\
& =\rho_{U_{i} \cap U_{j}, U_{i} \cap U_{j} \cap X_{f}}\left(\rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)\right)=\widetilde{\rho}_{i j}\left(\frac{\rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)}{1}\right) .
\end{aligned}
$$

Since $\widetilde{\rho}_{i j}$ is injective, this implies that $\frac{\rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)}{1}=\frac{\rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)}{1}$ in $\mathcal{O}_{X}\left(U_{i} \cap\right.$ $\left.U_{j}\right)_{\rho_{X, U_{i} \cap U_{j}}(f)}$. This means that there exists $r_{i j} \in \mathbb{N}$ such that

$$
f_{i j}^{r_{i j}}\left(\rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right) \cdot 1-\rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right) \cdot 1\right)=0
$$

i.e. $f_{i j}^{r_{i j}} \rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)=f_{i j}^{r_{i j}} \rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)$. Let $r:=\max _{i, j=1, \ldots, n} r_{i j}$. Then

$$
\begin{aligned}
& \rho_{U_{i}, U_{i} \cap U_{j}}\left(f_{i}^{r} \widetilde{h}_{i}\right)=\rho_{U_{i}, U_{i} \cap U_{j}}\left(f_{i}\right)^{r} \rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)= \\
& =\rho_{U_{i}, U_{i} \cap U_{j}}\left(\rho_{U, U_{i}}(f)\right)^{r} \rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)=f_{i j}^{r} \rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)= \\
& =f_{i j}^{r-r_{i j}} f_{i j}^{r_{i j}} \rho_{U_{i}, U_{i} \cap U_{j}}\left(\widetilde{h}_{i}\right)=f_{i j}^{r-r_{i j}} f_{i j}^{r_{i j}} \rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)= \\
& =f_{i j}^{r} \rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)=\rho_{U_{j}, U_{i} \cap U_{j}}\left(\rho_{U, U_{j}}(f)\right)^{r} \rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)= \\
& \quad=\rho_{U_{j}, U_{i} \cap U_{j}}\left(f_{j}\right)^{r} \rho_{U_{j}, U_{i} \cap U_{j}}\left(\widetilde{h}_{j}\right)=\rho_{U_{j}, U_{i} \cap U_{j}}\left(f_{j}^{r} \widetilde{h}_{j}\right)
\end{aligned}
$$

for every $i, j=1, \ldots, n$. Then, considering $\left(f_{i}^{r} \widetilde{h}_{i}\right) \subseteq \prod_{i=1}^{n} \mathcal{O}_{X}\left(U_{i}\right)$, we get (by definition of sheaf) that there exists $h \in \mathcal{O}_{X}(X)$ such that $\rho_{X, U_{i}}(h)=f_{i}^{r} \widetilde{h}_{i}$ for every $i=1, \ldots, n$. Then

$$
\begin{aligned}
& \rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{\rho}\left(\frac{h}{f^{m+r}}\right)\right)=\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, X_{f}}(h) \rho_{X, X_{f}}(f)^{-m-r}\right)= \\
& =\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, X_{f}}(h)\right) \rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, X_{f}}(f)\right)^{-m-r}= \\
& =\rho_{X, \mathrm{D}\left(f_{i}\right)}(h) \rho_{X, \mathrm{D}\left(f_{i}\right)}(f)^{-m-r}=\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, U_{i}}(h)\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\rho_{X, U_{i}}(f)\right)^{-m-r}= \\
& \quad=\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}^{r} \widetilde{h}_{i}\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{-m-r}= \\
& =\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{r} \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{h}_{i}\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{-m-r}= \\
& =\rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(\widetilde{h}_{i}\right) \rho_{U_{i}, \mathrm{D}\left(f_{i}\right)}\left(f_{i}\right)^{-m}=\rho_{X_{f}, \mathrm{D}\left(f_{i}\right)}(g)
\end{aligned}
$$

for any $i=1, \ldots, n$. Since $X_{f}=\bigcup_{i=1}^{n}\left(X_{f} \cap U_{i}\right)=\bigcup_{i=1}^{n} \mathrm{D}\left(f_{i}\right)$, by definition of sheaf we get that $\widetilde{\rho}\left(\frac{h}{f^{m+r}}\right)=g$. Hence $\widetilde{\rho}$ is surjective.

Remark 2.2.8. If $\left(X, \mathcal{O}_{X}\right)=\operatorname{Spec}(A)$ is an affine scheme, then for any $f \in \mathcal{O}_{X}(X)=$ $A$ we have that $X_{f}=\mathrm{D}(f)$ (see the proof of 2.2.7(3)). Then the lemma 2.2.7 is a generalization of the fact that $\mathcal{O}_{\operatorname{Spec}(A)}(\mathrm{D}(f)) \cong A_{f}$.

Lemma 2.2.9. Let $X$ be a scheme and denote by $A:=\mathcal{O}_{X}(X)$ the ring of global sections. Then $X$ is affine (and isomorphic to $\operatorname{Spec}(A)$ ) if and only if there exists a collection $\left(f_{i}\right)_{i \in I}$ of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and $X_{f_{i}}$ (defined as in lemma 2.2.7) is affine for every $i \in I$.

Proof. If $X$ is affine, consider $I=\{1\}$ and $f_{1}=1 \in A$. Then we have that $\sum_{i \in I} f_{i} A=f_{1} A=1 A=A$ and

$$
X_{f_{1}}=X_{1}=\left\{x \in X \mid 1=1_{x} \notin \mathfrak{m}_{X, x}\right\}=X
$$

is affine (the last equality follows from the fact that $\mathfrak{m}_{X, x}$ is a proper ideal of $\mathcal{O}_{X, x}$ ). Moreover, if $X \cong \operatorname{Spec}\left(A^{\prime}\right)$, we have that $A^{\prime}=\mathcal{O}_{\operatorname{Spec}\left(A^{\prime}\right)}\left(\operatorname{Spec}\left(A^{\prime}\right)\right) \cong \mathcal{O}_{X}(X)=A$. So $X \cong \operatorname{Spec}\left(A^{\prime}\right) \cong \operatorname{Spec}(A)$.
Conversely, let $\left(f_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $\sum_{i \in I} f_{i} A=A$ and $X_{f_{i}}$ is affine for every $i \in I$. For any open affine subset $U=\operatorname{Spec}(B) \subseteq$ $X$, the restriction map $\rho_{X, U}: \mathcal{O}_{X}(X)=A \rightarrow \mathcal{O}_{X}(U)=\mathcal{O}_{\operatorname{Spec}(B)}(\operatorname{Spec}(B))=B$ (which is a ring homomorphism) induces a morphism of $\operatorname{schemes} \varphi_{U}: \operatorname{Spec}(B)=$ $U \rightarrow \operatorname{Spec}(A)$. These morphisms are all compatible with each other. Indeed, if $U_{1}=\operatorname{Spec}\left(B_{1}\right)$ and $U_{2}=\operatorname{Spec}\left(B_{2}\right)$ are two open affine subsets of $X$, then we can cover the intersection $U_{1} \cap U_{2}$ with open affine subsets (distinguished open subsets of $\operatorname{Spec}\left(B_{1}\right)$ or of $\left.\operatorname{Spec}\left(B_{2}\right)\right)$ and we have that $\left(\varphi_{U_{1}}\right)_{\left.\right|_{V}}=\varphi_{V}=\left(\varphi_{U_{2}}\right)_{\left.\right|_{V}}$ for every open affine subset $V \subseteq U_{1} \cap U_{2}$. So $\left(\varphi_{U_{1}}\right)_{\left.\right|_{U_{1} \cap U_{2}}}=\left(\varphi_{U_{2}}\right)_{\left.\right|_{U_{1} \cap U_{2}}}$. Then, since $X$ is covered by its open affine subsets, we can glue the morphisms $\varphi_{U}$ 's and get a morphism of schemes $\varphi: X \rightarrow \operatorname{Spec}(A)$. Our aim is now to prove that $\varphi$ is an isomorphism.

Let $\varphi^{\#}: \mathcal{O}_{\operatorname{Spec}(A)}(\operatorname{Spec}(A))=A \rightarrow \mathcal{O}_{X}(X)=A$ be the ring homomorphism induced by $\varphi$. Let $a \in A=\mathcal{O}_{X}(X)$ and consider $\varphi^{\#}(a) \in \mathcal{O}_{X}(X)$. For every open affine subset $U$ of $X$, we have that $\rho_{X, U} \circ \varphi^{\#}=\rho_{X, U}$ by definition of $\varphi$, so $\rho_{X, U}\left(\varphi^{\#}(a)\right)=$ $\rho_{X, U}(a)$. Since $X$ is covered by its open affine subsets, by definition of sheaf we must have $\varphi^{\#}(a)=a$. Since this holds for every $a \in A$, it follows that $\varphi^{\#}=\operatorname{id}_{A}$. Fix now $j \in I$. Recalling that $\mathrm{D}\left(f_{j}\right)=\operatorname{Spec}(A)_{f_{j}}$ (see remark 2.2.8 or the proof of lemma 2.2.7(3)), we have that

$$
\begin{aligned}
& \varphi^{-1}\left(\mathrm{D}\left(f_{j}\right)\right)=\left\{x \in X \mid \varphi(x) \in \mathrm{D}\left(f_{j}\right)=\operatorname{Spec}(A)_{f_{j}}\right\}= \\
& =\left\{x \in X \mid\left(f_{j}\right)_{\varphi(x)} \notin \mathfrak{m}_{\mathrm{Spec}(A), \varphi(x)}\right\}= \\
& \quad=\left\{x \in X \mid\left(f_{j}\right)_{x}=\left(\varphi^{\#}\left(f_{j}\right)\right)_{x} \notin \mathfrak{m}_{X, x}\right\}=X_{f_{j}}
\end{aligned}
$$

by definition of morphism of schemes. By assumption, $X_{f_{j}}$ is affine. Then, by definition of $\varphi$, we have that $\varphi_{\varphi_{\varphi^{-1}\left(\mathrm{D}\left(f_{j}\right)\right)}}=\varphi_{X_{f_{j}}}: X_{f_{j}} \rightarrow \operatorname{Spec}(A)$ corresponds to the restriction $\rho_{X, X_{f_{j}}}: \mathcal{O}_{X}(X)=A \rightarrow \mathcal{O}_{X}\left(X_{f_{j}}\right)$. So $\varphi_{X_{f_{j}}}: X_{f_{j}}=\varphi^{-1}\left(\mathrm{D}\left(f_{j}\right)\right) \rightarrow \mathrm{D}\left(f_{j}\right)$ corresponds to the induced ring homomorphism

$$
\widetilde{\rho}_{j}: \mathcal{O}_{X}(X)_{f_{j}} \rightarrow \mathcal{O}_{X}\left(X_{f_{j}}\right)
$$

We prove now that $X$ satisfies the assumptions of lemma 2.2.7(3). Since $\sum_{i \in I} f_{i} A=$ $A$, there exist $n \in \mathbb{N}, i_{1}, \ldots, i_{k} \in I$ and $\lambda_{1}, \ldots, \lambda_{n} \in A$ such that $1=\sum_{k=1}^{n} \lambda_{k} f_{i_{k}}$. Let now $x \in X$. Assume by contradiction that $x \notin X_{f_{i_{k}}}$ for any $k \in\{1, \ldots, n\}$. This means that $\left(f_{i_{k}}\right)_{x} \in \mathfrak{m}_{X, x}$ for any $k \in\{1, \ldots, n\}$. Then $1_{x}=\sum_{k=1}^{n}\left(\lambda_{k}\right)_{x}\left(f_{i_{k}}\right)_{x} \in$ $\mathfrak{m}_{X, x}$. This is a contradiction, because $\mathfrak{m}_{X, x}$ is a proper ideal of $\mathcal{O}_{X, x}$. Then there exists $k \in\{1, \ldots, n\}$ such that $x \in X_{f_{i_{k}}}$. This shows that $X=\bigcup_{k=1}^{n} X_{f_{i_{k}}}$. By assumption, $X_{f_{i_{k}}}$ is affine for every $k=1, \ldots, n$. Let $h, k \in\{1, \ldots, n\}$ and consider the intersection $X_{f_{i_{h}}} \cap X_{f_{i_{k}}}$. If $X_{f_{i_{h}}}=\operatorname{Spec}\left(B_{h}\right)$, as in the proof of lemma 2.2.7(3) we have that

$$
X_{f_{i_{h}}} \cap X_{f_{i_{k}}}=\operatorname{Spec}\left(B_{h}\right) \cap X_{f_{i_{k}}}=\mathrm{D}\left(\rho_{X, X_{f_{i_{h}}}}\left(f_{i_{k}}\right)\right)=\operatorname{Spec}\left(\left(B_{h}\right)_{\rho_{X, X_{f_{i_{h}}}}}\left(f_{i_{k}}\right)\right)
$$

is affine. Then by lemma $2.2 .7(3)$ we have that $\widetilde{\rho}_{j}$ is an isomorphism and so the corresponding morphism of schemes $\varphi_{X_{f_{j}}}: X_{f_{j}}=\varphi^{-1}\left(\mathrm{D}\left(f_{j}\right)\right) \rightarrow \mathrm{D}\left(f_{j}\right)$ is an isomorphism. So we can consider its inverse $\psi_{j}:=\varphi_{X_{f_{j}}}^{-1}: \mathrm{D}\left(f_{j}\right) \rightarrow X_{f_{j}}$. The morphisms $\psi_{j}$ 's are all compatible with each other. Indeed, for any $i, j \in I$ we have that

$$
\begin{aligned}
&\left(\psi_{i}\right)_{\mid \mathrm{D}\left(f_{i}\right) \cap \mathrm{D}\left(f_{j}\right)} \\
&=\left(\varphi_{X_{f_{i}}}^{-1}\right)_{\mid \mathrm{D}\left(f_{i}\right) \cap \mathrm{D}\left(f_{j}\right)}=\left(\left(\varphi_{X_{f_{i}}}\right)_{\mid X_{f_{i}} \cap X_{f_{j}}}\right)^{-1}=\left(\varphi_{\mid X_{f_{i} \cap X_{f_{j}}}}\right)^{-1}= \\
&=\left(\left(\varphi_{X_{f_{j}}}\right)_{\left.\right|_{X_{f_{i}} \cap X_{f_{j}}}}\right)^{-1}=\left(\varphi_{X_{f_{j}}}^{-1}\right)_{\mid \mathrm{D}\left(f_{i}\right) \cap \mathrm{D}\left(f_{j}\right)}=\left(\psi_{j}\right)_{\mid \mathrm{D}\left(f_{i}\right) \cap \mathrm{D}\left(f_{j}\right)}
\end{aligned}
$$

Let $\mathfrak{p} \in \operatorname{Spec}(A)$. In particular, $\mathfrak{p}$ is a proper ideal of $A$. Then there exists $i \in I$ such that $f_{i} \notin \mathfrak{p}$, because otherwise we would have $A=\sum_{i \in I} f_{i} A \subseteq \mathfrak{p}$. This means that $\mathfrak{p} \in \mathrm{D}\left(f_{i}\right)$. Then $\operatorname{Spec}(A)=\bigcup_{i \in I} \mathrm{D}\left(f_{i}\right)$. So we can glue the $\psi_{j}$ 's and get a
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morphism of schemes $\psi: \operatorname{Spec}(A) \rightarrow X$. We have that $\varphi$ and $\psi$ are inverse to each other, because this is true considering the restrictions to $\varphi^{-1}\left(\mathrm{D}\left(f_{i}\right)\right)$ and $\mathrm{D}\left(f_{i}\right)$ for every $i \in I$. So $\varphi$ is an isomorphism of schemes and $X \cong \operatorname{Spec}(A)$ is affine.

Lemma 2.2.10. Let $X, Y$ be two schemes and $f: Y \rightarrow X$ a morphism of schemes. We have that:
(1) $f$ is affine if and only if $f^{-1}(U)$ is affine for every open affine subscheme $U$ of $X$;
(2) $f$ is finite if and only if for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where the $A$-algebra $B$ is finitely generated as an $A$-module;
(3) $f$ is finite and locally free if and only if for every open affine subscheme $U=$ $\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra;
(4) $f$ is finite étale if and only if for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra.

Proof. (1) If $f^{-1}(U)$ is affine for every open affine subscheme $U$ of $X$, then every cover of $X$ by open affine subsets satisfies the condition required in the definition and such a cover exists by definition of scheme. So $f$ is affine.
Conversely, assume that $f$ is affine. Then there exists a cover of $X$ by open affine subsets $\left(U_{i}\right)_{i \in I}$ such that $f^{-1}\left(U_{i}\right)$ is affine. We want to prove that the property of having affine preimage satisfies the assumptions of the affine communication lemma. Let $U=\operatorname{Spec}(A)$ be an open affine subscheme of $X$ such that $f^{-1}(U)$ is affine and $f^{-1}(U)=\operatorname{Spec}(B)$. The morphism $f$ : $f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=\operatorname{Spec}(A)$ corresponds to a ring homomorphism $f^{\#}: A \rightarrow B$. Let $s \in A$. By definition of morphism of schemes, we have that $f^{-1}(\mathrm{D}(s))=\mathrm{D}\left(f^{\#}(s)\right)=\operatorname{Spec}\left(B_{f \#(s)}\right)$. So $\operatorname{Spec}\left(A_{s}\right)=\mathrm{D}(s)$ has affine preimage.
On the other hand, let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$ and let $\left(s_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $\sum_{i \in I} s_{i} A=A$ and $f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)$ is affine for every $i \in I$. Define $B:=\mathcal{O}_{Y}\left(f^{-1}(U)\right)=\mathcal{O}_{f^{-1}(U)}\left(f^{-1}(U)\right)$. The morphism of schemes $f$ induces a ring homomorphism $f^{\#}: \mathcal{O}_{X}(U)=$ $\mathcal{O}_{\text {Spec }(A)}(\operatorname{Spec}(A))=A \rightarrow \mathcal{O}_{Y}\left(f^{-1}(U)\right)=B$. Since $\sum_{i \in I} s_{i} A=A$, there exist $\lambda_{i} \in A$ (for every $i \in I$ ) such that $1_{A}=\sum_{i \in I} s_{i} \lambda_{i}$. Then, since $f^{\#}$ is a ring homomorphism, we have that

$$
1_{B}=f^{\#}\left(1_{A}\right)=f^{\#}\left(\sum_{i \in I} s_{i} \lambda_{i}\right)=\sum_{i \in I} f^{\#}\left(s_{i}\right) f^{\#}\left(s_{i}\right) \in \sum_{i \in I} f^{\#}\left(s_{i}\right) B .
$$

Since $\sum_{i \in I} f^{\#}\left(s_{i}\right) B$ is an ideal of $B$, this implies that $\sum_{i \in I} f^{\#}\left(s_{i}\right) B=B$. Moreover, let $i \in I$. Recalling that $\mathrm{D}\left(s_{i}\right)=\operatorname{Spec}(A)_{s_{i}}$ (see remark 2.2.8 or the
proof of lemma 2.2.7(3)), we have that

$$
\begin{aligned}
& f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)=\{y\left.\in Y \mid f(y) \in \mathrm{D}\left(s_{i}\right)=\operatorname{Spec}(A)_{s_{i}}\right\}= \\
&=\left\{y \in f^{-1}(U) \mid\left(s_{i}\right)_{f(y)} \notin \mathfrak{m}_{\operatorname{Spec}(A), f(y)}\right\}= \\
& \quad=\left\{y \in f^{-1}(U) \mid\left(f^{\#}\left(s_{i}\right)\right)_{y} \notin \mathfrak{m}_{f^{-1}(U), y}\right\}=f^{-1}(U)_{f^{\#}\left(s_{i}\right)}
\end{aligned}
$$

by definition of morphism of schemes. So $f^{-1}(U)_{f^{\#}\left(s_{i}\right)}$ is affine. Then $f^{-1}(U)$ satisfies the assumptions of lemma 2.2.9. This allows us to conclude that $f^{-1}(U)$ is affine. By the affine communication lemma, we get the claim.
(2) If for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where the $A$-algebra $B$ is finitely generated as an $A$-module, then every cover of $X$ by open affine subsets satisfies the condition required in the definition and such a cover exists by definition of scheme. So $f$ is finite.
Conversely, assume that $f$ is finite. Then there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for any $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{i}$-algebra $B_{i}$ is finitely generated as an $A_{i^{-}}$ module. We want to prove that the property " $f^{-1}(\operatorname{Spec}(A))=\operatorname{Spec}(B)$ with $B$ finitely generated as an $A$-module" satisfies the assumptions of the affine communication lemma. Let $U=\operatorname{Spec}(A)$ be an open affine subscheme of $X$ such that $f^{-1}(U)$ is affine and $f^{-1}(U)=\operatorname{Spec}(B)$, where the $A$-algebra $B$ is finitely generated as an $A$-module. The morphism $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow$ $U=\operatorname{Spec}(A)$ corresponds to a ring homomorphism $f^{\#}: A \rightarrow B$. Let $s \in A$ and consider $\mathrm{D}(s)=\operatorname{Spec}\left(A_{s}\right)$. As above, we have that $f^{-1}(\mathrm{D}(s))=\mathrm{D}\left(f^{\#}(s)\right)=$ $\operatorname{Spec}\left(B_{f \#(s)}\right)$ is affine. Moreover, if $\left(w_{1}, \ldots, w_{n}\right)$ generates $B$ over $A$, then $\left(\frac{w_{1}}{1}, \ldots, \frac{w_{n}}{1}\right)$ generates $B_{f \#(s)}$ over $A_{s}$ (notice that $B_{f \#(s)} \cong B_{s}$ as an $A_{s^{-}}$ module). So $B_{f \#(s)}$ is finitely generated as an $A_{s}$-module.
On the other hand, let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$ and let $\left(s_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $\sum_{i \in I} s_{i} A=A$ and, for every $i \in I, f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{s_{i}}$-algebra $B_{i}$ is finitely generated as an $A_{s_{i}}$-module. Since $f$ is finite, it is in particular affine. So, by point (1), we have that $f^{-1}(U)$ is affine, i.e. there exists a ring $B$ such that $f^{-1}(U)=\operatorname{Spec}(B)$. Then for every $i \in I$ we have that $\operatorname{Spec}\left(B_{i}\right)=$ $f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)=\mathrm{D}\left(f^{\#}\left(s_{i}\right)\right)=\operatorname{Spec}\left(B_{f \#\left(s_{i}\right)}\right)$. Then $B_{i} \cong B_{f \#\left(s_{i}\right)} \cong B_{s_{i}}$ as an $A_{s_{i}-}$ module. So $B_{s_{i}}$ is finitely generated as an $A_{s_{i}}$-module for any $i \in I$. By lemma 2.1.29(3), $B$ is finitely generated as an $A$-module. By the affine communication lemma, we get the claim.
(3) Assume that for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. By definition of scheme, there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$. By assumption, for every $i \in I$ we have $f^{-1}\left(U_{i}\right)=\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a finite projective $A_{i}$-algebra. Fix $i \in I$. By proposition 2.1.30 $((\mathrm{i}) \Longrightarrow$ (iv) $)$, there exists a collection $\left(s_{i j}\right)_{j \in J_{i}}$ of elements of $A_{i}$ such that $\sum_{j \in J_{i}} s_{i j} A_{i}=A_{i}$ and for each $j \in J_{i}$ we have that
$\left(B_{i}\right)_{s_{i j}}$ is a free $\left(A_{i}\right)_{s_{i j}}$-module of finite rank. Define now $U_{i j}=\operatorname{Spec}\left(\left(A_{i}\right)_{s_{i j}}\right)=$ $\mathrm{D}\left(s_{i j}\right) \subseteq \operatorname{Spec}\left(A_{i}\right)=U_{i}$, for every $i \in I, j \in J_{i}$. Then $U_{i j}$ is an open affine subset of $X$ for any $i \in I, j \in J_{i}$. Moreover, if $\mathfrak{p} \in \operatorname{Spec}\left(A_{i}\right)$ then there exists $j \in J_{i}$ such that $s_{i j} \notin \mathfrak{p}$ (otherwise we would have $A_{i}=\sum_{j \in J_{i}} s_{i j} A_{i} \subseteq \mathfrak{p}$, which is a contradiction because any prime ideal is a proper ideal). This means that $\mathfrak{p} \in \mathrm{D}\left(f_{i j}\right)=U_{i j}$. So $U_{i}=\bigcup_{j \in J_{i}} U_{i j}$, for any $i \in I$. Then $X=\bigcup_{i \in I} U_{i}=\bigcup_{i \in I} \bigcup_{j \in J_{i}} U_{i j}$, i.e. $\left(U_{i j}\right)_{i \in I, j \in J_{i}}$ is a cover of $X$ by open affine subsets. Let $i \in I, j \in J_{i}$. The morphism $f: f^{-1}\left(U_{i}\right)=\operatorname{Spec}\left(B_{i}\right) \rightarrow U_{i}=$ $\operatorname{Spec}\left(A_{i}\right)$ corresponds to a ring homomorphism $f^{\#}: A_{i} \rightarrow B_{i}$. As above, we have that $f^{-1}\left(U_{i j}\right)=f^{-1}\left(\mathrm{D}\left(s_{i j}\right)\right)=\mathrm{D}\left(f^{\#}\left(s_{i j}\right)\right)=\operatorname{Spec}\left(\left(B_{i}\right)_{f \#\left(s_{i j}\right)}\right)$. But $\left(B_{i}\right)_{f\left(s_{i j}\right)} \cong\left(B_{i}\right)_{s_{i j}}$ is finitely generated and free as an $\left(A_{i}\right)_{s_{i j}-\text { module. So } f} f$ is finite and locally free.
Conversely, assume that $f$ is finite and locally free. Then there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for any $i \in I$, $f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{i}$-algebra $B_{i}$ is finitely generated and free as an $A_{i}$-module. In particular, $B_{i}$ is finitely generated and projective as an $A_{i}$-module, i.e. it is a finite projective $A_{i}$-algebra. We want to prove that the property " $f^{-1}(\operatorname{Spec}(A))=\operatorname{Spec}(B)$ with $B$ a finite projective $A$-algebra" satisfies the assumptions of the affine communication lemma. Let $U=\operatorname{Spec}(A)$ be an open affine subscheme of $X$ such that $f^{-1}(U)$ is affine and $f^{-1}(U)=\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. The morphism $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=\operatorname{Spec}(A)$ corresponds to a ring homomorphism $f^{\#}: A \rightarrow B$. Let $s \in A$ and consider $\mathrm{D}(s)=\operatorname{Spec}\left(A_{s}\right)$. As above, we have that $f^{-1}(\mathrm{D}(s))=\mathrm{D}\left(f^{\#}(s)\right)=\operatorname{Spec}\left(B_{f \#(s)}\right)$ is affine and $B_{f^{\#}(s)}$ is finitely generated as an $A_{s}$-module, because $B$ is finitely generated over $A$. Moreover, $B_{f(s)} \cong B_{s} \cong B \otimes_{A} A_{s}$ is projective as an $A_{s}$-module by lemma 2.1.24. So $B_{f(s)}$ is a finite projective $A_{s}$-algebra.
On the other hand, let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$ and let $\left(s_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $\sum_{i \in I} s_{i} A=A$ and, for every $i \in I, f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a finite projective $A_{s_{i}}$-algebra. Since $f$ is finite and locally free, it is in particular affine. So, by point (1), we have that $f^{-1}(U)$ is affine, i.e. there exists a ring $B$ such that $f^{-1}(U)=\operatorname{Spec}(B)$. Then for every $i \in I$ we have that $\operatorname{Spec}\left(B_{i}\right)=$ $f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)=\mathrm{D}\left(f^{\#}\left(s_{i}\right)\right)=\operatorname{Spec}\left(B_{f \#\left(s_{i}\right)}\right)$. Fix $i \in I$. Then $B_{i} \cong B_{f \#\left(s_{i}\right)} \cong B_{s_{i}}$ as an $A_{s_{i}}$-module. So $B_{s_{i}}$ is a finite projective $A_{s_{i}}$-algebra, i.e. it is finitely generated and projective as an $A_{s_{i}}$-module. Since this holds for every $i \in I$, by corollary 2.1 .32 we have that $B$ is finitely generated and projective as an $A$-module, i.e. $B$ is a finite projective $A$-algebra. By the affine communication lemma, we get the claim.
(4) Assume that for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. Since any projective separable $A$-algebra is a finite projective $A$-algebra, we can apply point (3) to get that $f$ is finite and locally free. So there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for every $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the
$A_{i}$-algebra $B_{i}$ is finitely generated and free as an $A_{i}$-module. By assumption we have also that $B_{i}$ is a projective separable $A_{i}$-algebra. Combining the two things, we get that $B_{i}$ is a free separable $A_{i}$-algebra for every $i \in I$ (see remark 2.1.61). So $f$ is finite étale.

Conversely, assume that $f$ is finite étale. Then there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for any $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a free separable $A_{i}$-algebra. In particular, $B_{i}$ is a projective separable $A_{i}$-algebra. We want to prove that the property " $f^{-1}(\operatorname{Spec}(A))=\operatorname{Spec}(B)$ with $B$ a projective separable $A$ algebra" satisfies the assumptions of the affine communication lemma. Let $U=\operatorname{Spec}(A)$ be an open affine subscheme of $X$ such that $f^{-1}(U)$ is affine and $f^{-1}(U)=\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. The morphism $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=\operatorname{Spec}(A)$ corresponds to a ring homomorphism $f^{\#}: A \rightarrow B$. Let $s \in A$ and consider $\mathrm{D}(s)=\operatorname{Spec}\left(A_{s}\right)$. As above, we have that $f^{-1}(\mathrm{D}(s))=\mathrm{D}\left(f^{\#}(s)\right)=\operatorname{Spec}\left(B_{f \#(s)}\right)$ is affine. Moreover, $B_{f \#(s)} \cong B_{s} \cong B \otimes_{A} A_{s}$ is a projective separable $A_{s}$-algebra by lemma 2.1.71.

On the other hand, let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$ and let $\left(s_{i}\right)_{i \in I}$ be a collection of elements of $A$ such that $\sum_{i \in I} s_{i} A=A$ and, for every $i \in I, f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a projective separable $A_{s_{i}}$-algebra. Since $f$ is finite étale, it is in particular affine. So, by point (1), we have that $f^{-1}(U)$ is affine, i.e. there exists a ring $B$ such that $f^{-1}(U)=\operatorname{Spec}(B)$. Then for every $i \in I$ we have that $\operatorname{Spec}\left(B_{i}\right)=f^{-1}\left(\mathrm{D}\left(s_{i}\right)\right)=\mathrm{D}\left(f^{\#}\left(s_{i}\right)\right)=\operatorname{Spec}\left(B_{f \#}^{\#}\left(s_{i}\right)\right.$. Fix $i \in I$. Then $B_{i} \cong B_{f \#\left(s_{i}\right)} \cong B_{s_{i}}$ as an $A_{s_{i}}$-module. So $B_{s_{i}}$ is a projective separable $A_{s_{i}-}$ algebra. Since this holds for every $i \in I$, by proposition 2.1.73 we have that $B$ is a projective separable $A$-algebra. By the affine communication lemma, we get the claim.

Remark 2.2.11. It is now clear why we had to introduce the notion of projective algebras: the properties " $f^{-1}(\operatorname{Spec}(A))=\operatorname{Spec}(B)$ with $B$ finitely generated and free as an $A$-module" and " $f^{-1}(\operatorname{Spec}(A))=\operatorname{Spec}(B)$ with $B$ a free separable $A$ algebra" do not satisfy the assumptions of the communication lemma (more precisely, the second assumption). Then the notion of free separable algebras would not be enough to give a complete affine description of finite étale morphisms.

Lemma 2.2.12. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite and locally free morphism of schemes. For any open affine subscheme $U=\operatorname{Spec}(A)$ of $X$, define $d_{U}:=[B: A]: U=\operatorname{Spec}(A) \rightarrow \mathbb{Z}$ (see the definitions 2.1.51 and 2.1.35), where $B$ is the finite projective $A$-algebra such that $f^{-1}(U)=\operatorname{Spec}(B)$ (lemma 2.2.10(3)). Then there exists a locally constant function $d: \operatorname{sp}(X) \rightarrow \mathbb{Z}$ (where $\operatorname{sp}(X)$ denotes the underlying topological space of $X$ ) such that $d_{\mid U}=d_{U}$ for every open affine subscheme $U$ of $X$. In particular, $d$ is continuous (considering the discrete topology on $\mathbb{Z}$ ) and it is constant if $X$ is connected.

Proof. We have that $d_{U}$ is locally constant for every open affine subscheme $U=$
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$\operatorname{Spec}(A)$, by corollary $2.1 .33(2)$. Then, since open affine subsets cover $X$ (by definition of scheme), it is enough to show that the the $d_{U}$ 's agree on the overlaps. Let $U_{1}=\operatorname{Spec}\left(A_{1}\right)$ and $U_{2}=\operatorname{Spec}\left(A_{2}\right)$ be two open affine subschemes of $X$, with $f^{-1}\left(U_{1}\right)=\operatorname{Spec}\left(B_{1}\right)$ and $f^{-1}\left(U_{2}\right)=\operatorname{Spec}\left(B_{2}\right)\left(B_{1}\right.$ and $B_{2}$ finite projective algebras over $A_{1}$ and $A_{2}$, respectively). Let $\mathfrak{p} \in U_{1} \cap U_{2}$. By lemma 2.2.5, there exists $W \subseteq U \cap V$ such that $\mathfrak{p} \in W$ and $W=\mathrm{D}(s)=\mathrm{D}(t)$ for some $s \in A_{1}, t \in A_{2}$. Then $s \notin \mathfrak{p}$ and $t \notin \mathfrak{p}$. Since $\mathfrak{p}$ is prime, this implies $s^{n}, t^{n} \notin \mathfrak{p}$ for any $n \in \mathbb{N}$, i.e. $S_{s} \subseteq A_{1} \backslash \mathfrak{p}$ and $S_{t} \subseteq A_{2} \backslash \mathfrak{p}$. We have that $W=\operatorname{Spec}\left(\left(A_{1}\right)_{s}\right)=\operatorname{Spec}\left(\left(A_{2}\right)_{t}\right)$ is affine. We identify $\mathfrak{p}$ with $\mathfrak{p}_{s} \in \operatorname{Spec}\left(\left(A_{1}\right)_{s}\right)$ and $\mathfrak{p}_{t} \in \operatorname{Spec}\left(\left(A_{2}\right)_{t}\right)$. Let $f_{1}^{\#}: \mathcal{O}_{X}\left(U_{1}\right)=$ $\mathcal{O}_{\operatorname{Spec}\left(A_{1}\right)}\left(\operatorname{Spec}\left(A_{1}\right)\right)=A_{1} \rightarrow \mathcal{O}_{Y}\left(f^{-1}\left(U_{1}\right)\right)=\mathcal{O}_{\operatorname{Spec}\left(B_{1}\right)}\left(\operatorname{Spec}\left(B_{1}\right)\right)=B_{1}$ be the ring homomorphism induced by $f$. We have that $f^{-1}(W)=f^{-1}(\mathrm{D}(s))=\mathrm{D}\left(f_{1}^{\#}(s)\right)=$ $\operatorname{Spec}\left(\left(B_{1}\right)_{f_{1}^{\#}(s)}\right)$. Then

$$
d_{W}(\mathfrak{p})=\left[\left(B_{1}\right)_{f_{1}^{\#}(s)}:\left(A_{1}\right)_{s}\right]\left(\mathfrak{p}_{s}\right)=\operatorname{rank}_{\left(\left(A_{1}\right)_{s}\right)_{p_{s}}}\left(\left(\left(B_{1}\right)_{f_{1}^{\#}(s)}\right)_{\mathfrak{p}_{s}}\right) .
$$

We have that $\left(B_{1}\right)_{f_{1}^{\#(s)}} \cong\left(B_{1}\right)_{s}$ as an $\left(A_{1}\right)_{s}$-module. So $\left(\left(B_{1}\right)_{f_{1}^{\#}(s)}\right)_{\mathfrak{p}_{s}} \cong\left(\left(B_{1}\right)_{s}\right)_{\mathfrak{p}_{s}}$ as $\left(\left(A_{1}\right)_{s}\right)_{\mathfrak{p}_{s}}$-modules. We have also that $\left(\left(A_{1}\right)_{s}\right)_{\mathfrak{p}_{s}} \cong\left(A_{1}\right)_{\mathfrak{p}}$. This isomorphism allows us to see $\left(\left(B_{1}\right)_{f_{1}^{\#}(s)}\right)_{\mathfrak{p}_{s}} \cong\left(\left(B_{1}\right)_{s}\right)_{\mathfrak{p}_{s}}$ as as an $\left(A_{1}\right)_{\mathfrak{p}}$-module (free of the same rank). Then $\left(\left(B_{1}\right)_{s}\right)_{\mathfrak{p}_{s}} \cong\left(B_{1}\right)_{\mathfrak{p}}$ as $\left(A_{1}\right)_{\mathfrak{p}}$-modules and so
$d_{W}(\mathfrak{p})=\operatorname{rank}_{\left(\left(A_{1}\right)_{s}\right)_{\mathfrak{p}_{s}}}\left(\left(\left(B_{1}\right)_{f_{1}^{\#}(s)}\right)_{\mathfrak{p}_{s}}\right)=\operatorname{rank}_{\left(A_{1}\right)_{\mathfrak{p}}}\left(\left(B_{1}\right)_{\mathfrak{p}}\right)=\left[B_{1}: A_{1}\right](\mathfrak{p})=d_{U_{1}}(\mathfrak{p})$.
Analogously, one can prove that $d_{W}(\mathfrak{p})=d_{U_{2}}(\mathfrak{p})$. Then $d_{U_{1}}(\mathfrak{p})=d_{U_{2}}(\mathfrak{p})$. Since this holds for every $\mathfrak{p} \in U_{1} \cap U_{2}$, we get that $\left(d_{U_{1}}\right)_{\left.\right|_{U_{1} \cap U_{2}}}=\left(d_{U_{2}}\right)_{\left.\right|_{U_{1} \cap U_{2}}}$.
Remark 2.2.13. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite and locally free morphism of schemes. Consider the pushforward $f_{*} \mathcal{O}_{Y}$, which is a sheaf of $\mathcal{O}_{X^{-}}$ algebras. Applying remark 2.1.31 to any open affine subscheme, one gets that $f_{*} \mathcal{O}_{Y}$ is locally free of finite rank as an $\mathcal{O}_{X}$-module. Then the function $d$ defined in 2.2.12 could also be obtained by working on stalks, as in 2.1.34. However, notice that these stalks are not stalks of $\mathcal{O}_{Y}$.
Definition 2.2.14. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite and locally free morphism of schemes. We denote the function $d$ defined in 2.2.12 by $[Y: X]$ or $\operatorname{deg}(f)$ and we call it the degree of $Y$ over $X$ or the degree of $f$.

The following lemma illustrates the importance of the degree of a finite and locally free morphism.
Lemma 2.2.15. Let $X, Y$ be two schemes and $f: Y \rightarrow X$ a finite and locally free morphism of schemes. Then:
(1) $Y=\emptyset$ if and only if $[Y: X]=0$ (i.e. $[Y: X](x)=0$ for any $x \in X$ );
(2) $f$ is an isomorphism if and only if $[Y: X]=1$ (i.e. $[Y: X](x)=1$ for any $x \in X$ );
(3) $f$ is surjective if and only if $[Y: X] \geq 1$ (i.e. $[Y: X](x) \geq 1$ for any $x \in X$ ), and if and only if for every open affine subset $U=\operatorname{Spec}(A)$ of $X$ we have $f^{-1}(U)=\operatorname{Spec}(B)$, where $B$ is a faithfully projective $A$-algebra.
Proof. Recall that for every open affine subset $U$ of $X$ the preimage $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, with $B$ a finite projective $A$-algebra (lemma 2.2.10(3)). Moreover, for every open affine subset $U$ of $X$, let $d_{U}$ be defined as in lemma 2.2.12.
(1) If $Y=\emptyset$, then $f^{-1}(U)=\emptyset=\operatorname{Spec}(0)$ for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, which implies that $d_{U}=[0: A]=0$. So $[Y: X]=0$.
Conversely, assume that $[Y: X]=0$. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$, with $f^{-1}(U)=\operatorname{Spec}(B)$ ( $B$ a finite projective $A$-algebra). Then $[B: A]=d_{U}=[Y: X]_{\mid U}=0$, which means that for every prime ideal $\mathfrak{p}$ of $A$ we have $\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right)=0$, i.e. $B_{\mathfrak{p}}=0$. By lemma 2.1.28(1), this implies that $B=0$. So $f^{-1}(U)=\operatorname{Spec}(0)=\emptyset$. By definition of scheme, $X$ is covered by its open affine subsets. Then

$$
Y=f^{-1}(X)=f^{-1}\left(\bigcup_{\substack{U \subseteq X \\ \text { open affine }}} U\right)=\bigcup_{\substack{U \subseteq X \\ \text { open affine }}} f^{-1}(U)=\bigcup_{\substack{U \subseteq X \\ \text { open affine }}} \emptyset=\emptyset
$$

(2) Assume that $f$ is an isomorphism. Then for every open affine subset $U=$ $\operatorname{Spec}(A)$ of $X$ we have that $f^{-1}(U) \cong U=\operatorname{Spec}(A)$ and $d_{U}=[A: A]=1$. So $[Y: X]=1$.
Conversely, assume that $[Y: X]=1$. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$, with $f^{-1}(U)=\operatorname{Spec}(B)$ ( $B$ a finite projective $A$-algebra). Then $[B: A]=d_{U}=[Y: X]_{U}=1$. By lemma 2.1.58(3), this implies that the ring homomorphism $f^{\#}: A \rightarrow B$ induced by $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=$ $\operatorname{Spec}(A)$ (i.e. the ring homomorphism which defines the $A$-algebra structure on $B$, see remark 2.2.2(1)) is an isomorphism. Since the correspondence between morphism of schemes $\operatorname{Spec}(B) \rightarrow \operatorname{Spec}(A)$ and ring homomorphism $A \rightarrow B$ is bijective and preserves compositions, it follows that $f: f^{-1}(U) \rightarrow U$ is an isomorphism of schemes. Then it has an inverse $g_{U}:=\left(f_{\left.\right|_{f^{-1}(U)}}\right)^{-1}: U \rightarrow$ $f^{-1}(U)$. The morphisms $g_{U}$ 's are compatible with each other. Indeed, if $U, V$ are two open affine subsets of $X$, we have that

$$
\begin{aligned}
\left(g_{U}\right)_{\mid U \cap V} & =\left(\left(f_{\left.\right|_{f^{-1}(U)}}\right)^{-1}\right)_{\mid U \cap V}= \\
& =\left(\left(f_{\left.\right|_{f^{-1}(U)}}\right)_{\left.\right|_{f^{-1}(U) \cap f^{-1}(V)}}\right)^{-1}=\left(f_{\left.\right|_{f^{-1}(U) \cap f^{-1}(V)}}\right)^{-1}= \\
& =\left(\left(f_{\left.\right|_{f^{-1}(V)}}\right)_{\left.\right|_{f^{-1}(U) \cap f-1(V)}}\right)^{-1}=\left(\left(f_{\left.\right|_{f^{-1}(V)}}\right)^{-1}\right)_{\left.\right|_{U \cap V}}=\left(g_{V}\right)_{\left.\right|_{U \cap V}}
\end{aligned}
$$

Then, since $X$ is covered by its open affine subsets, we can glue the $g_{U}$ 's and get a morphism of schemes $g: X \rightarrow Y$. We have that $g$ and $f$ are inverse to
each other, because this is true considering the restrictions to $U$ and $f^{-1}(U)$, for every open affine subset $U$ of $X$. So $f$ is an isomorphism.
(3) First of all, notice that $[Y: X] \geq 1$ if and only if for every open affine subset $U=\operatorname{Spec}(A)$ we have that $[B: A]=d_{U} \geq 1$, i.e. $B$ is faithfully projective, by definition (2.1.51(2)), where $B$ is the finite projective $A$-algebra such that $f^{-1}(U)=\operatorname{Spec}(B)$. So the last part of the statement is obvious.
Since $X$ is covered by its open affine subsets, we have that $f$ is surjective if and only if $f: f^{-1}(U) \rightarrow U$ is surjective for every open affine subset $U$ of $X$. On the other hand, $[Y: X] \geq 1$ if and only if $d_{U} \geq 1$ for every open affine subset $U$ of $X$. Then it is enough to prove that, for any open affine subset $U$ of $X$, $f: f^{-1}(U) \rightarrow U$ is surjective if and only if $d_{U} \geq 1$.
Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$, with $f^{-1}(U)=\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. Let $f^{\#}: A \rightarrow B$ be the ring homomorphism that corresponds to $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=\operatorname{Spec}(A)$. Assume that $f: f^{-1}(U)=\operatorname{Spec}(B) \rightarrow U=\operatorname{Spec}(A)$ is surjective. Let $\mathfrak{p} \in \operatorname{Spec}(A)$. Then there exists $\mathfrak{q} \in \operatorname{Spec}(B)$ such that $\mathfrak{p}=f(\mathfrak{q})=\left(f^{\#}\right)^{-1}(\mathfrak{q})$. If $s \in A \backslash \mathfrak{p}$, then $f^{\#}(s) \in B \backslash \mathfrak{q}$. So we can consider the following map:

$$
\varphi: B_{\mathfrak{p}} \rightarrow B_{\mathfrak{q}}, \frac{x}{s} \mapsto \frac{x}{f^{\#}(s)} .
$$

Let $x_{1}, x_{2} \in B, s_{1}, s_{2} \in A \backslash \mathfrak{p}$ such that $\frac{x_{1}}{s_{1}}=\frac{x_{2}}{s_{2}}$. This means that there exists $u \in A \backslash \mathfrak{p}$ such that $u\left(s_{2} x_{1}-s_{1} x_{2}\right)=0$. By definition of the $A$-module structure on $B$, we have that $u\left(s_{2} x_{1}-s_{1} x_{2}\right)=f^{\#}(u)\left(f^{\#}\left(s_{1}\right) x_{1}-f^{\#}\left(s_{2}\right) x_{2}\right)$. So $f^{\#}(u)\left(f^{\#}\left(s_{1}\right) x_{1}-f^{\#}\left(s_{2}\right) x_{2}\right)=0$, which implies that $\frac{x_{1}}{f^{\#\left(s_{1}\right)}}=\frac{x_{2}}{f^{\#}\left(s_{2}\right)}$, because $f^{\#}(u) \in B \backslash \mathfrak{q}$. So $\varphi$ is well defined. We have that $\varphi\left(\frac{1}{1}\right)=\frac{1}{f^{\#}(1)}=\frac{1}{1}$ and $\varphi\left(\frac{0}{1}\right)=\frac{0}{f^{\#(1)}}=\frac{0}{1}$ (actually, it is easy to prove that $\varphi$ is an $A$-linear ring homomorphism). If we had $\frac{1}{1}=\frac{0}{1}$ in $B_{\mathfrak{q}}$, there would exist $t \in B \backslash \mathfrak{q}$ such that $0=t \cdot 1=t$, but this is a contradiction because $0 \in \mathfrak{q}$. So $\frac{1}{1} \neq \frac{0}{1}$ in $B_{\mathfrak{p}}$, which implies that $B_{\mathfrak{p}} \neq 0$. Then $d_{U}(\mathfrak{p})=[B: A](\mathfrak{p})=\operatorname{rank}_{A_{\mathfrak{p}}}\left(B_{\mathfrak{p}}\right) \geq 1$.
Conversely, assume that $[B: A]=d_{U} \geq 1$. By lemma 2.1.58(1), this implies that $f^{\#}: A \rightarrow B$ is injective. So we can assume that $A \subseteq B$, identifying $A$ with $f^{\#}(A)$. Since $B$ is finitely generated as an $A$-module, we have that $B$ is integral over $A$. Then, by the "lying-over" theorem ([3], theorem 5.10), for every $\mathfrak{p} \in \operatorname{Spec}(A)$ there exists $\mathfrak{q} \in \operatorname{Spec}(B)$ such that $\mathfrak{p}=\mathfrak{q} \cap A=f(\mathfrak{q})$. This shows that $f: \operatorname{Spec}(B)=f^{-1}(U) \rightarrow \operatorname{Spec}(A)=U$ is surjective.

Remark 2.2.16. We can associate a degree function also to any finite covering of topological spaces (see remark 1.2(2) in the appendix). The lemma we have just proved corresponds to a result that is obvious in the case of topological spaces. Namely, given a finite covering $f: Y \rightarrow X$, with $X, Y$ two topological spaces, we have that:
(1) $Y=\emptyset$ if and only if $\left|f^{-1}(x)\right|=0$ for every $x \in X$;
(2) $f$ is a homeomorphism if and only if $\left|f^{-1}(x)\right|=1$ for every $x \in X$ (for an arbitrary map this would mean that the map is bijective: the fact that the inverse is also continuous follows from the definition of covering);
(3) $f$ is surjective if and only if $\left|f^{-1}(x)\right| \geq 1$ for every $x \in X$.

Corollary 2.2.17. Let $X, Y$ be two schemes and $f: Y \rightarrow X$ a morphism of schemes. We have that $f$ is surjective, finite and locally free if and only if for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a faithfully projective $A$-algebra.

Proof. If $f$ is surjective, finite and locally free, then the claim follows directly from lemma 2.2.15(3).
Conversely, assume that for every open affine subscheme $U=\operatorname{Spec}(A)$ of $X$ the open subscheme $f^{-1}(U)$ of $Y$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a faithfully projective $A$-algebra. Since any faithfully projective $A$-algebra is in particular a finite projective $A$-algebra, by lemma $2.2 .10(3)$ we have that $f$ is finite and locally free. Then we can apply lemma $2.2 .15(3)$ to get that $f$ is also surjective.

We list now some properties of finite and locally free morphisms and of finite étale morphisms. Particularly important is the fact that base changes preserve finite étale morphisms (lemma 2.2.28(4)).

Lemma 2.2.18. Let $X, Y_{1}, \ldots, Y_{n}$ be schemes ( $n \in \mathbb{N}$ ) with morphisms $f_{i}: Y_{i} \rightarrow X$ for every $i=1, \ldots, n$. Define $Y:=\coprod_{i=1}^{n} Y_{i}$ (disjoint union of schemes) and consider the morphism $f: Y \rightarrow X$ obtained by gluing the $f_{i}$ 's. We have that:
(1) $f$ is finite and locally free if and only if $f_{i}$ is finite and locally free for every $i=1, \ldots, n$;
(2) if $f$ is finite and locally free, then $[Y: X]=\sum_{i=1}^{n}\left[Y_{i}: X\right]$ (as functions on $X$ );
(3) $f$ is finite étale if and only if $f_{i}$ is finite étale for every $i=1, \ldots, n$.

Proof. (1) Assume that $f_{i}$ is finite and locally free for every $i=1, \ldots, n$. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. By lemma 2.2.10(3), for every $i=1, \ldots, n$ we have that $f_{i}^{-1}(U)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a finite projective $A$-algebra. By definition of $f$, we have that $f^{-1}(U)=$ $\coprod_{i=1}^{n} f_{i}^{-1}(U)=\coprod_{i=1}^{n} \operatorname{Spec}\left(B_{i}\right)$. Define $B:=\mathcal{O}_{Y}\left(f^{-1}(U)\right)=\mathcal{O}_{f^{-1}(U)}\left(f^{-1}(U)\right)$. By definition of sheaf, we have that $B=\mathcal{O}_{Y}\left(f^{-1}(U)\right) \cong \prod_{i=1}^{n} \mathcal{O}_{Y}\left(f_{i}^{-1}(U)\right)=$ $\prod_{i=1}^{n} \mathcal{O}_{\operatorname{Spec}\left(B_{i}\right)}\left(\operatorname{Spec}\left(B_{i}\right)\right)=\prod_{i \in I} B_{i}$. Notice that this is an isomorphism of $A$-algebras, because for every $i \in I$ the commutativity of the diagram

implies the commutativity of the corresponding diagram of ring homomorphisms. For every $i \in I$, let $s_{i}$ be the unique element of $B=\mathcal{O}_{Y}\left(f^{-1}(U)\right)$ such
that $\rho_{f^{-1}(U), f_{j}^{-1}(U)}\left(s_{i}\right)=\delta_{i j}$ for any $j \in I$. Consider the sum $\sum_{i \in I} s_{i}$. For every $j \in I$ we have that

$$
\begin{aligned}
\rho_{f^{-1}(U), f_{j}^{-1}(U)}\left(\sum_{i \in I} s_{i}\right)=\sum_{i \in I} \rho_{f^{-1}(U), f_{j}^{-1}(U)}\left(s_{i}\right)= \\
=\sum_{i \in I} \delta_{i j}=1=\rho_{f^{-1}(U), f_{j}^{-1}(U)}(1)
\end{aligned}
$$

(because $\rho_{f^{-1}(U), f_{j}^{-1}(U)}$ is a ring homomorphism). By definition of sheaf, this implies that $1=\sum_{i \in I} s_{i} \in \sum_{i \in I} s_{i} A$. Since $\sum_{i \in I} s_{i} A$ is an ideal of $A$, it follows that $\sum_{i \in I} s_{i} A=A$. Moreover, we have that

$$
\begin{aligned}
& \left(f^{-1}(U)\right)_{s_{j}}=\left\{y \in f^{-1}(U) \mid\left(s_{j}\right)_{y} \notin \mathfrak{m}_{f^{-1}(U), y}\right\}= \\
& =\coprod_{i \in I}\left\{y \in f_{i}^{-1}(U) \mid\left(\delta_{i j}\right)_{y}=\left(\rho_{f^{-1}(U), f_{i}^{-1}(U)}\left(s_{j}\right)\right)_{y} \notin \mathfrak{m}_{f^{-1}(U), y}\right\}=f_{j}^{-1}(U)
\end{aligned}
$$

is affine for every $j \in I$. By lemma 2.2.9, it follows that $f^{-1}(U)$ is affine and isomorphic to $\operatorname{Spec}(B)$. Since $B \cong \prod_{i=1}^{n} B_{i}$ and $B_{i}$ is a finite projective $A$ algebra for every $i \in I$, by lemma 2.1.52 we have that $B$ is a finite projective $A$-algebra. Since this holds for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(3) we have that $f$ is finite and locally free.
Conversely, assume that $f$ is finite and locally free. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. By lemma 2.2.10(3), we have that $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. By definition of $f$, we have that $\operatorname{Spec}(B)=f^{-1}(U)=\coprod_{i=1}^{n} f_{i}^{-1}(U)$. Then, by definition of sheaf, we have that $B=\mathcal{O}_{\operatorname{Spec}(B)}(\operatorname{Spec}(B))=\mathcal{O}_{Y}\left(f^{-1}(U)\right) \cong \prod_{i=1}^{n} \mathcal{O}_{Y}\left(f_{i}^{-1}(U)\right)$ (as above, this is an isomorphism of $A$-algebras). Fix $i \in I$ and let $s_{i}$ be the unique element of $B=\mathcal{O}_{Y}\left(f^{-1}(U)\right)$ such that $\rho_{f^{-1}(U), f_{j}^{-1}(U)}\left(s_{i}\right)=\delta_{i j}$ for any $j \in I$. As above, we have that $f_{i}^{-1}(U)=\left(f^{-1}(U)\right)_{s_{i}}$. But, as in remark 2.2.8 (see also the proof of lemma 2.2.7(3)), we have that $\left(f^{-1}(U)\right)_{s_{i}}=$ $(\operatorname{Spec}(B))_{s_{i}}=\mathrm{D}\left(s_{i}\right)$. So $f_{i}^{-1}(U)=\mathrm{D}\left(s_{i}\right)=\operatorname{Spec}\left(B_{s_{i}}\right)$ is affine. Moreover, we have that $B \cong \prod_{i=1}^{n} \mathcal{O}_{Y}\left(f_{i}^{-1}(U)\right)=\prod_{i=1}^{n} \mathcal{O}_{\operatorname{Spec}\left(B_{s_{i}}\right)}\left(\operatorname{Spec}\left(B_{s_{i}}\right)\right)=\prod_{i=1}^{n} B_{s_{i}}$ as $A$-algebras. Since $B$ is a finite projective $A$-algebra, by lemma 2.1.52 we have that $B_{s_{i}}$ is a finite projective $A$-algebra for every $i=1, \ldots, n$. Since this holds for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(3) we have that $f_{i}$ is finite and locally free for every $i=1, \ldots, n$.
(2) Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. As in the proof of point (1), we can write $f^{-1}(U)=\operatorname{Spec}(B)$ and $f^{-1}(U)=\operatorname{Spec}\left(B_{i}\right)$ for every $i=1, \ldots, n$, with $B, B_{1}, \ldots, B_{n}$ finite projective $A$-algebras and $B \cong \prod_{i=1}^{n} B_{i}$ as $A$-algebras. This means that $B \cong \bigoplus_{i=1}^{n} B_{i}$ as $A$-modules. Let $d_{U}$ be defined as in lemma 2.2.12 and let $d_{U}^{(i)}$ be defined in the same way but considering $f_{i}$ instead of $f$, for every $i=1, \ldots, n$. By lemma 2.1.37, we have that

$$
d_{U}=[B: A]=\operatorname{rank}_{A}(B)=\sum_{i=1}^{n} \operatorname{rank}_{A}\left(B_{i}\right)=\sum_{i=1}^{n}\left[B_{i}: A\right]=\sum_{i=1}^{n} d_{U}^{(i)} .
$$

Since this holds for any open affine subset $U$ of $X$, we get that $[Y: X]=$ $\sum_{i=1}^{n}\left[Y_{i}: X\right]$.
(3) Assume that $f_{i}$ is finite étale for every $i=1, \ldots, n$. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. By lemma 2.2.10(4), for every $i=1, \ldots, n$ we have that $f_{i}^{-1}(U)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where $B_{i}$ is a projective separable $A$-algebra. As in the proof of point (1), we have that $f^{-1}(U)=\operatorname{Spec}(B)$, with $B \cong \prod_{i=1}^{n} B_{i}$ as $A$-algebras. By lemma 2.1.64, we have that $B$ is a projective separable $A$-algebra. Since this holds for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(4) we have that $f$ is finite étale.
Conversely, assume that $f$ is finite étale. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. By lemma 2.2.10(4), we have that $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. As in the proof of point (1), for every $i=1, \ldots, n$ there exists $s_{i} \in B$ such that $f_{i}^{-1}(U)=$ $\operatorname{Spec}\left(B_{s_{i}}\right)$. We have also that $B \cong \prod_{i=1}^{n} B_{s_{i}}$ as $A$-algebras. Since $B$ is a projective separable $A$-algebra, by lemma 2.1.64 we have that $B_{s_{i}}$ is a projective separable $A$-algebra for every $i=1, \ldots, n$. Since this holds for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(4) we have that $f_{i}$ is finite étale for every $i=1, \ldots, n$.

Remark 2.2.19. We can compare lemma 2.2 .18 to what happens with finite coverings of topological spaces: if $f_{1}: Y_{1} \rightarrow X, \ldots, f_{n}: Y_{n} \rightarrow X$ are finite coverings of a topological space $X$, then gluing them we get a finite covering $f: \coprod_{i=1}^{n} Y_{i} \rightarrow X$ (see the proof of (G2) in the proposition 1.8 in the appendix) and

$$
\left|f^{-1}(\{x\})\right|=\left|\coprod_{i=1}^{n} f_{i}^{-1}(\{x\})\right|=\sum_{i=1}^{n}\left|f_{i}^{-1}(\{x\})\right|
$$

for any $x \in X$ (this equality corresponds to $2.2 .18(2)$ ).
Lemma 2.2.20. Let $\left(X_{i}\right)_{i \in I},\left(Y_{i}\right)_{i \in I}$ be two collections of schemes. Define $X$ := $\coprod_{i \in I} X_{i}$ and $Y:=\coprod_{i \in I} Y_{i}$ (disjoint union of schemes). Moreover, for every $i \in I$ let $f_{i}: Y_{i} \rightarrow X_{i}$ be a finite and locally free (respectively, finite étale) morphism of schemes. Let $f: Y \rightarrow X$ be the induced morphism of schemes. Then $f$ is finite and locally free (respectively, finite étale).

Proof. Assume that $f_{i}$ is finite and locally free for every $i \in I$. Then, for every $i \in I$, there exists a cover of $X_{i}$ by open affine subsets $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{j \in J_{i}}$ such that, for every $j \in J_{i}, f_{i}^{-1}\left(U_{i j}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i j}\right)$, where the $A_{i j}$-algebra $B_{i j}$ is finitely generated and free as an $A_{i j}$-module. Since $X=\coprod_{i \in I} X_{i}$, we have that $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{i \in I, j \in J_{i}}$ is a cover of $X$ by open affine subsets. Moreover, by definition of $f$, we have that $f^{-1}\left(U_{i j}\right)=f_{i}^{-1}\left(U_{i j}\right)=\operatorname{Spec}\left(B_{i j}\right)$ for every $i \in I$, $j \in J_{i}$. So the cover $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{i \in I, j \in J_{i}}$ has the property required in the definition 2.2.3(3). Then $f$ is finite and locally free.
Assume now that $f_{i}$ is finite étale for every $i \in I$. Then, for every $i \in I$, there exists a cover of $X_{i}$ by open affine subsets $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{j \in J_{i}}$ such that, for every $j \in J_{i}$,
$f_{i}^{-1}\left(U_{i j}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i j}\right)$, where $B_{i j}$ is a free separable $A_{i j}$-algebra. As above, we have that $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{i \in I, j \in J_{i}}$ is a cover of $X$ by open affine subsets and $f^{-1}\left(U_{i j}\right)=f_{i}^{-1}\left(U_{i j}\right)=\operatorname{Spec}\left(B_{i j}\right)$ for every $i \in I, j \in J_{i}$. So the cover $\left(U_{i j}=\operatorname{Spec}\left(A_{i j}\right)\right)_{i \in I, j \in J_{i}}$ has the property required in the definition 2.2.1. Then $f$ is finite étale.

Remark 2.2.21. A similar result holds for finite coverings of topological spaces: if $f_{i}: Y_{i} \rightarrow X_{i}$ is a finite covering of the topological space $X_{i}$ for any $i \in I$, then gluing them we get a finite covering $f: \coprod_{i \in I} Y_{i} \rightarrow \coprod_{i \in I} X_{i}$. Indeed, let $x \in X_{i}$. Then there exists a unique $j \in I$ such that $x \in X_{j}$. Since $f_{j}$ is a finite covering of $X_{j}$, there exists an open neighbourhood $U$ of $x$ in $X_{j}$ such that $f_{j}: f_{j}^{-1}(U) \rightarrow U$ is a trivial covering. Then $U$ is also an open neighbourhood of $x$ in $\coprod_{i \in I} X_{i}$ and, by definition of $f$, we have that $f^{-1}(U)=f_{j}^{-1}(U)$ and $f_{\left.\right|_{f^{-1}(U)}}=\left(\left.f_{j}\right|_{\left.\right|_{j} ^{-1}(U)}: f^{-1}(U)=f_{j}^{-1}(U) \rightarrow U\right.$ is a trivial covering. Finiteness follows from the fact that $f^{-1}(\{x\})=f_{j}^{-1}(\{x\})$.

Lemma 2.2.22. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite and locally free (respectively, finite étale) morphism. Then, for every open subscheme $X^{\prime}$ of $X$, the restriction $f_{\left.\right|_{f-1}\left(X^{\prime}\right)}: f^{-1}\left(X^{\prime}\right) \rightarrow X^{\prime}$ is finite and locally free (respectively, finite étale) and $\left[f^{-1}\left(X^{\prime}\right): X^{\prime}\right]=[Y: X]_{\operatorname{lsp}\left(X^{\prime}\right)}$.

Proof. First of all, notice that $f^{-1}\left(X^{\prime}\right)$ is an open subscheme of $Y$ by the continuity of $f$ and that the restriction of $f$ to this open subscheme is again a morphism of schemes.
Assume that $f$ is finite and locally free and let $U=\operatorname{Spec}(A)$ be an open affine subset of $X^{\prime}$. Then $U$ is also an open affine subset of $X$ and, by lemma 2.2.10(3), we have that $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. But, since $U \subseteq X^{\prime}$, we have that $f^{-1}(U)=\left(f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}\right)^{-1}(U)$. Then, by lemma 2.2.10(3), we have that $f_{\left.\right|_{f-1}\left(X^{\prime}\right)}$ is finite and locally free.

Assume now that $f$ is finite étale. For any open affine subset $U=\operatorname{Spec}(A)$ of $X^{\prime}$, by lemma 2.2.10(4) we have that $\left(f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}\right)^{-1}(U)=f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. Then, by the same lemma, $f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}$ is finite étale.
Finally, let $U=\operatorname{Spec}(A)$ be an open affine subset of $X^{\prime}$. Let $d_{U}$ and $d_{U}^{\prime}$ be defined as in lemma 2.2.12, considering respectively $f$ and $f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}$. As above, we have that $\left(f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}\right)^{-1}(U)=f^{-1}(U)=\operatorname{Spec}(B)$ for a finite projective $A$-algebra $B$. Then $d_{U}=[B: A]=d_{U}^{\prime}$. Since $X^{\prime}$ is covered by its open affine subsets, it follows that $\left[f^{-1}\left(X^{\prime}\right): X^{\prime}\right]=[Y: X]_{\operatorname{sp}\left(X^{\prime}\right)}$.
Remark 2.2.23. A similar result holds for finite coverings of topological spaces: if $f: Y \rightarrow X$ is a finite covering of the topogical space $X$ and $X^{\prime}$ is a subset of $X$, then the restriction $f_{\left.\right|_{f-1}\left(X^{\prime}\right)}: f^{-1}\left(X^{\prime}\right) \rightarrow X^{\prime}$ is a finite covering of $X^{\prime}$. Indeed, let $x \in X^{\prime}$. Since $f$ is a finite covering of $X$, there exist an open neighbourhood $U$ of $x$ in $X$, a finite discrete topological space $E$ and a homeomorphism $\varphi: f^{-1}(U) \rightarrow U \times E$ such that $p_{U} \circ \varphi=f$, where $p_{U}: U \times E \rightarrow U$ is the projection on the first factor. Define
$U^{\prime}:=U \cap X^{\prime} \subseteq X^{\prime}$. We have that $x \in U \cap X^{\prime}=U^{\prime}$ and $U^{\prime}$ is open in $X^{\prime}$, because $U$ is open in $X$. So $U^{\prime}$ is an open neighbourhood of $x$ in $X^{\prime}$. Since $U^{\prime} \subseteq U$ and $p_{U} \circ \varphi=f$, we have that

$$
\left(f_{\left.\right|_{f-1}\left(X^{\prime}\right)}\right)^{-1}\left(U^{\prime}\right)=f^{-1}\left(U^{\prime}\right)=\left(p_{U} \circ \varphi\right)^{-1}\left(U^{\prime}\right)=\varphi^{-1}\left(p_{U}^{-1}\left(U^{\prime}\right)\right)=\varphi^{-1}\left(U^{\prime} \times E\right)
$$

Then, restricting $\varphi$ to $f^{-1}\left(U^{\prime}\right)$ we get a homeomorphism $\varphi: f^{-1}\left(U^{\prime}\right)=\varphi^{-1}\left(U^{\prime} \times\right.$ $E) \rightarrow U^{\prime} \times E$. The equality $p_{U} \circ \varphi=f$ is still true when we consider the restrictions, so $p_{U^{\prime}} \circ \varphi=f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}$, where $p_{U}^{\prime}: U^{\prime} \times E \rightarrow U^{\prime}$ is the projection on the first factor (which is clearly the restriction of $p_{U}$ ). This shows that $f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}: f^{-1}\left(X^{\prime}\right) \rightarrow X^{\prime}$ is a finite covering of $X^{\prime}$. Moreover, for any $x \in X^{\prime}$ we have that $\left(f_{\left.\right|_{f-1}\left(X^{\prime}\right)}\right)^{-1}(\{x\})=$ $f^{-1}(\{x\})$ and so

$$
\left|\left(f_{\left.\right|_{f^{-1}\left(X^{\prime}\right)}}\right)^{-1}(\{x\})\right|=\left|f^{-1}(\{x\})\right|
$$

which corresponds to the statement about the degree.
Notice that we do not need $X^{\prime}$ to be open. On the other hand, in the case of schemes we considered only open subsets because they have a natural induced scheme structure, unlike arbitrary subsets.
Corollary 2.2.24. Let $\left(X_{i}\right)_{i \in I}$ be a collections of schemes and define $X:=\coprod_{i \in I} X_{i}$ (disjoint union of schemes). Moreover, let $Y$ be a scheme and $f: Y \rightarrow X$ a finite and locally free (respectively, finite étale) morphism of schemes. Then, if we define $Y_{i}:=f^{-1}\left(X_{i}\right)$ and $f_{i}=f_{\left.\right|_{Y_{i}}}: Y_{i}=f^{-1}\left(X_{i}\right) \rightarrow X_{i}$ for every $i \in I$, we have that $Y=\coprod_{i \in I} Y_{i}$ and $f_{i}: Y_{i} \rightarrow X_{i}$ is finite and locally free (respectively, finite étale) for any $i \in I$ (notice that this is in a certain sense the converse of lemma 2.2.20). Moreover, $\left[Y_{i}: X_{i}\right]=[Y: X]_{\left.\right|_{\operatorname{sp}\left(X_{i}\right)}}$ for any $i \in I$.
Proof. For any $i \in I$ we have that $X_{i}$ is an open subscheme of $X$ (by definition of disjoint union of schemes) and so $Y_{i}=f^{-1}\left(X_{i}\right)$ is an open subscheme of $Y$, by the continuity of $f$. Then we have that

$$
Y=f^{-1}(X)=f^{-1}\left(\coprod_{i \in I} X_{i}\right)=\coprod_{i \in I} f^{-1}\left(X_{i}\right)=\coprod_{i \in I} Y_{i}
$$

as schemes. The rest of the claim follows immediately from lemma 2.2.22.
Remark 2.2.25. A similar result holds for finite coverings of topological spaces: if $f: Y \rightarrow X$ is a finite covering of the topological space $X$ and $X=\coprod_{i \in I} X_{i}$ (disjoint union of topological spaces), then we can define $Y_{i}:=f^{-1}\left(X_{i}\right)$ and $f_{i}=f_{\left.\right|_{Y_{i}}}: Y_{i}=$ $f^{-1}\left(X_{i}\right) \rightarrow X_{i}$ for every $i \in I$. Then, since $f$ is continuous, we have that $Y_{i}$ is open in $Y$ for any $i \in I$ (recall that $X_{i}$ is open in $X$ by definition of disjoint union) and so

$$
Y=f^{-1}(X)=f^{-1}\left(\coprod_{i \in I} X_{i}\right)=\coprod_{i \in I} f^{-1}\left(X_{i}\right)=\coprod_{i \in I} Y_{i}
$$

as topological spaces. Moreover, by remark 2.2.23, for any $i \in I$ we have that $f_{i}: Y_{i} \rightarrow X_{i}$ is a finite covering of $X_{i}$ and $\left|f^{-1}(\{x\})\right|=\left|f_{i}^{-1}(\{x\})\right|$ for every $x \in X_{i}$.

Corollary 2.2.26. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite and locally free morphism. Define

$$
X_{\geq 1}=\{x \in \operatorname{sp}(X) \mid[Y: X](x) \geq 1\} \subseteq \operatorname{sp}(X) .
$$

Then:
(1) $X_{\geq 1}$ is both open and closed in $\operatorname{sp}(X)$;
(2) $X_{\geq 1}$ is the (set-theoretic) image of $f$.

In particular, this holds also for any finite étale morphism $f$ (because finite étale implies finite and locally free, see remark 2.2.4).

Proof. (1) We have that $X_{\geq 1}=[Y: X]^{-1}(\{n \in \mathbb{Z} \mid n \geq 1\})$. Then $X_{\geq 1}$ is both open and closed in $\operatorname{sp}(X)$ because $[Y: X]: \operatorname{sp}(X) \rightarrow \mathbb{Z}$ is continuous and $\{n \in \mathbb{Z} \mid n \geq 1\}$ is open in $\mathbb{Z}$ (which has the discrete topology).
(2) Since $X_{\geq 1}$ is open, by lemma 2.2.22 the restriction $f: f^{-1}\left(X_{\geq 1}\right) \rightarrow X_{\geq 1}$ is finite and locally free and $\left[f^{-1}\left(X_{\geq 1}\right): X_{\geq 1}\right](x)=[Y: X](x) \geq 1$ for any $x \in X_{\geq 1}$. By lemma 2.2.15(3), we have that $f: f^{-1}\left(X_{\geq 1}\right) \rightarrow X_{\geq 1}$ is surjective. This means that $X_{\geq 1}=f\left(f^{-1}\left(X_{\geq 1}\right)\right)$. Define now $X_{0}:=X \backslash X_{\geq 1}$. By definition, the degree has values that are non-negative integers. So $X_{0}=\{x \in$ $\operatorname{sp}(X) \mid[Y: X](x)=0\}$. Since $X_{\geq 1}$ is closed, we have that $X_{0}$ is open. So, by lemma 2.2.22, the restriction $f: f^{-1}\left(X_{0}\right) \rightarrow X_{0}$ is finite and locally free and $\left[f^{-1}\left(X_{0}\right): X_{0}\right](x)=[Y: X](x)=0$ for any $x \in X_{0}$. By lemma 2.2.15(1), it follows that $f^{-1}\left(X_{0}\right)=\emptyset$. Then

$$
\begin{aligned}
& Y=f^{-1}(X)=f^{-1}\left(X_{\geq 1} \cup X_{0}\right)= \\
& \quad=f^{-1}\left(X_{\geq 1}\right) \cup f^{-1}\left(X_{0}\right)=f^{-1}\left(X_{\geq 1}\right) \cup \emptyset=f^{-1}\left(X_{\geq 1}\right),
\end{aligned}
$$

which implies that $X_{\geq 1}=f\left(f^{-1}\left(X_{\geq 1}\right)\right)=f(Y)$.

Remark 2.2.27. A similar result holds for finite coverings of topological spaces: if $f: Y \rightarrow X$ is a finite covering of the topological space $X$, then

$$
\operatorname{Im}(f)=\left\{x \in X| | f^{-1}(x) \mid \geq 1\right\}
$$

which is both open and closed in $X$ by the continuity of the degree (see remark 1.2(2) in the appendix).

Lemma 2.2.28. Let $X, Y$ and $W$ be schemes. Let $f: Y \rightarrow X$ be a finite and locally free morphism of schemes and $g: W \rightarrow X$ any morphism of schemes. Consider the fibred product $Y \times_{X} W$ (see [4], chapter II, theorem 3.3), with the projections $p_{1}: Y \times_{X} W \rightarrow Y$ and $p_{2}: Y \times_{X} W \rightarrow W$. Then:
(1) $p_{2}: Y \times_{X} W \rightarrow W$ is finite and locally free;
(2) the diagram

is commutative;
(3) if $f$ is surjective, then $p_{2}: Y \times_{X} W \rightarrow W$ is surjective;
(4) if $f$ is finite étale, then $p_{2}: Y \times_{X} W \rightarrow W$ is finite étale.

Proof. (1) Since $f$ is finite and locally free, there exists a cover of $X$ by open affine subsets $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for every $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $A_{i}$-algebra $B_{i}$ is finitely generated and free as an $A_{i}$-module. Let $i \in I$. We have that $g^{-1}\left(U_{i}\right)$ is an open subscheme of $W$ (because $g$ is a morphism of schemes). So we can cover $g^{-1}\left(U_{i}\right)$ with open affine subsets $\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{j \in J_{i}}$. Fix $j \in J_{i}$ and consider $p_{2}^{-1}\left(V_{i j}\right) \subseteq Y \times_{X} W$. We claim that $p_{2}^{-1}\left(V_{i j}\right)=f^{-1}\left(U_{i}\right) \times_{U_{i}} V_{i j}$. By definition of fibred product, we have $f \circ p_{1}=g \circ p_{2}$. Then $p_{1}^{-1}\left(f^{-1}\left(U_{i}\right)\right)=p_{2}^{-1}\left(g^{-1}\left(U_{i}\right)\right)$. Since $V_{i j} \subseteq g^{-1}\left(U_{i}\right)$, we get that $p_{2}^{-1}\left(V_{i j}\right) \subseteq p_{2}^{-1}\left(g^{-1}\left(U_{i}\right)\right)=p_{1}^{-1}\left(f^{-1}\left(U_{i}\right)\right)$. Consider the following diagram.


The equality $f \circ p_{1}=g \circ p_{2}$ is still satisfied when we consider the restrictions $p_{1}: p_{2}^{-1}\left(V_{i j}\right) \subseteq p_{1}^{-1}\left(f^{-1}\left(U_{i}\right)\right) \rightarrow f^{-1}\left(U_{i}\right), p_{2}: p_{2}^{-1}\left(V_{i j}\right) \rightarrow V_{i j}, f: f^{-1}\left(U_{i}\right) \rightarrow$ $U_{i}$ and $g: V_{i j} \subseteq g^{-1}\left(U_{i}\right) \rightarrow U_{i}$. Let now $Z$ be a scheme with two morphisms of schemes $h_{1}: Z \rightarrow f^{-1}\left(U_{i}\right), h_{2}: Z \rightarrow V_{i j}$ such that $f \circ h_{1}=g \circ h_{2}$. Since $f^{-1}\left(U_{i}\right) \subseteq Y$, we can see $h_{1}$ as a morphism of schemes $Z \rightarrow Y$. Analogously, since $V_{i j} \subseteq W$, we can see $p_{2}$ as a morphism of schemes $Z \rightarrow W$. Then, by the universal property of the fibred product, there exists a unique $h: Z \rightarrow Y \times{ }_{X} W$ such that $h_{1}=p_{1} \circ h$ and $h_{2}=p_{2} \circ h$. Then $p_{2}(h(Z))=h_{2}(Z) \subseteq V_{i j}$ and so $h(Z) \subseteq p_{2}^{-1}\left(V_{i j}\right)$. Then we can see $h$ as a morphism of schemes $Z \rightarrow p_{2}^{-1}\left(V_{i j}\right)$ such that $h_{1}=p_{1} \circ h$ and $h_{2}=p_{2} \circ h$. Moreover, it is the unique such morphism, because we know uniqueness when considering $h$ as a morphism $Z \rightarrow Y \times_{X} W$. This proves that $p_{2}^{-1}\left(V_{i j}\right)=f^{-1}\left(U_{i}\right) \times_{U_{i}} V_{i j}$. Recall that $U_{i}=\operatorname{Spec}\left(A_{i}\right)$, $f^{-1}\left(U_{i}\right)=\operatorname{Spec}\left(B_{i}\right)$ and $V_{i j}=\operatorname{Spec}\left(C_{i j}\right)$. Then
$p_{2}^{-1}\left(V_{i j}\right)=f^{-1}\left(U_{i}\right) \times_{U_{i}} V_{i j}=\operatorname{Spec}\left(B_{i}\right) \times_{\operatorname{Spec}\left(A_{i}\right)} \operatorname{Spec}\left(C_{i j}\right)=\operatorname{Spec}\left(B_{i} \otimes_{A_{i}} C_{i j}\right)$
(see the proof of theorem 3.3 in chapter II of [4]). Since $B_{i}$ is finitely generated and free as an $A_{i}$-module, we have that $B_{i} \cong A_{i}^{n_{i}}$ for some $n_{i} \in \mathbb{N}$. Since tensor product and direct sums commute (lemma 2.1.19), it follows that

$$
B_{i} \otimes_{A_{i}} C_{i j} \cong A_{i}^{n_{i}} \otimes C_{i j} \cong\left(A_{i} \otimes C_{i j}\right)^{n_{i}} \cong C_{i j}^{n_{i}}
$$

as $C_{i j}$-modules (lemma 2.1.19 gives an isomorphism of $A_{i}$-modules, but it is immediate to check that in this case that isomorphism is also $C_{i j}$-linear). So $B_{i} \otimes_{A_{i}} C_{i j}$ is finitely generated and free as a $C_{i j}$-module. This holds for any $i \in I, j \in J_{i}$. Now we have that

$$
W=p_{2}^{-1}(X)=p_{2}^{-1}\left(\bigcup_{i \in I} U_{i}\right)=\bigcup_{i \in I} p_{2}^{-1}\left(U_{i}\right)=\bigcup_{i \in I} \bigcup_{j \in J_{i}} V_{i j}
$$

So $\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{i \in I, j \in J_{i}}$ is a cover of $W$ by open affine subsets. This cover has the property required in the definition $2.2 .3(3)$, so $p_{2}$ is finite and locally free.
(2) Let $\left(U_{i}=\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I},\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{i \in I, j \in J_{i}}$ be as in the proof of point (1). For every $i \in I$, let $d_{U_{i}}$ be defined as in lemma 2.2.12. Analogously, for any $i \in I, j \in J_{i}$, let $d_{V_{i j}}$ be defined as in lemma 2.2.12 (considering the morphism $p_{2}$ ). Fix $i \in I, j \in J_{i}$ and define $n_{i}:=\operatorname{rank}_{A_{i}}\left(B_{i}\right)$. This means that $B_{i} \cong A_{i}^{n_{i}}$ as an $A_{i}$-module. As in the proof of point (1), this implies that $B_{i} \otimes_{A_{i}} C_{i j} \cong C_{i j}^{n_{i}}$ as $C_{i j}$-modules. Then $\operatorname{rank}_{C_{i j}}\left(B_{i} \otimes_{A_{i}} C_{i j}\right)=n_{i}=\operatorname{rank}_{A_{i}}\left(B_{i}\right)$. Recalling that $p_{2}^{-1}\left(V_{i j}\right)=\operatorname{Spec}\left(B_{i} \otimes_{A_{i}} C_{i j}\right)$ and using remark 2.1.36(1), we get that

$$
\begin{gathered}
{\left[Y \times_{X} W: W\right](w)=d_{V_{i j}}(w)=\left[B_{i} \otimes_{A_{i}} C_{i j}: C_{i j}\right](x)=\operatorname{rank}_{C_{i j}}\left(B_{i} \otimes_{A_{i}} C_{i j}\right)=} \\
=\operatorname{rank}_{A_{i}}\left(B_{i}\right)=\left[B_{i}: A_{i}\right](g(w))=d_{U_{i}}(g(w))=[Y: X](g(w))
\end{gathered}
$$

for every $w \in V_{i j}$ (in this case $g(w) \in U_{i}$, because $V_{i j} \subseteq g^{-1}\left(U_{i}\right)$ ). Since this holds for any $i \in I, j \in J_{i}$ and since $W=\bigcup_{i \in I} \bigcup_{j \in J_{i}} V_{i j}$, it follows that $\left[Y \times_{X} W: W\right]=[Y: X] \circ g$, as we wanted.
(3) Since $f$ is surjective, by lemma $2.2 .15(3)$ we have that $[Y: X] \geq 1$. Then, by point (2), we have that $\left[Y \times_{X} W: W\right](w)=[Y: X](g(w)) \geq 1$ for every $w \in W$. So $\left[Y \times_{X} W: W\right] \geq 1$, which implies that $p_{2}$ is surjective, by lemma 2.2.15(3).
(4) Since $f$ is finite étale, there exists a cover of $X$ by open affine subschemes ( $U_{i}=$ $\left.\operatorname{Spec}\left(A_{i}\right)\right)_{i \in I}$ such that, for every $i \in I, f^{-1}\left(U_{i}\right)$ is affine and equal to $\operatorname{Spec}\left(B_{i}\right)$, where the $B_{i}$ is a free separable $A_{i}$-algebra. As in the proof of point (1), for every $i \in I$ we can cover $g^{-1}\left(U_{i}\right)$ with open affine subsets $\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{j \in J_{i}}$ and for every $j \in J_{i}$ we have that $p_{2}^{-1}\left(V_{i j}\right)=\operatorname{Spec}\left(B_{i} \otimes_{A_{i}} C_{i j}\right)$. As in the proof of point (1), we have that $\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{i \in I, j \in J_{i}}$ is a cover of $W$ by open affine subsets. Fix now $i \in I, j \in J_{i}$. Since $B_{i}$ is a free separable $A_{i}$-algebra, it is in particular finitely generated and free as an $A_{i}$-module. As in the proof of point (1), this implies that $B_{i} \otimes_{A_{i}} C_{i j}$ is finitely generated and free as a $C_{i j}$-module. On the other hand, since $B_{i}$ is a free separable $A_{i}$-algebra, it is in particular projective separable (see remark 2.1.61). Then, by lemma 2.1.71, we have that $B_{i} \otimes_{A_{i}} C_{i j}$ is a projective separable $C_{i j}$-algebra. Applying again remark 2.1.61, we get that $B_{i} \otimes_{A_{i}} C_{i j}$ is a free separable $C_{i j}$-algebra. So the
cover $\left(V_{i j}=\operatorname{Spec}\left(C_{i j}\right)\right)_{i \in I, j \in J_{i}}$ has the property required in the definition 2.2.1. Hence $p_{2}$ is finite étale.

Remark 2.2.29. We can compare lemma 2.2 .28 to what happens with finite coverings of topological spaces: if $f: Y \rightarrow X$ is a finite covering of $X$ and $g: W \rightarrow X$ is any continuous function, then the projection on the second factor $p_{2}: Y \times_{X} W \rightarrow W$ is a finite covering of $W$ (see remark $1.12(2)$ in the appendix, noticing that in that part of the argument we did not use the base points and that the order of the factors in the fibered product is not important). Moreover, for any $w \in W$ we have that

$$
\begin{aligned}
& p_{2}^{-1}(\{w\})=\left\{\left(y, w^{\prime}\right) \in Y \times_{X} W \mid w^{\prime}=p_{2}\left(\left(y, w^{\prime}\right)\right)=w\right\}= \\
& =\{(y, w) \mid y \in Y, f(y)=g(w)\}=\left\{(y, w) \mid y \in f^{-1}(\{g(w)\})\right\}
\end{aligned}
$$

and so $\left|p_{2}^{-1}(\{w\})\right|=\left|f^{-1}(\{g(w)\})\right|$, which corresponds to $2.2 .28(2)$. This implies also that, if $f$ is surjective, then $\left|p_{2}^{-1}(\{w\})\right|=\left|f^{-1}(\{g(w)\})\right| \geq 1$ for any $w \in W$ and so $p_{2}$ is surjective. Notice that this last statement (if $f$ is surjective, then $p_{2}$ is surjective) is true for any fibred product of topological spaces: you do not need the fact that $f$ is a finite covering. On the other hand, in the proof of lemma 2.2.28(3) we used the fact that $f$ was finite and locally free. It is actually true that surjectivity of morphisms of schemes is preserved by base changes (see [5], exercise 9.4.D), but the proof in the general case is more complicated. It cannot be reduced to the topological result, because the underlying topological space of a fibred product of schemes is not the fibred product of the underlying topological spaces (see [4], chapter II, exercise 3.9).

Lemma 2.2.30. The composition of finite and locally free (respectively, finite étale) morphisms is finite and locally free (respectively, finite étale).

Proof. Let $X, Y$ and $Z$ be schemes and let $f: Y \rightarrow X, g: Z \rightarrow Y$ be two finite and locally free morphisms. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. Since $f$ is finite and locally free, by lemma $2 \cdot 2 \cdot 10(3)$ we have that $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a finite projective $A$-algebra. Then, since $g$ is finite and locally free, by lemma $2.2 \cdot 10(3)$ we have that $(f \circ g)^{-1}(U)=g^{-1}\left(f^{-1}(U)\right)=g^{-1}(\operatorname{Spec}(B))$ is affine and equal to $\operatorname{Spec}(C)$, where $C$ is a finite projective $B$-algebra. Notice that the $A$-algebra structure induced on $C$ by the morphism of schemes $f \circ g: \operatorname{Spec}(C) \rightarrow$ $\operatorname{Spec}(A)$ coincides with the one induced by the $B$-algebra structure. So $C$ is a finite projective $A$-algebra, by corollary 2.1.54. Since this holds for every open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma $2 \cdot 2 \cdot 10(3)$ we have that $f \circ g$ is finite and locally free. Assume now that $f$ and $g$ are finite étale and $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. Since $f$ is finite étale, by lemma $2.2 .10(4)$ we have that $f^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. Then, since $g$ is finite étale, by lemma 2.2.10(4) we have that $(f \circ g)^{-1}(U)=g^{-1}\left(f^{-1}(U)\right)=g^{-1}(\operatorname{Spec}(B))$ is affine and equal to $\operatorname{Spec}(C)$, where $C$ is a projective separable $B$-algebra. As above, the $A$-algebra structure induced on $C$ by the morphism of schemes $f \circ g$ : $\operatorname{Spec}(C) \rightarrow \operatorname{Spec}(A)$ coincides with the one induced by the $B$-algebra structure. So $C$ is a projective separable $A$-algebra, by corollary 2.1.69. Since this holds for every

## CHAPTER 2. GALOIS THEORY FOR SCHEMES

open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(4) we have that $f \circ g$ is finite étale.

Remark 2.2.31. A similar result holds for finite coverings of topological spaces: if $X$, $Y$ and $Z$ are topological spaces, $f: Y \rightarrow X$ is a finite covering of $X$ and $g: Z \rightarrow Y$ is a finite covering of $Y$, then $f \circ g: Z \rightarrow X$ is a finite covering of $X$. Indeed, let $x \in X$. Since $f$ is a finite covering of $X$, there exist an open neighbourhood $U$ of $x$ in $X$, a finite discrete topological space $E$ and a homeomorphism $\varphi: f^{-1}(U) \rightarrow U \times E$ such that $p_{U} \circ \varphi=f$, where $p_{U}: U \times E \rightarrow U$ is the projection on the first factor. Since $E$ has the discrete topology, we have that $U \times\{e\}$ is open in $U \times E$ for any $e \in E$ and so $U \times E=\coprod_{e \in E} U \times\{e\}$ (topological disjoint union). Then we have that

$$
f^{-1}(U)=\varphi^{-1}\left(\coprod_{e \in E} U \times\{e\}\right)=\coprod_{e \in E} \varphi^{-1}(U \times\{e\})
$$

(disjoint union of topological spaces). For any $e \in E$, define $V_{e}:=\varphi^{-1}(U \times\{e\})$, so that $f^{-1}(U)=\coprod_{e \in E} V_{e}$. Since $g$ is a finite covering of $Y$, we have that its restriction $g: g^{-1}\left(f^{-1}(U)\right) \rightarrow f^{-1}(U)$ is a finite covering of $f^{-1}(U)$ (remark 2.2.23). By remark 2.2.25, we have that $g_{\left.\right|_{g^{-1}\left(V_{e}\right)}}: g^{-1}\left(V_{e}\right) \rightarrow V_{e}$ is a finite covering of $V_{e}$, for any $e \in E$. Since $f^{-1}(U)=\coprod_{e \in E} V_{e}$, we have that

$$
(f \circ g)^{-1}(U)=g^{-1}\left(f^{-1}(U)\right)=g^{-1}\left(\coprod_{e \in E} V_{e}\right)=\coprod_{e \in E} g^{-1}\left(V_{e}\right) .
$$

Let now $e \in E$. We claim that $f \circ g: g^{-1}\left(V_{e}\right) \rightarrow U$ is a finite covering. Define $q_{e}$ : $U \rightarrow U \times\{e\}, x^{\prime} \mapsto\left(x^{\prime}, e\right)$, which is continuous because its components (respectively, the identity and a constant function) are continuous. We have that $q_{e}$ is bijective, with inverse the restricted projection $p_{U}: U \times\{e\} \rightarrow U$, which is also continuous by definition of product topology. So $q_{e}$ is a homeomorphism. It follows that $\varphi^{-1} \circ q_{e}$ : $U \rightarrow \varphi^{-1}(U \times\{e\})=V_{e}$ is also a homeomorphism, because it is a composition of homeomorphisms. Let $x^{\prime} \in U$ and consider $y:=\left(\varphi^{-1} \circ q_{e}\right)\left(x^{\prime}\right) \in V_{e}$. Since $g: g^{-1}\left(V_{e}\right) \rightarrow V_{e}$ is a finite covering, there exist an open neighbourhood $W$ of $y$ in $V_{e}$, a finite discrete topological space $F$ and a homeomorphism $\psi: g^{-1}(W) \rightarrow W \times F$ such that $p_{W} \circ \psi=g$, where $p_{W}: W \times F \rightarrow W$ is the projection on the first factor. Define $U^{\prime}:=\left(p_{U} \circ \varphi\right)(W)=\left(\varphi^{-1} \circ q_{e}\right)^{-1}(W)$. Since $\varphi^{-1} \circ q_{e}: U \rightarrow V_{e}$ is continuous and $W$ is open in $V_{e}$, we have that $U^{\prime}$ is open in $U$. Moreover, since $y=\left(\varphi^{-1} \circ q_{e}\right)\left(x^{\prime}\right) \in W$, we have that $x^{\prime} \in\left(\varphi^{-1} \circ q_{e}\right)^{-1}(W)=U^{\prime}$. Notice that, since $U^{\prime} \subseteq U$ and $p_{U} \circ \varphi=f$,

$$
f^{-1}\left(U^{\prime}\right) \cap V_{e}=\left(p_{U} \circ \varphi\right)^{-1}\left(\left(p_{U} \circ \varphi\right)(W)\right) \cap V_{e}=W
$$

(the last equality follows from the fact that $W \subseteq V_{e}$ and that $p_{U} \circ \varphi: V_{e} \rightarrow U$ is bijective). So $(f \circ g)^{-1}\left(U^{\prime}\right) \cap g^{-1}\left(V_{e}\right)=g^{-1}\left(f^{-1}\left(U^{\prime}\right)\right) \cap g^{-1}\left(V_{e}\right)=g^{-1}\left(f^{-1}\left(U^{\prime}\right) \cap V_{e}\right)=$ $g^{-1}(W)$. Since $\varphi^{-1} \circ q_{e}$ is a homeomorphism, we have that also its restriction $\varphi^{-1} \circ q_{e}$ : $\left(\varphi^{-1} \circ q_{e}\right)^{-1}(W)=U^{\prime} \rightarrow W$ is a homeomorphism. Its inverse $p_{U} \circ \varphi: W \rightarrow U^{\prime}$ induces
a homeomorphism $\left(p_{U} \circ \varphi\right) \times \operatorname{id}_{F}: W \times F \rightarrow U^{\prime} \times F$. Composing it with $\psi$, we get a homeomorphism

$$
\left(\left(p_{U} \circ \varphi\right) \times \operatorname{id}_{F}\right) \circ \psi: g^{-1}(W)=(f \circ g)^{-1}\left(U^{\prime}\right) \cap g^{-1}\left(V_{e}\right) \rightarrow U^{\prime} \times F .
$$

Denote by $p_{U^{\prime}}: U^{\prime} \times F \rightarrow F$ the projection on the first factor. Notice that

$$
\left(p_{U}^{\prime} \circ\left(\left(p_{U} \circ \varphi\right) \times \operatorname{id}_{F}\right)\right)(w, f)=p_{U}^{\prime}\left(\left(p_{U} \circ \varphi\right)(w), f\right)=\left(p_{U} \circ \varphi\right)(w)=\left(p_{U} \circ \varphi\right)\left(p_{W}((w, f))\right)
$$

for any $w \in W, f \in F$, and so $p_{U}^{\prime} \circ\left(\left(p_{U} \circ \varphi\right) \times \operatorname{id}_{F}\right)=p_{U} \circ \varphi \circ p_{W}$. Then, recalling that $p_{W} \circ \psi=g$ and $p_{U} \circ \varphi=f$, we have that

$$
p_{U^{\prime}} \circ\left(\left(\left(p_{U} \circ \varphi\right) \times \operatorname{id}_{F}\right) \circ \psi\right)=p_{U} \circ \varphi \circ p_{W} \circ \psi=f \circ g .
$$

So $f \circ g:(f \circ g)^{-1}\left(U^{\prime}\right) \cap g^{-1}\left(V_{e}\right) \rightarrow U^{\prime}$ is a finite trivial covering (finiteness follows from the fact that $F$ is finite). This shows that $f \circ g: g^{-1}\left(V_{e}\right) \rightarrow U$ is a finite covering of $U$, for any $e \in E$. By remark 2.2.19, we have that $f \circ g: \coprod_{e \in E} g^{-1}\left(V_{e}\right)=$ $(f \circ g)^{-1}(U) \rightarrow U$ is a finite covering of $U$ (recall that $E$ is finite). Then there exists an open neighbourhood $U^{\prime \prime}$ of $x$ in $U$ such that $f \circ g:(f \circ g)^{-1}\left(U^{\prime \prime}\right) \rightarrow U^{\prime \prime}$ is a finite trivial covering. Since $U$ is open in $X$, we have that $U^{\prime \prime}$ is open also in $X$. So $U^{\prime \prime}$ is an open neighbourhood of $x$ in $X$ and $f \circ g:(f \circ g)^{-1}\left(U^{\prime \prime}\right) \rightarrow U^{\prime \prime}$ is a finite trivial covering. This shows that $f \circ g$ is a finite covering of $X$.

Lemma 2.2.32. Let $X, Y$ and $Z$ be schemes, $f: Y \rightarrow X$ and $g: Z \rightarrow X$ finite and locally free morphisms of schemes. Consider the fibred product $Y \times_{X} Z$, with the projections $p_{1}: Y \times_{X} Z \rightarrow Y$ and $p_{2}: Y \times_{X} Z \rightarrow Z$. Then:
(1) $f \circ p_{1}=g \circ p_{2}: Y \times_{X} Z \rightarrow X$ is finite and locally free;
(2) if $f$ and $g$ are surjective, then $f \circ p_{1}=g \circ p_{2}: Y \times_{X} Z \rightarrow X$ is surjective;
(3) if $f$ and $g$ are finite étale, then $f \circ p_{1}=g \circ p_{2}: Y \times_{X} Z \rightarrow X$ is finite étale.

Proof. Recall that $f \circ p_{1}=g \circ p_{2}$ by definition of fibred product.
(1) Since $f$ is finite and locally free, by lemma 2.2 .28(1) we have that $p_{2}: Y \times_{X} Z \rightarrow$ $Z$ is finite and locally free. Then, since $g$ is finite and locally free, by lemma 2.2.30 we have that the composition $g \circ p_{2}$ is also finite and locally free.
(2) Since $f$ is surjective, by lemma $2.2 .28(3)$ we have that $p_{2}: Y \times_{X} Z \rightarrow Z$ is surjective. Then, since $g$ is surjective, the composition $g \circ p_{2}$ is also surjective.
(3) Since $f$ is finite étale, by lemma 2.2.28(4) we have that $p_{2}: Y \times_{X} Z \rightarrow Z$ is finite étale. Then, since $g$ is finite étale, by lemma 2.2.30 we have that the composition $g \circ p_{2}$ is also finite étale.

Remark 2.2.33. Combining the remarks 2.2.29 and 2.2.31, we get that a similar result is true for finite coverings of topological spaces: if $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are finite coverings of a topological space $X$, then $f \circ p_{1}=g \circ p_{2}: Y \times_{X} Z \rightarrow X$ is also a finite covering of $X$, where $p_{1}: Y \times_{X} Z \rightarrow Y$ and $p_{2}: Y \times_{X} Z \rightarrow Z$ are the two projections.
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Now we know that finite étale morphisms are preserved by base changes (lemma 2.2.28(4)). If we restrict our attention to base extensions that are surjective, finite and locally free, we have also a "converse" result.

Lemma 2.2.34. Let $X, Y$ and $W$ be schemes, $f: Y \rightarrow X$ and $g: W \rightarrow X$ morphisms of schemes, with $f$ affine and $g$ surjective, finite and locally free. Consider the fibred product $Y \times_{X} W$ with the projections $p_{1}: Y \times_{X} W \rightarrow Y$ and $p_{2}: Y \times_{X} W \rightarrow$ $W$. Then $f$ is finite étale (respectively, finite and locally free) if and only if $p_{2}$ is finite étale (respectively, finite and locally free).

Proof. By lemma 2.2.28(4) (respectively, (3)), if $f$ is finite étale (respectively, finite and locally free) then $p_{2}$ is also finite étale (respectively, finite and locally free).
Conversely, assume that $p_{2}$ is finite étale (respectively, finite and locally free) and let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. Since $f$ is affine, by lemma 2.2.10(1) we have that $f^{-1}(U)$ is affine. Then $f^{-1}(U)=\operatorname{Spec}(B)$ for an $A$-algebra $B$. Since $g$ is surjective, finite and locally free, by corollary 2.2 .17 we have that $g^{-1}(U)$ is affine and equal to $\operatorname{Spec}(C)$, where $C$ is a faithfully projective $A$-algebra. By definition of fibred product, we have that $f \circ p_{1}=g \circ p_{2}$. Then $p_{1}^{-1}\left(f^{-1}(U)\right)=\left(f \circ p_{1}\right)^{-1}(U)=$ $\left(g \circ p_{2}\right)^{-1}(U)=p_{2}^{-1}\left(g^{-1}(U)\right)$. Notice that the equality $f \circ p_{1}=g \circ p_{2}$ holds also if we consider the restrictions $p_{1}: p_{1}^{-1}\left(f^{-1}(U)\right)=p_{2}^{-1}\left(g^{-1}(U)\right) \rightarrow f^{-1}(U), p_{2}$ : $p_{1}^{-1}\left(f^{-1}(U)\right)=p_{2}^{-1}\left(g^{-1}(U)\right) \rightarrow g^{-1}(U), f: f^{-1}(U) \rightarrow U$ and $g: g^{-1}(U) \rightarrow U$. Moreover, let $Z$ be a scheme with two morphisms of schemes $h_{1}: Z \rightarrow f^{-1}(U)$ and $h_{2}: Z \rightarrow g^{-1}(U)$ such that $f \circ h_{1}=g \circ h_{2}$. Since $f^{-1}(U) \subseteq Y$ and $g^{-1}(U) \subseteq W$, we can see $h_{1}$ as a morphism of schemes $Z \rightarrow Y$ and $h_{2}$ as a morphism of schemes $Z \rightarrow W$. Then, by the universal property of the fibred product, there exists a unique $h: Z \rightarrow Y \times_{X} W$ such that $h_{1}=p_{1} \circ h$ and $h_{2}=p_{2} \circ h$. Then $p_{1}(h(Z))=h_{1}(Z) \subseteq$ $f^{-1}(U)$ and we can see $h$ as a morphism of schemes $Z \rightarrow p_{1}^{-1}\left(f^{-1}(U)\right)=p_{2}^{-1}\left(g^{-1}(U)\right)$ such that $h_{1}=p_{1} \circ h$ and $h_{2}=p_{2} \circ h$. Moreover, it is the unique such morphism, because we know uniqueness when considering $h$ as a morphism $Z \rightarrow Y \times_{X} W$. This proves that $p_{2}^{-1}\left(g^{-1}(U)\right)=f^{-1}(U) \times{ }_{U} g^{-1}(U)$. Then

$$
p_{2}^{-1}\left(g^{-1}(U)\right)=f^{-1}(U) \times_{U} g^{-1}(U)=\operatorname{Spec}(B) \times_{\operatorname{Spec}(A)} \operatorname{Spec}(C)=\operatorname{Spec}\left(B \otimes_{A} C\right)
$$

(see the proof of theorem 3.3 in chapter II of [4]). Notice that the $C$-algebra structure induced on $B \otimes_{A} C$ by the morphism $p_{2}: p_{2}^{-1}\left(g^{-1}(U)\right)=\operatorname{Spec}\left(B \otimes_{A} C\right) \rightarrow g^{-1}(U)=$ $\operatorname{Spec}(C)$ coincides with the one that is usually induced on the tensor product. Since $p_{2}$ is finite étale (respectively, finite and locally free), by lemma 2.2.10(4) (respectively, (3)) we have that $B \otimes_{A} C$ is a projective separable (respectively, finite projective) $C$-algebra. Since $C$ is a faithfully projective $A$-algebra, by 2.1.42 ((iv) $\Longrightarrow$ (i)) it is also faithfully flat. Then, by proposition 2.1.72 (respectively, 2.1.57) we have that $B$ is a projective separable (respectively, finite projective) $A$-algebra. Since this holds for any open affine subset $U=\operatorname{Spec}(A)$ of $X$, by lemma 2.2.10(4) (respectively, (3)) we have that $f$ is finite étale (respectively, finite and locally free).

We will now furtherly simplify the study of finite étale morphisms by introducing another class of morphisms: totally split morphisms.

Definition 2.2.35. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a morphism of schemes. We say that $f$ is totally split if we can write $X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$ for some schemes $X_{0}, X_{1}, \ldots$ such that, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\varphi_{n}: f^{-1}\left(X_{n}\right) \rightarrow \coprod_{i=1}^{n} X_{n}$ such that $p_{n} \circ \varphi_{n}=f$, where $p_{n}: \coprod_{i=1}^{n} X_{n} \rightarrow X_{n}$ is obtained by gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. This definition is illustrated by the following diagram.


Example 2.2.36. Any isomorphism of schemes is totally split. Indeed, if $X, Y$ are schemes and $f: Y \rightarrow X$ is an isomorphism, we can define $X_{1}:=X$ and $X_{n}:=\emptyset$ for any $n \in \mathbb{Z}, n \geq 0, n \neq 1$. Then $X=X_{1}=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$. Moreover, we can define $\varphi_{1}:=f: f^{-1}\left(X_{1}\right)=f^{-1}(X)=Y \rightarrow X$. Then we have $p_{1} \circ \varphi_{1}=\operatorname{id}_{X} \circ f=f$. This shows that $f$ is totally split. In particular, $\operatorname{id}_{X}$ is totally split for any scheme $X$.

Lemma 2.2.37. Any totally split morphism of schemes is finite étale.
Proof. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a totally split morphism of schemes. Moreover, let $X_{0}, X_{1}, \ldots$ be as in the definition 2.2.35. Since $X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$, we have that $Y=f^{-1}(X)=f^{-1}\left(\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}\right)=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} f^{-1}\left(X_{n}\right)$ and $f$ can be obtained by gluing the restrictions $f_{\left.\right|_{f^{-1}\left(X_{n}\right)}}: f^{-1}\left(X_{n}\right) \rightarrow \bar{X}_{n}$. By lemma 2.2.20, in order to prove that $f$ is finite étale, it is enough to prove that $f_{\left.\right|_{f-1}\left(X_{n}\right)}: f^{-1}\left(X_{n}\right) \rightarrow X_{n}$ is finite étale for any $n \in \mathbb{Z}, n \geq 0$. Fix $n \in \mathbb{Z}, n \geq 0$ and let $U=\operatorname{Spec}(A)$ be an open affine subset of $X_{n}$. Since $f_{\left.\right|_{f^{-1}\left(X_{n}\right)}}=p_{n} \circ \varphi_{n}$ (where $p_{n}$ and $\varphi_{n}$ are as in the definition 2.2.35), we have that $f^{-1}(U)=\left(p_{n} \circ \varphi_{n}\right)^{-1}(U)=\varphi_{n}^{-1}\left(p_{n}^{-1}(U)\right)=\varphi_{n}^{-1}\left(\coprod_{i=1}^{n} U\right)$. So $\varphi_{n}$ restricts to an isomorphism of schemes $f^{-1}(U)=\varphi_{n}^{-1}\left(\coprod_{i=1}^{n} U\right) \rightarrow \coprod_{i=1}^{n} U$. Then

$$
f^{-1}(U) \cong \coprod_{i=1}^{n} U=\coprod_{i=1}^{n} \operatorname{Spec}(A)=\operatorname{Spec}\left(A^{n}\right)
$$

(the last equality can be proved as in the proof of lemma 2.2.18). By example 2.1.6, we have that $A^{n}$ is a free separable $A$-algebra. Then, by remark 2.1.61(3), $A^{n}$ is a projective separable $A$-algebra. By lemma $2.2 .10(4), f_{\left.\right|_{f^{-1}\left(X_{n}\right)}}$ is finite étale, as we wanted.

Remark 2.2.38. (1) Let $X, Y$ be schemes and $f: Y \rightarrow X$ a totally split morphism. By the lemma we have just proved, $f$ is finite étale, so it is in particular finite and locally free and this allows us to consider its degree $[Y: X]: \operatorname{sp}(X) \rightarrow \mathbb{Z}$ (definition 2.2.14). Fix $n \in \mathbb{Z}, n \geq 0$ and let $U=\operatorname{Spec}(A)$ be an open affine subset of $X$. Let $d_{U}$ be defined as in lemma 2.2.12. As in the proof of lemma 2.2.37, we have that $f^{-1}(U)=\operatorname{Spec}\left(A^{n}\right)$. Then $d_{U}=\left[A^{n}: A\right]$ is constantly equal to $n$. Since $X_{n}$ is covered by open affine subsets, it follows that $[Y: X](x)=n$ for any $x \in X_{n}$.
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(2) Totally split morphisms of constant degree are the analogue of trivial finite coverings of topological spaces. Indeed, by point (1) a totally split morphism $f: Y \rightarrow X$ has constant degree if and only if there exists at most one $n \in \mathbb{Z}$, $n \geq 0$ such that $X_{n} \neq \emptyset$ (if $X \neq \emptyset$, then there exists a unique such $n$, more precisely $n=[Y: X]$ ), where $X_{0}, X_{1}, \ldots$ are as in the definition 2.2.35. In this case, $X=X_{n}$ and, as in the definition 2.2.35, we have an isomorphism of schemes $\varphi=\varphi_{n}: f^{-1}\left(X_{n}\right)=f^{-1}(X)=Y \rightarrow \coprod_{i=1}^{n} X_{n}=\coprod_{i=1}^{n} X$ such that $f=p \circ \varphi$, where $p=p_{n}: \coprod_{i=1}^{n} X_{n}=\coprod_{i=1}^{n} X \rightarrow X_{n}=X$ is obtained by gluing the identity morphisms.
On the other hand, if $X, Y$ are topological spaces and $f: Y \rightarrow X$ is trivial finite covering of degree $n$, then there exist a discrete topological space $E$ with $|E|=n$ and a homeomorphism $\varphi: Y \rightarrow X \times E$ such that $f=p_{X} \circ \varphi$, where $p_{X}: X \times E \rightarrow X$ is the projection on the first factor. Since $E$ is discrete, we have that $E=\coprod_{e \in E}\{e\}$ and then

$$
X \times E=X \times\left(\coprod_{e \in E}\{e\}\right)=\coprod_{e \in E}(X \times\{e\}) .
$$

On the other hand, for any $e \in E$, restricting $p_{X}$ we get a homeomorphism $p_{E}: X \times\{e\} \rightarrow X$ (with inverse $X \rightarrow X \times\{e\}, x \mapsto(x, e)$ ). Gluing these homeomorphisms, we get a homeomorphism

$$
\psi: X \times E=\coprod_{e \in E}(X \times\{e\}) \rightarrow \coprod_{e \in E} X .
$$

If we define $p: \coprod_{e \in E} X \rightarrow X, x \mapsto x$, we have that $(p \circ \psi)((x, e))=$ $p\left(p_{E}((x, e))\right)=p_{E}(x, e)$ for any $x \in X, e \in E$ and so $p \circ \psi=p_{E}$. Then $\varphi^{\prime}:=\psi \circ \varphi: Y \rightarrow \coprod_{e \in E} X$ is a homeomorphism and $p \circ \varphi^{\prime}=p \circ \psi \circ \varphi=$ $p_{E} \circ \varphi=f$.
(3) Let $X$ be a connected scheme (in particular, $X \neq \emptyset$ ). If $f: Y \rightarrow X$ is a totally split morphism and $X_{0}, X_{1}, \ldots$ are as in the definition 2.2.35, then from $X=\coprod_{n \in \mathbb{Z}}^{n>0} X_{n}$ it follows that $X_{n}=\emptyset$ for all but one $n \in \mathbb{Z}, n \geq 0$. By point (2), this means that $f$ has constant degree.

We list now some properties of totally split morphisms that are similar to those of finite étale morphisms.

Lemma 2.2.39. Let $X, Y_{1}, \ldots, Y_{k}$ be schemes $(k \in \mathbb{N})$ with totally split morphisms $f_{i}: Y_{i} \rightarrow X$ for every $i=1, \ldots, k$. Define $Y:=\coprod_{i=1}^{k} Y_{i}$ (disjoint union of schemes) and consider the morphism $f: Y \rightarrow X$ obtained by gluing the $f_{i}$ 's. Then $f$ is totally split.

Proof. For any $i=1, \ldots, k$, since $f_{i}$ is totally split, we can write $X=\coprod_{n \in \mathbb{Z}}^{n \geq 0} X_{i n}$ for some schemes $X_{i 0}, X_{i 1}, \ldots$ such that, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\varphi_{i n}: f_{i}^{-1}\left(X_{i n}\right) \rightarrow \coprod_{\alpha=1}^{n} X_{i n}$ such that $p_{i n} \circ \varphi_{i n}=f_{i}$, where $p_{i n}: \coprod_{\alpha=1}^{n} X_{i n} \rightarrow X_{\text {in }}$ is obtained by gluing the identity morphisms id $X_{X_{i n}}: X_{i n} \rightarrow$
$X_{\text {in }}$. Let $n_{1}, \ldots, n_{k} \in \mathbb{Z}, n_{1}, \ldots, n_{k} \geq 0$ and define $X_{n_{1} \ldots n_{k}}:=\bigcap_{i=1}^{k} X_{i n_{i}}$. By definition of disjoint union of schemes, we have that $X_{i n_{i}}$ is open in $X$ for every $i=1, \ldots, k$. Then $X_{n_{1} \ldots n_{k}}$ is open in $X$, because it is a finite intersection of open subsets. By definition of $f$, we have that $f^{-1}\left(X_{n_{1} \ldots n_{k}}\right)=\coprod_{i=1, \ldots, k} f_{i}^{-1}\left(X_{n_{1} \ldots n_{k}}\right)$. Fix $i \in\{1, \ldots, k\}$. We have that $X_{n_{1} \ldots n_{k}} \subseteq X_{i n_{i}}$ and so $f_{i}^{-1}\left(X_{n_{1} \ldots n_{k}}\right) \subseteq f_{i}^{-1}\left(X_{i n_{i}}\right)$. Since $p_{i n_{i}} \circ \varphi_{i n_{i}}=f_{i}$, we have that $f_{i}^{-1}\left(X_{n_{1} \ldots n_{k}}\right)=\left(p_{i n_{i}} \circ \varphi_{i n_{i}}\right)^{-1}\left(X_{n_{1} \ldots n_{k}}\right)=$ $\varphi_{i n_{i}}^{-1}\left(p_{i n_{i}}^{-1}\left(X_{n_{1} \ldots n_{k}}\right)\right)=\varphi_{i n_{i}}^{-1}\left(\coprod_{\alpha=1}^{n_{i}} X_{n_{1} \ldots n_{k}}\right)$. Then we can restrict $\varphi_{i n_{i}}$ to an isomorphism of schemes $\varphi_{i n_{i}}: f_{i}^{-1}\left(X_{n_{1} \ldots n_{k}}\right)=\varphi_{i n_{i}}^{-1}\left(\coprod_{\alpha=1}^{n_{i}} X_{n_{1} \ldots n_{k}}\right) \rightarrow \coprod_{\alpha=1}^{n_{i}} X_{n_{1} \ldots n_{k}}$. Gluing these isomorphisms, we get an isomorphism

$$
\varphi_{n_{1} \ldots n_{k}}: \coprod_{i=1}^{k} f_{i}^{-1}\left(X_{n_{1} \ldots n_{k}}\right)=f^{-1}\left(X_{n_{1} \ldots n_{k}}\right) \rightarrow \coprod_{i=1}^{k} \coprod_{\alpha=1}^{n_{i}} X_{n_{1} \ldots n_{k}}=\coprod_{\alpha=1}^{n_{1}+\ldots+n_{k}} X_{n_{1} \ldots n_{k}} .
$$

Let $p_{n_{1} \ldots n_{k}}: \coprod_{\alpha=1}^{n_{1}+\cdots+n_{k}} X_{n_{1} \ldots n_{k}} \rightarrow X_{n_{1} \ldots n_{k}}$ be the morphism obtained by gluing the identity morphisms $\operatorname{id}_{X_{n_{1} \ldots n_{k}}}: X_{n_{1} \ldots n_{k}} \rightarrow X_{n_{1} \ldots n_{k}}$. Then, for any $i=1, \ldots, k$, we have that $\left(p_{n_{1} \ldots n_{k}}\right)_{\Psi_{\alpha=1}^{n_{i}} x_{n_{1} \ldots n_{k}}}$ is induced by the identity morphisms $\operatorname{id}_{X_{n_{1} \ldots n_{k}}}=$ $\left(\mathrm{id}_{X_{i n_{i}}}\right)_{\left.\right|_{n_{1} \ldots n_{k}}}$ and so it coincides with the restriction of $p_{i n_{i}}$. It follows that

$$
\begin{aligned}
&\left(p_{n_{1} \ldots n_{k}} \circ \varphi_{n_{1} \ldots n_{k}}\right)_{\left.\right|_{f_{i}^{-1}\left(X_{\left.n_{1} \ldots n_{k}\right)}\right.}}=\left(p_{n_{1} \ldots n_{k}}\right)_{\amalg_{\alpha=1}^{n_{i}} X_{n_{1} \ldots n_{k}}} \circ\left(\varphi_{n_{1} \ldots n_{k}}\right)_{\left.\right|_{f_{i}^{-1}\left(X_{\left.n_{1} \ldots n_{k}\right)}\right)}}= \\
&=p_{i n_{i}} \circ \varphi_{i n_{i}}=f_{i}=f_{\left.\right|_{f_{i}^{-1}\left(X_{n_{i}} \ldots n_{k}\right)}}
\end{aligned}
$$

for any $i=1, \ldots, k$. Then $p_{n_{1} \ldots n_{k}} \circ \varphi_{n_{1} \ldots n_{k}}=f$. Notice that, if we consider $n_{1}, \ldots, n_{k}, m_{1}, \ldots, m_{k} \in \mathbb{Z}, n_{1}, \ldots, n_{k}, m_{1}, \ldots, m_{k} \geq 0$ and $i \in\{1, \ldots, k\}$ is such that $n_{i} \neq m_{i}$, then $X_{n_{1} \ldots n_{k}} \cap X_{m_{1} \ldots m_{k}}=\emptyset$, because $X_{n_{1} \ldots n_{k}} \subseteq X_{i n_{i}}, X_{m_{1} \ldots m_{k}} \subseteq X_{i m_{i}}$ and $X_{i n_{i}} \cap X_{i m_{i}}=\emptyset$. Moreover, let $x \in X$. For any $i=1, \ldots, k$, we have that $X=\coprod_{n \in \mathbb{Z}}^{n \geq 0} X_{i n}$, so there exists $n_{i} \in \mathbb{Z}, n_{i} \geq 0$ such that $x \in X_{i n_{i}}$. Then $x \in \bigcap_{i=1}^{k} X_{i n_{i}}=X_{n_{1} \ldots n_{k}}$. This shows that $X=\coprod_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{Z} \\ n_{1}, \ldots, n_{k}>0}} X_{n_{1} \ldots n_{k}}$. Fix now $n \in \mathbb{Z}, n \geq 0$ and define $X_{n}:=\coprod_{n_{1}, \ldots, n_{k} \in \mathbb{Z}, n_{1}, \ldots, n_{k} \geq 0} X_{n_{1} \ldots n_{k}}$. Then $X_{n}$ is an open subscheme of $X$ (because it is a union of open subsets). Gluing the isomorphisms $\varphi_{n_{1} \ldots n_{k}}$ 's we get an isomorphism of schemes

$$
\begin{aligned}
& \varphi_{n}: \coprod_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{Z} \\
n_{1}, \ldots, n_{k} \geq 0 \\
n_{1}+\ldots+n_{k}=n}} X_{n_{1} \ldots n_{k}}=X_{n} \rightarrow \coprod_{\begin{array}{c}
n_{1}, \ldots, n_{k} \in \mathbb{Z} \\
n_{1}, \ldots, n_{k} \geq 0 \\
n_{1}+\ldots+n_{k}=n
\end{array}} \coprod_{\alpha=1}^{n_{1}+\cdots+n_{k}=n} X_{n_{1} \ldots n_{k}}= \\
&=\coprod_{\substack{\alpha=1 \\
n_{1}}}^{\coprod_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{Z} \\
n_{1}, \ldots, n_{2} \geq 0 \\
n_{1}+\ldots+n_{k}=n}}^{n}} X_{n_{1} \ldots n_{k}}=\coprod_{\alpha=1}^{n} X_{n} .
\end{aligned}
$$

Let $p_{n}: \coprod_{\alpha=1}^{n} X_{n} \rightarrow X_{n}$ be the morphism obtained gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. Let $n_{1}, \ldots, n_{k} \in \mathbb{Z}, n_{1}, \ldots, n_{k} \geq 0$ be such that $n_{1}+\cdots+n_{k}$.

Then $\left(p_{n}\right)_{\amalg_{\alpha=1}^{n} X_{n_{1} \ldots n_{k}}}$ is obtained by gluing the identity morphisms $\left(\operatorname{id}_{X_{n}}\right)_{X_{n_{1} \ldots n_{k}}}=$ $\operatorname{id}_{X_{n_{1} \ldots n_{k}}}$ and so it coincides with $p_{n_{1} \ldots n_{k}}$. It follows that

$$
\left(p_{n} \circ \varphi_{n}\right)_{\left.\right|_{n_{1} \ldots n_{k}}}=\left(p_{n}\right)_{\left.\right|_{\amalg_{\alpha=1}^{n} x_{n_{1} \ldots n_{k}}} \circ\left(\varphi_{n}\right)_{\left.\right|_{x_{1} \ldots n_{k}}}=p_{n_{1} \ldots n_{k}} \circ \varphi_{n_{1} \ldots n_{k}}=f . . . ~ . ~} .
$$

Since this holds for any $n_{1}, \ldots, n_{k}$, we get that $p_{n} \circ \varphi_{n}=f$. Finally, we have that

Hence $f$ is totally split.
Lemma 2.2.40. Let $\left(X_{i}\right)_{i \in I},\left(Y_{i}\right)_{i \in I}$ be two collections of schemes and define $X:=$ $\coprod_{i \in I} X_{i}, Y:=\coprod_{i \in I} Y_{i}$ (disjoint union of schemes). Moreover, let $f_{i}: X_{i} \rightarrow Y_{i}$ be a totally split morphism of schemes for every $i \in I$. If $f: X \rightarrow Y$ is the induced morphism of schemes, then $f$ is totally split.
Proof. Let $i \in I$. Since $f_{i}$ is totally split, we can write $X_{i}=\coprod_{n \in \mathbb{Z}}^{n \geq 0} X_{i n}$ for some schemes $X_{i 0}, X_{i 1}, \ldots$ such that, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\varphi_{i n}: f_{i}^{-1}\left(X_{i n}\right) \rightarrow \coprod_{\alpha=1}^{n} X_{i n}$ such that $p_{i n} \circ \varphi_{i n}=f_{i}$, where $p_{i n}$ : $\coprod_{\alpha=1}^{n} X_{i n} \rightarrow X_{i n}$ is obtained by gluing the identity morphisms id $X_{i n}: X_{i n} \rightarrow X_{i n}$. Then we have that

$$
X=\coprod_{i \in I} X_{i}=\coprod_{i \in I} \coprod_{n \in \mathbb{Z}} X_{i n}=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} \coprod_{i \in I} X_{i n} .
$$

For any $n \in \mathbb{Z}, n \geq 0$, define $X_{n}:=\coprod_{i \in I} X_{i n}$, so that $X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$. Fix $n \in \mathbb{Z}$, $n \geq 0$. We have that $f^{-1}\left(X_{n}\right)=f^{-1}\left(\coprod_{i \in I} X_{i n}\right)=\coprod_{i \in I} f^{-1}\left(\bar{X}_{i n}\right)$. Then we can glue the morphisms of schemes $\varphi_{i n}: f^{-1}\left(X_{i n}\right) \rightarrow \coprod_{\alpha=1}^{n} X_{i n}$ to get a morphism of schemes

$$
\varphi_{n}: f^{-1}\left(X_{n}\right)=\coprod_{i \in I} f^{-1}\left(X_{i n}\right) \rightarrow \coprod_{i \in I} \coprod_{\alpha=1}^{n} X_{i n}=\coprod_{\alpha=1}^{n} \coprod_{i \in I} X_{i n}=\coprod_{\alpha=1}^{n} X_{n}
$$

Since $\varphi_{i n}$ is an isomorphism for each $i \in I$, we can consider the inverses $\varphi_{i n}^{-1}$,s. Gluing them, we get a morphism of schemes $\varphi_{n}^{\prime}: \coprod_{i \in I} \coprod_{\alpha=1}^{n} X_{i n}=\coprod_{\alpha=1}^{n} X_{n} \rightarrow$ $\coprod_{i \in I} f^{-1}\left(X_{i n}\right)=f^{-1}\left(X_{n}\right)$. We have that $\left(\varphi_{n}^{\prime} \circ \varphi_{n}\right)_{\left.\right|_{f-1}\left(X_{i n}\right)}=\left.\left(\varphi_{n}^{\prime}\right)\right|_{\amalg_{\alpha=1}^{n} X_{i n}} \circ$ $\left(\varphi_{n}\right)_{\left.\right|_{f^{-1}\left(X_{n}\right)}}=\varphi_{\text {in }}^{-1} \circ \varphi_{i n}=\operatorname{id}_{f^{-1}\left(X_{i n}\right)}=\left(\operatorname{id}_{f^{-1}\left(X_{n}\right)}\right)_{\left.\right|_{f^{-1}\left(X_{i n}\right)}}$ for any $n \in \mathbb{Z}, n \geq 0$. So $\varphi_{n}^{\prime} \circ \varphi_{n}=\operatorname{id}_{f^{-1}\left(X_{n}\right)}$. Analogously, one can show that $\varphi_{n} \circ \varphi_{n}^{\prime}=\mathrm{id}_{\amalg_{\alpha=1}^{n} X_{n}}$. So $\varphi_{n}$ is an isomorphism. Let $p_{n}: \coprod_{\alpha=1}^{n} X_{n} \rightarrow X_{n}$ be the morphism obtained by gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. As above, we have that $\coprod_{\alpha=1}^{n} X_{n}=\coprod_{i \in I} \coprod_{\alpha=1}^{n} X_{i n}$. Let $i \in I$. We have that $\left(p_{n}\right)_{\left.\right|_{X_{i n}}}=\left(\operatorname{id}_{X_{n}}\right)_{\left.\right|_{X_{i n}}}=\operatorname{id}_{X_{i n}}$ and so, recalling the definition of $p_{i n}$, we get that $\left(p_{n}\right)_{\amalg_{\alpha=1}^{n} x_{i n}}=p_{i n}$. Then

$$
\left(p_{n} \circ \varphi_{n}\right)_{\left.\right|_{f^{-1}\left(X_{i n}\right)}}=\left(p_{n}\right)_{\left.\right|_{\alpha=1} ^{n} x_{i n}} \circ\left(\varphi_{n}\right)_{\left.\right|_{f^{-1}\left(X_{i n}\right)}}=p_{i n} \circ \varphi_{i n}=f_{i}=f_{\left.\right|_{f^{-1}\left(X_{i n}\right)}} .
$$

Since this holds for any $i \in I$, we have that $p_{n} \circ \varphi_{n}=f$. Hence $f$ is totally split.

Lemma 2.2.41. Let $X, Y$ and $W$ be schemes. Let $f: Y \rightarrow X$ be a totally split morphism and $g: W \rightarrow X$ any morphism of schemes. Consider the fibred product $Y \times_{X} W$, with the projections $p_{1}: Y \times_{X} W \rightarrow Y$ and $p_{2}: Y \times_{X} W \rightarrow W$. Then $p_{2}$ is totally split.

Proof. Since $f$ is totally split, there exist some schemes $X_{0}, X_{1}, \ldots$ such that $X=$ $\coprod_{n \in \mathbb{Z}} X_{n}$ and, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\varphi_{n}$ : ${ }_{f^{n} 1}\left(X_{n}\right) \rightarrow \coprod_{i=1}^{n} X_{n}$ such that $\pi_{n} \circ \varphi_{n}=f$, where $\pi_{n}: \coprod_{i=1}^{n} X_{n} \rightarrow X_{n}$ is obtained by gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. For any $n \in \mathbb{Z}, n \geq 0$, define $W_{n}:=g^{-1}\left(X_{n}\right)$. Then, since $g$ is a morphism of schemes, we have that

$$
W=g^{-1}(X)=g^{-1}\left(\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}\right)=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} g^{-1}\left(X_{n}\right)=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} W_{n}
$$

as schemes. Fix $n \in \mathbb{Z}, n \geq 0$. We have that $p_{2}^{-1}\left(W_{n}\right)=p_{2}^{-1}\left(g^{-1}\left(X_{n}\right)\right)=$ $f^{-1}\left(X_{n}\right) \times{ }_{X_{n}} g^{-1}\left(X_{n}\right)=f^{-1}\left(X_{n}\right) \times X_{n} W_{n}$, with the obvious projections (this can be checked as in the proof of lemma 2.2.34). Consider the disjoint union $\coprod_{i=1}^{n} W_{n}$ and let $q_{n}: \coprod_{i=1}^{n} W_{n} \rightarrow W_{n}$ be the morphism obtained by gluing the identity morphisms id $W_{n}: W_{n} \rightarrow W_{n}$. Moreover, let $q_{n}^{\prime}: \coprod_{i=1}^{n} W_{n} \rightarrow \coprod_{i=1}^{n} X_{n}$ be the morphism obtained by gluing $n$-times the morphism $g: W_{n}=g^{-1}\left(X_{n}\right) \rightarrow X_{n}$. Then $g \circ q_{n}=\pi_{n} \circ q_{n}^{\prime}$. Moreover, let $Z$ be a scheme with two morphisms $h_{1}: Z \rightarrow \coprod_{i=1}^{n} X_{n}$ and $h_{2}: Z \rightarrow W_{n}$ such that $g \circ h_{2}=\pi_{n} \circ h_{1}$. For any $i=1, \ldots, n$, let $Z_{i}$ be the preimage under $h_{1}$ of the $i$-th copy of $X_{n}$. Then

$$
Z=h_{1}^{-1}\left(\coprod_{i=1}^{n} X_{n}\right)=\coprod_{i=1}^{n} h_{1}^{-1}\left(X_{n}\right)=\coprod_{i=1}^{n} Z_{i}
$$

For any $i=1, \ldots, n$, consider the restriction $h_{i}:=\left(h_{2}\right)_{\left.\right|_{z_{i}}}: Z_{i} \rightarrow W_{n}$. Let $h:$ $\coprod_{i=1}^{n} Z_{i} \rightarrow \coprod_{i=1}^{n} W_{n}$ be the morphism of schemes obtained by gluing the $h_{i}$ 's. For any $j=1, \ldots, n$, let $\iota_{j}: X_{n} \rightarrow \coprod_{i=1}^{n} X_{n}$ and $\iota_{j}^{\prime}: W_{n} \rightarrow \coprod_{i}^{n} W_{n}$ be the $j$-th canonical inclusions, so that $q_{n} \circ \iota_{j}^{\prime}=\operatorname{id}_{W_{n}}, q_{n}^{\prime} \circ \iota_{j}^{\prime}=\iota_{j} \circ g$ and $h_{\left.\right|_{z_{j}}}=\iota_{j}^{\prime} \circ h_{j}$. Then, for any $i=1, \ldots, n$, we have that

$$
\left(q_{n} \circ h\right)_{\mid z_{i}}=q_{n} \circ h_{\mid Z_{i}}=q_{n} \circ \iota_{i}^{\prime} \circ h_{i}=\operatorname{id}_{W_{n}} \circ\left(h_{2}\right)_{\left.\right|_{Z_{i}}}=\left(h_{2}\right)_{\mid z_{i}}
$$

and

$$
\begin{aligned}
\left(q_{n}^{\prime} \circ h\right)_{\mid z_{i}}=q_{n}^{\prime} \circ h_{\mid z_{i}}=q_{n}^{\prime} \circ \iota_{i}^{\prime} \circ h_{i}=\iota_{i} \circ g \circ\left(h_{2}\right)_{\left.\right|_{i}}=\iota_{i} \circ\left(g \circ h_{2}\right)_{\left.\right|_{i}} & = \\
& =\iota_{i} \circ\left(\pi_{n} \circ h_{1}\right)_{\left.\right|_{i}}=\iota_{i} \circ \pi_{n} \circ\left(h_{1}\right)_{\left.\right|_{z_{i}}}=\operatorname{id}_{\amalg_{i=1}^{n} X_{n}} \circ\left(h_{1}\right)_{\left.\right|_{Z_{i}}}=\left(h_{1}\right)_{\left.\right|_{Z_{i}}}
\end{aligned}
$$

(by definition, the restriction of $\iota_{i} \circ \pi_{n}$ to the $i$-th component of $\coprod_{i=1}^{n} X_{i}$ coincides with the restriction of the identity). Since this holds for any $i=1, \ldots, n$, it follows that $q_{n} \circ h=h_{2}$ and $q_{n}^{\prime} \circ h=h_{1}$. On the other hand, if $\widetilde{h}: Z \rightarrow \coprod_{i=1}^{n} W_{n}$ is another morphism of schemes such that $q_{n} \circ \widetilde{h}=h_{2}$ and $q_{n}^{\prime} \circ \widetilde{h}=h_{1}$, then for any $i=\underset{\widetilde{h}}{1}, \ldots, n$ we have that $q_{n}^{\prime}\left(\widetilde{h}\left(Z_{i}\right)\right)=h_{1}\left(Z_{i}\right)$ is contained in the $i$-th copy of $X_{n}$, so $\widetilde{h}\left(Z_{i}\right)$ is
contained in the preimage under $q_{n}^{\prime}$ of the $i$-th copy of $X_{n}$. This preimage is, by definition of $q_{n}^{\prime}$, the $i$-th copy of $W_{n}$ inside $\coprod_{i=1}^{n} W_{n}$. Then

$$
\widetilde{h}_{\left.\right|_{i}}=\iota_{i}^{\prime} \circ q_{n} \circ \widetilde{h}_{\left.\right|_{i}}=\iota_{i}^{\prime} \circ\left(q_{n} \circ \widetilde{h}\right)_{\left.\right|_{i}}=\iota_{i}^{\prime} \circ\left(h_{2}\right)_{{\mid Z_{i}}}=\iota_{i}^{\prime} \circ h_{i}=h_{\mid z_{i}} .
$$

Since this holds for any $i=1, \ldots, n$, it follows that $\widetilde{h}=h$. This shows that $\coprod_{i=1}^{n} W_{n}$, together with the morphisms $q_{n}^{\prime}: \coprod_{i=1}^{n} W_{n} \rightarrow \coprod_{i=1}^{n} X_{n}$ and $q_{n}: \coprod_{i=1}^{n} W_{n} \rightarrow W_{n}$, is the fibred product of $\coprod_{i=1}^{n} X_{n}$ and $W_{n}$ over $X_{n}$. Consider now the following diagram (recall that $p_{2}^{-1}\left(W_{n}\right)=p_{2}^{-1}\left(g^{-1}\left(X_{n}\right)\right)=p_{1}^{-1}\left(f^{-1}\left(X_{n}\right)\right)$, so $\left.p_{1}\left(p_{2}^{-1}\left(W_{n}\right)\right) \subseteq f^{-1}\left(X_{n}\right)\right)$.


Applying the definition of fibred product and the fact that $\pi_{n} \circ \varphi_{n}=f$, we get that $\pi_{n} \circ \varphi_{n} \circ p_{1}=f \circ p_{1}=g \circ p_{2}$. So the diagram is commutative and, since $\coprod_{i=1}^{n} W_{n}=$ $\left(\coprod_{i=1}^{n} X_{n}\right) \times_{X_{n}} W_{n}$, there exists a unique morphism $\psi_{n}: p_{2}^{-1}\left(W_{n}\right) \rightarrow \coprod_{i=1}^{n} W_{n}$ such that $q_{n}^{\prime} \circ \psi_{n}=\varphi_{n} \circ p_{1}$ and $q_{n} \circ \psi_{n}=p_{2}$. We claim that $\psi_{n}$ is an isomorphism. Since $\varphi_{n}$ is an isomorphism, we can consider the following diagram.


Since $\pi_{n} \circ \varphi_{n}=f$, we have that $f \circ \varphi_{n}^{-1}=\pi_{n}$. Recalling that $\pi_{n} \circ q_{n}^{\prime}=g \circ q_{n}$, we get that $f \circ \varphi_{n}^{-1} \circ q_{n}^{\prime}=\pi_{n} \circ q_{n}^{\prime}=g \circ q_{n}$. So the diagram is commutative and, since $p_{2}^{-1}\left(W_{n}\right)=f^{-1}\left(X_{n}\right) \times_{X_{n}} W_{n}$, there exists a unique morphism $\psi_{n}^{\prime}: \coprod_{i=1}^{n} W_{n} \rightarrow$ $p_{2}^{-1}\left(W_{n}\right)$ such that $p_{1} \circ \psi_{n}^{\prime}=\varphi_{n}^{-1} \circ q_{n}^{\prime}$ and $p_{2} \circ \psi_{n}^{\prime}=q_{n}$. We have that

$$
p_{1} \circ\left(\psi_{n}^{\prime} \circ \psi_{n}\right)=\varphi_{n}^{-1} \circ q_{n}^{\prime} \circ \psi_{n}=\varphi_{n}^{-1} \circ \varphi_{n} \circ p_{1}=p_{1}=p_{1} \circ \mathrm{id}_{p_{2}^{-1}\left(W_{n}\right)}
$$

and

$$
p_{2} \circ\left(\psi_{n}^{\prime} \circ \psi_{n}\right)=q_{n} \circ \psi_{n}=p_{2}=p_{2} \circ \operatorname{id}_{p_{2}^{-1}\left(W_{n}\right)} .
$$

By uniqueness in the universal property of the fibred product, this implies that $\psi_{n}^{\prime} \circ \psi_{n}=\operatorname{id}_{p_{2}^{-1}\left(W_{n}\right)}$. On the other hand,

$$
q_{n}^{\prime} \circ\left(\psi_{n} \circ \psi_{n}^{\prime}\right)=\varphi_{n} \circ p_{1} \circ \psi_{n}^{\prime}=\varphi_{n} \circ \varphi_{n}^{-1} \circ q_{n}^{\prime}=q_{n}^{\prime}=q_{n}^{\prime} \circ \mathrm{id}_{\amalg_{i=1}^{n} W_{n}}
$$

and

$$
q_{n} \circ\left(\psi_{n} \circ \psi_{n}^{\prime}\right)=p_{2} \circ \psi_{n}^{\prime}=q_{n}=q_{n} \circ \operatorname{id}_{\bigcup_{i=1}^{n} W_{n}} .
$$

By uniqueness in the universal property of the fibred product, this implies that $\psi_{n} \circ \psi_{n}^{\prime}=\mathrm{id}_{\coprod_{i=1}^{n} W_{n}}$. So $\psi_{n}$ and $\psi_{n}^{\prime}$ are inverse to each other. In particular, $\psi_{n}$ is an isomorphism of schemes. We already know that $q_{n} \circ \psi_{n}=p_{2}$. Since this construction holds for any $n \in \mathbb{Z}, n \geq 0$, we have that $p_{2}$ is totally split.

The following lemma is a preparation for the proof of a proposition that will be a key tool in our proof that $\mathbf{F E t}_{X}$ is a Galois category if $X$ is connected.

Lemma 2.2.42. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a finite étale morphism. Consider the fibred product $Y \times_{X} Y$, with projections $p_{1}: Y \times_{X} Y \rightarrow Y$ and $p_{2}:$ $Y \times_{X} Y \rightarrow Y$. Let $\Delta: Y \rightarrow Y \times_{X} Y$ be the unique morphism such that the following diagram is commutative (existence and uniqueness of $\Delta$ follow from the universal property of the fibred product).


Then $\Delta(Y)$ (the set-theoretic image of $\Delta$ ) is both open and closed in $Y \times{ }_{X} Y$ and $\Delta: Y \rightarrow \Delta(Y)$ is an isomorphism of schemes.

Proof. First of all, we prove this in the case when $X=\operatorname{Spec}(A)$ is affine. Since $f$ is finite étale, by lemma $2.2 .10(4)$ we have that $f^{-1}(X)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. Then $Y \times_{X} Y=\operatorname{Spec}(B) \times_{\operatorname{Spec}(A)}$ $\operatorname{Spec}(B)=\operatorname{Spec}\left(B \otimes_{A} B\right)$ (see the proof of theorem 3.3 in chapter II of [4]). Consider on $B \otimes_{A} B$ the $B$-algebra structure induced by the morphism of schemes $p_{2}: Y \otimes_{X}$ $Y=\operatorname{Spec}\left(B \otimes_{A} B\right) \rightarrow Y=\operatorname{Spec}(B)$, i.e. the $B$-algebra structure via the second factor. The morphism of schemes $\Delta: Y=\operatorname{Spec}(B) \rightarrow Y \times_{X} Y=\operatorname{Spec}\left(B \otimes_{A} B\right)$ corresponds to a ring homomorphism $\Delta^{\#}: B \otimes_{A} B \rightarrow B$, which is also a $B$-algebra homomorphism, because $p_{2} \circ \Delta=\mathrm{id}_{Y}$. Since $p_{1} \circ \Delta=\mathrm{id}_{Y}=p_{2} \circ \Delta$, we have that $\Delta^{\#} \circ p_{1}^{\#}=\operatorname{id}_{B}=\Delta^{\#} \circ p_{2}^{\#}$. Then, for any $x, y \in B$, we have that

$$
\left.\begin{array}{rl}
\Delta^{\#}(x \otimes y)=\Delta^{\#}((x \otimes 1)(1 \otimes y)) & =\Delta^{\#}(x \otimes 1) \Delta^{\#}(1 \otimes y)
\end{array}\right)=\left\{\begin{aligned}
& \# \\
&\left.=\Delta_{1}^{\#}(x)\right) \Delta^{\#}\left(p_{2}^{\#}(y)\right)=\operatorname{id}_{B}(x) \operatorname{id}_{B}(y)=x y
\end{aligned}\right.
$$

(we applied the fact that $\Delta^{\#}$ is a ring homomorphism). So, since $\Delta^{\#}$ is $B$-linear we have that $\Delta^{\#}=\delta$, where $\delta$ is the map defined in proposition 2.1.75. By that proposition (which we can apply because $B$ is a projective separable $A$-algebra), there exist a $B$-algebra $C$ and an isomorphism of $B$-algebras $\alpha: B \otimes_{A} B \rightarrow B \times C$ such that $\delta=p_{B} \circ \alpha$, where $p_{B}: B \times C \rightarrow B$ is the canonical projection (which is a $B$ algebra homomorphism, in particular a ring homomorphism). Now we translate this into the language of schemes. The isomorphism $\alpha$ corresponds to an isomorphism of schemes $a: \operatorname{Spec}(B \times C) \rightarrow \operatorname{Spec}\left(B \otimes_{A} B\right)=Y \times_{X} Y$. As in the proof of lemma 2.2.18, we have that $\operatorname{Spec}(B \times C)=\operatorname{Spec}(B) \amalg \operatorname{Spec}(C)=Y \amalg \operatorname{Spec}(C)$.

The ring homomorphism $p_{B}: B \times C \rightarrow B$ corresponds to the canonical inclusion $\iota_{Y}: Y=\operatorname{Spec}(B) \rightarrow Y \amalg \operatorname{Spec}(C)=\operatorname{Spec}(B \times C)$. Then, since $\delta=p_{B} \circ \alpha$, we have that $\Delta=a \circ \iota_{Y}$. This is illustrated by the following commutative diagram.


We have that $Y$ is both open and closed in $Y \amalg \operatorname{Spec}(C)$ by definition of disjoint union. Then $\Delta(Y)=a\left(\iota_{Y}(Y)\right)=a(Y)$ is both open and closed in $Y \times_{X} Y$, because $a$ is an isomorphism of schemes (in particular, a homeomorphism). Moreover, $\iota_{Y}$ : $Y \rightarrow \iota_{Y}(Y)=Y \subseteq Y \amalg \operatorname{Spec}(C)$ is an isomorphism of schemes and, since $a$ : $Y \amalg \operatorname{Spec}(C) \rightarrow Y \times_{X} Y$ is an isomorphism of schemes, also the restriction $a_{\mid Y}: Y=$ $\iota_{Y}(Y) \rightarrow a\left(\iota_{Y}(Y)\right)=\Delta(Y)$ is an isomorphism of schemes. Then the composition $a_{\left.\right|_{Y}} \circ \iota_{Y}=\Delta: Y \rightarrow \Delta(Y)$ is an isomorphism of schemes, as we wanted.
Consider now the general case ( $X$ not necessarily affine). By definition of scheme, there exists a cover of $X$ by open affine subsets $\left(U_{i}\right)_{i \in I}$. Let $i \in I$ and define $V_{i}:=f^{-1}\left(U_{i}\right)$. Then $V_{i}$ is an open subscheme of $Y$. By lemma 2.2.22, the restriction $f_{i}:=f_{\mid V_{i}}: V_{i}=f^{-1}\left(U_{i}\right) \rightarrow U_{i}$ is finite étale. Consider the fibred product $V_{i} \times{ }_{U_{i}} V_{i}$, with projections $p_{1}^{(i)}: V_{i} \times_{U_{i}} V_{i} \rightarrow V_{i}$ and $p_{2}^{(i)}: V_{i} \times_{U_{i}} V_{i} \rightarrow V_{i}$. Consider the following commutative diagram.


By the universal property of the fibred product, there exists a unique morphism $\Delta_{i}: V_{i} \rightarrow V_{i} \times_{U_{i}} V_{i}$ such that $p_{1}^{(i)} \circ \Delta_{i}=\operatorname{id}_{V_{i}}=p_{2}^{(i)} \circ \Delta_{i}$. Since $U_{i}$ is affine, by what we proved above we have that $\Delta_{i}\left(V_{i}\right)$ is both open and closed in $V_{i} \times_{U_{i}} V_{i}$ and that $\Delta_{i}: V_{i} \rightarrow \Delta_{i}\left(V_{i}\right)$ is an isomorphism of schemes. As in the proof of theorem 3.3 in chapter II of [4], we have that $Y \times_{X} Y=\bigcup_{i \in I}\left(V_{i} \times_{U_{i}} V_{i}\right)$ and $V_{i} \times_{U_{i}} V_{i}$ is open in $Y \times_{X} Y$ for every $i \in I$. Moreover, $p_{1}^{(i)}=\left(p_{1}\right)_{V_{V_{i} \times U_{i}} V_{i}}$ and $p_{2}^{(i)}=\left(p_{2}\right)_{V_{i} \times U_{i} V_{i}}$, for every $i \in I$. Fix $i \in I$. Since $V_{i} \times_{U_{i}} V_{i}$ is an open subscheme of $Y \times_{X} Y$, we can consider $\Delta_{i}$ as a morphism $V_{i} \rightarrow Y \times_{X} Y$. We have that

$$
p_{1} \circ \Delta_{i}=p_{1}^{(i)} \circ \Delta_{i}=\operatorname{id}_{V_{i}}=\left(\operatorname{id}_{Y}\right)_{\left.\right|_{V_{i}}}=\left(p_{1} \circ \Delta\right)_{\left.\right|_{V_{i}}}=p_{1} \circ \Delta_{V_{V_{i}}}
$$

and

$$
p_{2} \circ \Delta_{i}=p_{2}^{(i)} \circ \Delta_{i}=\operatorname{id}_{V_{i}}=\left(\operatorname{id}_{Y}\right)_{\left.\right|_{V_{i}}}=\left(p_{2} \circ \Delta\right)_{\left.\right|_{V_{i}}}=p_{2} \circ \Delta_{\left.\right|_{V_{i}}} .
$$

Then, by uniqueness in the universal property of the fibred product, we have that $\Delta_{i}=\Delta_{V_{i}}$. It follows that $\Delta\left(V_{i}\right)=\Delta_{i}\left(V_{i}\right)$, which is both open and closed in $V_{i} \times_{U_{i}} V_{i}$. Since $V_{i} \times_{U_{i}} V_{i}$ is open in $Y \times_{X} Y$, we have that $\Delta\left(V_{i}\right)$ is open in $Y \times_{X} Y$. Since this
holds for any $i \in I$ and $Y=\bigcup_{i \in I} V_{i}$, we have that $\Delta(Y)=\Delta\left(\bigcup_{i \in I} V_{i}\right)=\bigcup_{i \in I} \Delta\left(V_{i}\right)$ is open in $Y \times_{X} Y$, because it is a union of open subsets.
Let $i \in I$. Notice that $\Delta^{-1}\left(V_{i} \times_{U_{i}} V_{i}\right)=V_{i}$. Indeed, $\Delta\left(V_{i}\right)=\Delta_{i}\left(V_{i}\right) \subseteq V_{i} \times_{U_{i}} V_{i}$ implies that $V_{i} \subseteq \Delta^{-1}\left(V_{i} \times_{U_{i}} V_{i}\right)$. Conversely, if $y \in \Delta^{-1}\left(V_{i} \times_{U_{i}} V_{i}\right)$, we have that $\Delta(y) \in V_{i} \times_{U_{i}} V_{i}$ and then, since $p_{1} \circ \Delta=\operatorname{id}_{Y}$ and $\left(p_{1}\right)_{V_{i} \times X_{U} V_{i}}=p_{1}^{(i)}$, we get that $y=\operatorname{id}_{Y}(y)=p_{1}(\Delta(y))=p_{1}^{(i)}(\Delta(y)) \in V_{i}$. This shows that $\Delta^{-1}\left(V_{i} \times_{U_{i}} V_{i}\right)=V_{i}$. Then $\Delta(Y) \cap\left(V_{i} \times_{U_{i}} V_{i}\right)=\Delta\left(\Delta^{-1}\left(V_{i} \times_{U_{i}} V_{i}\right)\right)=\Delta\left(V_{i}\right)$. It follows that

$$
\begin{aligned}
&\left(Y \times_{X} Y\right) \backslash \Delta(Y)=\left(\bigcup_{i \in I}\left(V_{i} \times_{U_{i}} V_{i}\right)\right) \backslash \Delta(Y)=\bigcup_{i \in I}\left(\left(V_{i} \times_{U_{i}} V_{i}\right) \backslash \Delta(Y)\right)= \\
&=\bigcup_{i \in I}\left(\left(V_{i} \times_{U_{i}} V_{i}\right) \backslash\left(\Delta(Y) \cap\left(V_{i} \times_{U_{i}} V_{i}\right)\right)\right)=\bigcup_{i \in I}\left(\left(V_{i} \times_{U_{i}} V_{i}\right) \backslash \Delta\left(V_{i}\right)\right) .
\end{aligned}
$$

For any $i \in I$, since $\Delta\left(V_{i}\right)$ is closed in $V_{i} \times_{U_{i}} V_{i}$, we have that $\left(V_{i} \times_{U_{i}} V_{i}\right) \backslash \Delta\left(V_{i}\right)$ is open in $V_{i} \times_{U_{i}} V_{i}$ and then also in $Y \times_{X} Y$, because $V_{i} \times_{U_{i}} V_{i}$ is open in $Y \times_{X} Y$. So $\left(Y \times_{X} Y\right) \backslash \Delta(Y)=\bigcup_{i \in I}\left(\left(V_{i} \times_{U_{i}} V_{i}\right) \backslash \Delta\left(V_{i}\right)\right)$ is open in $Y \times_{X} Y$, because it is a union of open subsets. So $\Delta\left(V_{i}\right)$ is closed in $Y \times_{X} Y$.
Finally, for any $i \in I$ we know that $\Delta_{i}: V_{i} \rightarrow \Delta_{i}\left(V_{i}\right)$ is an isomorphism of schemes and so we can consider the inverse morphism $\Delta_{i}^{-1}: \Delta_{i}\left(V_{i}\right)=\Delta\left(V_{i}\right) \rightarrow V_{i}$. These morphisms agree on the overlaps. Indeed, for any $i, j \in I$ we have that $\Delta^{-1}\left(\Delta\left(V_{i}\right) \cap\right.$ $\left.\Delta\left(V_{j}\right)\right)=\Delta^{-1}\left(\Delta\left(V_{i}\right)\right) \cap \Delta^{-1}\left(\Delta\left(V_{j}\right)\right)=V_{i} \cap V_{j}$ (the last equality follows from the fact that $\Delta^{-1}\left(\Delta\left(V_{k}\right)\right)=\Delta^{-1}\left(\Delta\left(\Delta^{-1}\left(V_{k} \times_{U_{k}} V_{k}\right)\right)\right)=\Delta^{-1}\left(V_{k} \times_{U_{k}} V_{k}\right)=V_{k}$ for any $k \in I)$ and so

$$
\begin{gathered}
\left(\Delta_{i}^{-1}\right)_{\mid \Delta\left(V_{i}\right) \cap \Delta\left(V_{j}\right)}=\left(\left(\Delta_{\left.\right|_{V_{i}}}\right)^{-1}\right)_{\mid \Delta\left(V_{i}\right) \cap \Delta\left(V_{j}\right)}=\left(\left(\Delta_{\left.\right|_{V_{i}}}\right)_{\left.\right|_{V_{i} \cap V_{j}}}\right)^{-1}=\left(\Delta_{\left.\right|_{V_{i} \cap V_{j}}}\right)^{-1}= \\
=\left(\left(\Delta_{\left.\right|_{j}}\right)_{\left.\right|_{V_{i} \cap V_{j}}}\right)^{-1}=\left(\left(\Delta_{\left.\right|_{j}}\right)^{-1}\right)_{\left.\right|_{\Delta\left(V_{i}\right) \cap \Delta\left(V_{j}\right)}}=\left(\Delta_{j}^{-1}\right)_{\left.\right|_{\Delta\left(V_{i}\right) \cap \Delta\left(V_{j}\right)}}
\end{gathered}
$$

Then we can glue the morphisms $\Delta_{i}^{-1}$,s and a get a morphism

$$
\Delta^{\prime}: \bigcup_{i \in I} \Delta\left(V_{i}\right)=\Delta(Y) \rightarrow \bigcup_{i \in I} V_{i}=Y
$$

We have that $\Delta: Y \rightarrow \Delta(Y)$ and $\Delta^{\prime}: \Delta(Y) \rightarrow Y$ are inverse to each other, because this is true considering the restrictions to $V_{i}$ and $\Delta\left(V_{i}\right)$, for any $i \in I$. Hence $\Delta: Y \rightarrow \Delta(Y)$ is an isomorphism of schemes.

Proposition 2.2.43. Let $X, Y$ be schemes and $f: Y \rightarrow X$ a morphism of schemes. Then $f$ is finite étale if and only if $f$ is affine and there exist a scheme $W$ and a surjective, finite and locally free morphism of schemes $g: W \rightarrow X$ such that the projection $p_{2}: Y \times_{X} W \rightarrow W$ is totally split.

Proof. Assume that $f$ is affine and that there exist a scheme $W$ and a surjective, finite and locally free morphism of schemes $g: W \rightarrow X$ such that the projection
$p_{2}: Y \times_{X} W \rightarrow W$ is totally split. By lemma 2.2 .37 , we have that $p_{2}$ is finite étale. Then, by lemma 2.2.34, $f$ is finite étale.
Conversely, assume that $f$ is finite étale. We know that in this case $f$ is affine (remark 2.2.4). So we have to show the existence of $W$ and $g$ with the desired properties. We assume firstly that $f$ has constant degree and we prove the claim by induction on $n:=[Y: X]$. If $n=0$, then $Y=\emptyset$, by lemma 2.2.15(1). Define $W:=X$ and $g:=\operatorname{id}_{X}$. Then $g$ is clearly surjective. Moreover, $g$ is totally split (example 2.2.36) and so it is finite étale by lemma 2.2.37. In particular, $g$ is finite and locally free. So the requirements about $g$ are satisfied. Consider the fibred product $Y \times_{X} W$, with projections $p_{1}: Y \times_{X} W \rightarrow Y$ and $p_{2}: Y \times_{X} W \rightarrow W$. Since $Y=\emptyset$ and we have the morphism $p_{1}: Y \times_{X} W \rightarrow Y$, we must have $Y \times_{X} W=\emptyset$. Then $p_{2}: Y \times_{X} W=\emptyset \rightarrow W$ is totally split (set $W_{0}:=W$ and $W_{k}:=\emptyset$ for any $k \neq 0$ ).
Let now $n \geq 1$ and assume that the claim is true for any finite étale morphism of degree less than $n$. Consider the fibred product $Y \times_{X} Y$, with projections $q_{1}$ : $Y \times_{X} Y \rightarrow Y$ and $q_{2}: Y \times_{X} Y \rightarrow Y$. Since $f$ is finite étale, by lemma 2.2.28(4) we have that $q_{2}$ is finite étale. Moreover, by point (2) of the same lemma, we have that $\left[Y \times_{X} Y: Y\right](y)=[Y: X](f(y))=n$ for any $y \in Y$. Let $\Delta: Y \rightarrow Y \times_{X} Y$ be the unique morphism such that $q_{1} \circ \Delta=\mathrm{id}_{Y}=q_{2} \circ \Delta$ (existence and uniqueness follow from the universal property of the fibred product). By lemma 2.2.42, we have that $\Delta(Y)$ is both open and closed in $Y \times_{X} Y$ and that $\Delta: Y \rightarrow \Delta(Y)$ is an isomorphism of schemes. Then $Y \times_{X} Y=\Delta(Y) \amalg Y^{\prime}$ (disjoint union of schemes), where we defined $Y^{\prime}:=\left(Y \times_{X} Y\right) \backslash \Delta(Y)$. Define $q:=\left(q_{2}\right)_{\left.\right|_{\Delta(Y)}}: \Delta(Y) \rightarrow Y$ and $q^{\prime}:=\left(q_{2}\right)_{\left.\right|^{\prime}}: Y^{\prime} \rightarrow Y$. Since $q_{2}$ is finite étale, by lemma 2.2.18(2)-(3) we have that also $q$ and $q^{\prime}$ are finite étale and $n=\left[Y \times_{X} Y: Y\right]=[\Delta(Y): Y]+\left[Y^{\prime}: Y\right]$. Since $q \circ \Delta=\left(q_{2}\right)_{\mid \Delta(Y)} \circ \Delta=q_{2} \circ \Delta=\operatorname{id}_{Y}$ and we proved that $\Delta: Y \rightarrow \Delta(Y)$ is an isomorphism, we have that $q=\Delta^{-1}: \Delta(Y) \rightarrow Y$ is an isomorphism. Then, by lemma $2.2 .15(2)$, we have that $[\Delta(Y): Y]=1$. So $\left[Y^{\prime}: Y\right]=n-1$. Applying the induction hypothesis, we have that there exist a scheme $W$ and a surjective, finite and locally free morphism of schemes $g^{\prime}: W \rightarrow Y$ such that the projection $p_{2}^{\prime}: Y^{\prime} \times_{Y} W \rightarrow W$ is totally split. Define $g:=f \circ g^{\prime}: W \rightarrow X$. Since $f$ is finite étale, it is in particular finite and locally free. Then, by lemma 2.2 .30 we have that $g$ is finite and locally free. Moreover, since $[Y: X]=n \geq 1$, by lemma 2.2.15(3) we have that $f$ is surjective. Then $g$ is surjective, because it is a composition of surjective maps. So $g$ satisfies the required properties. Consider the fibred product $\Delta(Y) \times_{Y} W$, with projections $p_{1}^{\prime \prime}: \Delta(Y) \times_{Y} W \rightarrow \Delta(Y)$ and $p_{2}^{\prime \prime}: \Delta(Y) \times_{Y} W \rightarrow W$. Consider the morphisms $\Delta \circ g^{\prime}: W \rightarrow \Delta(Y)$ and $\operatorname{id}_{W}: W \rightarrow W$. We have that $q \circ\left(\Delta \circ g^{\prime}\right)=\left(\Delta^{-1} \circ \Delta\right) \circ g^{\prime}=g^{\prime}=g^{\prime} \circ \operatorname{id}_{W}$, so by the universal property of the fibred product there exists a unique morphism $\vartheta: W \rightarrow \Delta(Y) \times_{Y} W$ such that $p_{1}^{\prime \prime} \circ \vartheta=\Delta \circ g^{\prime}$ and $p_{2}^{\prime \prime} \circ \vartheta=\operatorname{id}_{W}$. Consider $\vartheta \circ p_{2}^{\prime \prime}: \Delta(Y) \times_{Y} W \rightarrow \Delta(Y) \times_{Y} W$. We have that

$$
p_{1}^{\prime \prime} \circ\left(\vartheta \circ p_{2}^{\prime \prime}\right)=\Delta \circ g^{\prime} \circ p_{2}^{\prime \prime}=\Delta \circ q \circ p_{1}^{\prime \prime}=\Delta \circ \Delta^{-1} \circ p_{1}^{\prime \prime}=p_{1}^{\prime \prime}=p_{1}^{\prime \prime} \circ \operatorname{id}_{\Delta(Y) \times_{Y} W}
$$

and

$$
p_{2}^{\prime \prime} \circ\left(\vartheta \circ p_{2}^{\prime \prime}\right)=\operatorname{id}_{W} \circ p_{2}^{\prime \prime}=p_{2}^{\prime \prime}=p_{2}^{\prime \prime} \circ \operatorname{id}_{\Delta(Y) \times_{Y} W} .
$$

By uniqueness in the universal property of the fibred product, it follows that $\vartheta \circ$
$p_{2}^{\prime \prime}=\operatorname{id}_{\Delta(Y) \times_{Y} W}$. So $p_{2}^{\prime \prime}$ and $\vartheta$ are inverse to each other. This shows that $p_{2}^{\prime \prime}$ is an isomorphism of schemes. Then $p_{2}^{\prime \prime}$ is totally split, by example 2.2 .36 . Gluing $p_{2}^{\prime}: Y^{\prime} \times_{Y} W \rightarrow W$ and $p_{2}^{\prime \prime}: \Delta(Y) \times_{Y} W \rightarrow W$, we get a morphism $p_{2}:\left(\Delta(Y) \times_{Y}\right.$ $W) \amalg\left(Y^{\prime} \times_{Y} W\right) \rightarrow W$, which is totally split by lemma 2.2.39. Let $p_{1}^{\prime}: Y^{\prime} \times_{Y} W \rightarrow Y^{\prime}$ be the first projection. Then we can glue $p_{1}^{\prime}$ with $p_{1}^{\prime \prime}: \Delta(Y) \times_{Y} W \rightarrow \Delta(Y)$ and get a morphism $p_{1}:\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right) \rightarrow \Delta(Y) \amalg Y^{\prime}=Y \times_{X} Y$. We claim that $\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right)$, together with the morphisms $q_{1} \circ p_{1}:\left(\Delta(Y) \times_{Y} W\right) \amalg$ $\left(Y^{\prime} \times_{Y} W\right) \rightarrow Y$ and $p_{2}:\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right) \rightarrow W$ is the fibred product of $Y$ and $W$ over $X$. First of all, notice that

$$
\begin{aligned}
\left(q_{2} \circ p_{1}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}}=\left(q_{2}\right)_{\left.\right|_{\Delta(Y)}} \circ & \left(p_{1}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}}=q \circ p_{1}^{\prime \prime}= \\
& =g^{\prime} \circ p_{2}^{\prime \prime}=g^{\prime} \circ\left(p_{2}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}}=\left(g^{\prime} \circ p_{2}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(q_{2} \circ p_{1}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}}=\left(q_{2}\right)_{\left.\right|_{Y^{\prime}}} \circ\left(p_{1}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}} & =q^{\prime} \circ p_{1}^{\prime}= \\
& =g^{\prime} \circ p_{2}^{\prime}=g^{\prime} \circ\left(p_{2}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}}=\left(g^{\prime} \circ p_{2}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}} .
\end{aligned}
$$

Then $q_{2} \circ p_{1}=g^{\prime} \circ p_{2}$. Recall now that $f \circ q_{1}=f \circ q_{2}$, by definition of fibred product. Then

$$
f \circ\left(q_{1} \circ p_{1}\right)=f \circ q_{2} \circ p_{1}=f \circ g^{\prime} \circ p_{2}=g \circ p_{2} .
$$

Let now $Z$ be a scheme with morphisms $h_{1}: Z \rightarrow Y$ and $h_{2}: Z \rightarrow W$ such that $f \circ h_{1}=g \circ h_{2}$. Since $g=f \circ g^{\prime}$, this means that $f \circ h_{1}=f \circ g^{\prime} \circ h_{2}$. Consider then the following diagram.


By the universal property of the fibred product, there exists a unique morphism $\eta: Z \rightarrow Y \times_{X} Y=\Delta(Y) \amalg Y^{\prime}$ such that $q_{1} \circ \eta=h_{1}$ and $q_{2} \circ \eta=g^{\prime} \circ h_{2}$. Define $Z^{\prime}:=\eta^{-1}\left(Y^{\prime}\right)$ and $Z^{\prime \prime}:=\eta^{-1}(\Delta(Y))$. Then $Z^{\prime}$ and $Z^{\prime \prime}$ are open subschemes of $Z$ and we have $Z=\eta^{-1}\left(\Delta(Y) \amalg Y^{\prime}\right)=\eta^{-1}(\Delta(Y)) \amalg \eta^{-1}\left(Y^{\prime}\right)=Z^{\prime \prime} \amalg Z^{\prime}$. Let moreover $\eta^{\prime}:=\eta_{Z^{\prime}}: Z^{\prime}=\eta^{-1}\left(Y^{\prime}\right) \rightarrow Y^{\prime}, \eta^{\prime \prime}:=\eta_{\left.\right|_{Z^{\prime \prime}}}: Z^{\prime \prime}=\eta^{-1}(\Delta(Y)) \rightarrow \Delta(Y)$, $h_{2}^{\prime}:=\left(h_{2}\right)_{Z^{\prime}}: Z^{\prime} \rightarrow W$ and $h_{2}^{\prime \prime}:=\left(h_{2}\right)_{\left.\right|_{Z^{\prime \prime}}}: Z^{\prime \prime} \rightarrow W$. We have that

$$
q^{\prime} \circ \eta^{\prime}=\left(q_{2}\right)_{\left.\right|_{Y^{\prime}}} \circ \eta_{Z^{\prime}}=\left(q_{2} \circ \eta\right)_{\left.\right|_{Z^{\prime}}}=\left(g^{\prime} \circ h_{2}\right)_{\left.\right|_{Z^{\prime}}}=g^{\prime} \circ\left(h_{2}\right)_{\left.\right|_{Z^{\prime}}}=g^{\prime} \circ h_{2}^{\prime} .
$$

So, by the universal property of the fibred product, there exists a unique morphism $h^{\prime}: Z^{\prime} \rightarrow Y^{\prime} \times_{Y} W$ such that $p_{1}^{\prime} \circ h^{\prime}=\eta^{\prime}$ and $p_{2}^{\prime} \circ h^{\prime}=h_{2}^{\prime}$. Analogously, we have that

$$
q \circ \eta^{\prime \prime}=\left(q_{2}\right)_{\left.\right|_{\Delta(Y)}} \circ \eta_{\left.\right|_{Z^{\prime \prime}}}=\left(q_{2} \circ \eta\right)_{\left.\right|_{Z^{\prime \prime}}}=\left(g^{\prime} \circ h_{2}\right)_{\left.\right|_{Z^{\prime \prime}}}=g^{\prime} \circ\left(h_{2}\right)_{\left.\right|_{Z^{\prime \prime}}}=g^{\prime} \circ h_{2}^{\prime \prime}
$$
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So, by the universal property of the fibred product, there exists a unique morphism $h^{\prime \prime}: Z^{\prime \prime} \rightarrow \Delta(Y) \times_{Y} W$ such that $p_{1}^{\prime \prime} \circ h^{\prime \prime}=\eta^{\prime \prime}$ and $p_{2}^{\prime \prime} \circ h^{\prime \prime}=h_{2}^{\prime \prime}$. Gluing $h^{\prime}$ and $h^{\prime \prime}$, we get a morphism $h: Z^{\prime \prime} \amalg Z^{\prime}=Z \rightarrow\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right)$. We have that

$$
\left(p_{1} \circ h\right)_{\left.\right|_{Z^{\prime}}}=\left(p_{1}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}} \circ h_{\left.\right|_{Z^{\prime}}}=p_{1}^{\prime} \circ h^{\prime}=\eta^{\prime}=\eta_{Z^{\prime}}
$$

and

$$
\left(p_{1} \circ h\right)_{\left.\right|_{Z^{\prime \prime}}}=\left(p_{1}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}} \circ h_{\left.\right|_{Z^{\prime \prime}}}=p_{1}^{\prime \prime} \circ h^{\prime \prime}=\eta^{\prime \prime}=\eta_{\left.\right|_{Z^{\prime \prime}}} .
$$

So $p_{1} \circ h=\eta$. It follows that $\left(q_{1} \circ p_{1}\right) \circ h=q_{1} \circ \eta=h_{1}$. We have also that

$$
\left(p_{2} \circ h\right)_{\left.\right|_{Z^{\prime}}}=\left(p_{2}\right)_{\left.\right|_{Y^{\prime} \times_{Y} W}} \circ h_{\left.\right|_{Z^{\prime}}}=p_{2}^{\prime} \circ h^{\prime}=h_{2}^{\prime}=\left(h_{2}\right)_{\left.\right|_{Z^{\prime}}}
$$

and

$$
\left(p_{2} \circ h\right)_{\left.\right|_{Z^{\prime \prime}}}=\left(p_{2}\right)_{\left.\right|_{\Delta(Y) \times_{Y} W}} \circ h_{\left.\right|_{Z^{\prime \prime}}}=p_{2}^{\prime \prime} \circ h^{\prime \prime}=h_{2}^{\prime \prime}=\left(h_{2}\right)_{\left.\right|_{Z^{\prime \prime}}} .
$$

So $p_{2} \circ h=h_{2}$. Let $\widetilde{h}: Z \rightarrow\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right)$ be another morphism of schemes such that $\left(q_{1} \circ p_{1}\right) \circ \widetilde{h}=h_{1}$ and $p_{2} \circ \widetilde{h}=h_{2}$. We have that $q_{1} \circ\left(p_{1} \circ \widetilde{h}\right)=$ $\left(q_{1} \circ p_{1}\right) \circ \widetilde{h}=h_{1}$ and $q_{2} \circ\left(p_{1} \circ \widetilde{h}\right)=g^{\prime} \circ p_{2} \circ \widetilde{h}=g^{\prime} \circ h_{2}$ (recall that $\left.q_{2} \circ p_{1}=g^{\prime} \circ p_{2}\right)$. This implies that $p_{1} \circ h=\eta$, by uniqueness of $\eta$. Then we have that $Z^{\prime}=\eta^{-1}\left(Y^{\prime}\right)=$ $\left(p_{1} \circ \widetilde{h}\right)^{-1}\left(Y^{\prime}\right)=\widetilde{h}^{-1}\left(p_{1}^{-1}\left(Y^{\prime}\right)\right) \subseteq \widetilde{h}^{-1}\left(Y^{\prime} \times_{Y} W\right)$ and so $\widetilde{h}\left(Z^{\prime}\right) \subseteq Y^{\prime} \times_{Y} W$. It follows that

$$
p_{1}^{\prime} \circ \widetilde{h}_{\left.\right|_{Z^{\prime}}}=\left(p_{1}\right)_{\left.\right|_{Y^{\prime} X_{Y} W}} \circ \widetilde{h}_{\left.\right|_{Z^{\prime}}}=\left(p_{1} \circ \widetilde{h}\right)_{\left.\right|_{Z^{\prime}}}=\eta_{\left.\right|_{Z^{\prime}}}=\eta^{\prime}
$$

and

$$
p_{2}^{\prime} \circ \widetilde{h}_{\left.\right|_{Z^{\prime}}}=\left(p_{2}\right)_{\left.\right|_{Y^{\prime} \times Y} W} \circ \widetilde{h}_{\left.\right|_{Z^{\prime}}}=\left(p_{2} \circ \widetilde{h}\right)_{\left.\right|_{Z^{\prime}}}=\left(h_{2}\right)_{\left.\right|_{Z^{\prime}}}=h_{2}^{\prime} .
$$

By uniqueness of $h^{\prime}$, it follows that $\widetilde{h}_{\left.\right|_{Z^{\prime}}}=h^{\prime}=h_{\left.\right|_{Z^{\prime}}}$. Analogously, one can show that $\widetilde{l_{\mid Z^{\prime \prime}}}=h^{\prime \prime}=h_{\left.\right|_{Z^{\prime \prime}}}$. So $\widetilde{h}=h$. This proves that $\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right)=Y \times_{X} W$, with projections $q_{1} \circ p_{1}:\left(\Delta(Y) \times_{Y} W\right) \amalg\left(Y^{\prime} \times_{Y} W\right) \rightarrow Y$ and $p_{2}:\left(\Delta(Y) \times_{Y} W\right) \amalg$ $\left(Y^{\prime} \times_{Y} W\right) \rightarrow W$. We know that $p_{2}$ is totally split and so all the requirements are satisfied.
So the claim is true for any finite étale morphism of constant degree. Finally, let $f$ be an arbitrary finite étale morphism. For any $n \in \mathbb{Z}, n \geq 0$, define

$$
X_{n}:=\{x \in \operatorname{sp}(X) \mid[Y: X](x)=n\}=[Y: X]^{-1}(\{n\}),
$$

which is open in $X$ because $\{n\}$ is open in $\mathbb{Z}$ (which has the discrete topology) and $[Y: X]: \operatorname{sp}(X) \rightarrow \mathbb{Z}$ is continuous. Then, for any $n \in \mathbb{Z}, n \geq 0$, we have that $X_{n}$ is an open subscheme of $X$. So we can write $X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$. It follows that $Y=f^{-1}(X)=f^{-1}\left(\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}\right)=\coprod_{n \in \mathbb{Z}} f^{-1}\left(X_{n}\right)=\coprod_{n \in \mathbb{Z}} Y_{n} Y_{n}$, where we defined $Y_{n}:=f^{-1}\left(X_{n}\right)$ for any $n \in \mathbb{Z}, n \geq 0$. Fix $n \in \mathbb{N}, n \geq 0$. By corollary 2.2.24, we have that $f_{n}:=f_{\left.\right|_{Y_{n}}}: Y_{n} \rightarrow X_{n}$ is finite étale and $\left[Y_{n}: X_{n}\right](x)=[Y: X](x)=n$ for any $x \in \operatorname{sp}\left(X_{n}\right)$. So $f_{n}$ has constant rank and, by what we proved above, there exist a scheme $W_{n}$ and a surjective, finite and locally free morphism of schemes $g_{n}: W_{n} \rightarrow X_{n}$ such that the projection $p_{2}^{(n)}: Y_{n} \times_{X_{n}} W_{n} \rightarrow W_{n}$ is totally split.

Denote by $p_{1}^{(n)}: Y_{n} \times X_{n} W_{n} \rightarrow Y_{n}$ the first projection (then $f_{n} \circ p_{1}^{(n)}=g_{n} \circ p_{2}^{(n)}$ ). Define $W:=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} W_{n}$ and let $g: W=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} W_{n} \rightarrow X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}$ be the morphism of schemes obtained by gluing the $g_{n}$ 's. By lemma $2.2 .20, g$ is finite and locally free, because each $g_{n}$ is finite and locally free. Moreover, let $x \in \operatorname{sp}(X)$. Since $X=\coprod_{n \in \mathbb{Z}}^{n \geq 0} 1 X_{n}$, there exist (a unique) $n \in \mathbb{Z}, n \geq 0$ such that $x \in \operatorname{sp}\left(X_{n}\right)$. Then, since $g_{n}$ is surjective, there exists $w \in \operatorname{sp}\left(W_{n}\right) \subseteq \operatorname{sp}(W)$ such that $x=g_{n}(w)=g(w)$. This shows that $g$ is surjective. So $g$ satisfies the required properties. Consider now the sum $\coprod_{n \in \mathbb{Z}}^{n \geq 0} 1\left(Y_{n} \times_{X_{n}} W_{n}\right)$. Gluing the projections $p_{1}^{(n)}$,s and $p_{2}^{(n)}$,s, we get morphisms of schemes $p_{1}: \coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}}\left(Y_{n} \times_{X_{n}} W_{n}\right) \rightarrow \coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} Y_{n}=Y$ and $p_{2}: \coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}}\left(Y_{n} \times_{X_{n}} W_{n}\right) \rightarrow$ $\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} W_{n}=W$. For any $n \in \mathbb{Z}, n \geq 0$, we have that

$$
\begin{aligned}
\left(f \circ p_{1}\right)_{\left.\right|_{Y_{n} \times X_{n} W_{n}}}=f_{\left.\right|_{Y_{n}}} \circ & \left(p_{1}\right)_{\left.\right|_{Y_{n} \times X_{n} W_{n}}}=f_{n} \circ p_{1}^{(n)}= \\
& =g_{n} \circ p_{2}^{(n)}=g_{\left.\right|_{W_{n}}} \circ\left(p_{2}\right)_{Y_{Y_{n} X_{n}} W_{n}}=\left(g \circ p_{2}\right)_{\left.\right|_{Y_{n} \times X_{n} W_{n}}}
\end{aligned}
$$

So $f \circ p_{1}=g \circ p_{2}$. Let now $Z$ be a scheme with two morphisms of schemes $h_{1}: Z \rightarrow Y$, $h_{2}: Z \rightarrow W$ such that $f \circ h_{1}=g \circ h_{2}$. Fix $n \in \mathbb{Z}, n \geq 0$. Define $Z_{n}:=h_{1}^{-1}\left(Y_{n}\right)$. Then we have that

$$
\begin{aligned}
Z_{n}=h_{1}^{-1}\left(Y_{n}\right)=h_{1}^{-1}\left(f^{-1}\left(X_{n}\right)\right) & =\left(f \circ h_{1}\right)^{-1}\left(X_{n}\right)= \\
& =\left(g \circ h_{2}\right)^{-1}\left(X_{n}\right)=h_{2}^{-1}\left(g^{-1}\left(X_{n}\right)\right)=h_{2}^{-1}\left(W_{n}\right)
\end{aligned}
$$

Consider the following diagram.


We have that
$f_{n} \circ\left(h_{1}\right)_{\left.\right|_{Z_{n}}}=f_{\left.\right|_{Y_{n}}} \circ\left(h_{1}\right)_{\left.\right|_{Z_{n}}}=\left(f \circ h_{1}\right)_{\left.\right|_{Z_{n}}}=\left(g \circ h_{2}\right)_{\left.\right|_{Z_{n}}}=g_{\left.\right|_{W_{n}}} \circ\left(h_{2}\right)_{\left.\right|_{Z_{n}}}=g_{n} \circ\left(h_{2}\right)_{\left.\right|_{Z_{n}}}$.
So the diagram is commutative and, by the universal property of the fibred product, there exists a unique morphism of schemes $h_{n}: Z_{n} \rightarrow Y_{n} \times X_{n} W_{n}$ such that $p_{1}^{(n)} \circ h_{n}=$ $\left(h_{1}\right)_{\left.\right|_{Z_{n}}}$ and $p_{2}^{(n)} \circ h_{n}=\left(h_{2}\right)_{\left.\right|_{Z_{n}}}$. We have that $Z=h_{1}^{-1}(Y)=h_{1}^{-1}\left(\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} Y_{n}\right)=$ $\coprod_{\substack{n \in \mathbb{Z} \\ n>0}} h_{1}^{-1}\left(Y_{n}\right)=\coprod_{\substack{n \in \mathbb{Z} \\ n>0}} Z_{n}$. So we can glue the morphisms $h_{n}$ 's and get a morphism of schemes $h: Z \rightarrow \coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}}\left(Y_{n} \times_{X_{n}} W_{n}\right)$. For any $n \in \mathbb{Z}, n \geq 0$, we have that

$$
\left(p_{1} \circ h\right)_{\left.\right|_{Z_{n}}}=\left(p_{1}\right)_{\left.\right|_{Y_{n} \times X_{n}} W_{n}} \circ h_{\left.\right|_{Z_{n}}}=p_{1}^{(n)} \circ h_{n}=\left(h_{1}\right)_{\left.\right|_{Z_{n}}}
$$

and

$$
\left(p_{2} \circ h\right)_{\left.\right|_{Z_{n}}}=\left(p_{2}\right)_{\left.\right|_{n} \times_{X_{n}} W_{n}} \circ h_{{\mid Z_{n}}}=p_{2}^{(n)} \circ h_{n}=\left(h_{2}\right)_{\left.\right|_{Z_{n}}} .
$$

So $p_{1} \circ h=h_{1}$ and $p_{2} \circ h=h_{2}$. Let $\widetilde{h}: Z \rightarrow \coprod_{n \in \mathbb{Z}}\left(Y_{n} \times_{X_{n}} W_{n}\right)$ be a morphism of schemes such that $p_{1} \circ \widetilde{h}=h_{1}$ and $p_{2} \circ \widetilde{h}=h_{2}$ and $n \in \mathbb{Z}, n \geq 0$. We have that $Z_{n}=h_{1}^{-1}\left(Y_{n}\right)=\left(p_{1} \circ \widetilde{h}\right)^{-1}\left(Y_{n}\right)=\widetilde{h}^{-1}\left(p_{1}^{-1}\left(Y_{n}\right)\right) \subseteq \widetilde{h}^{-1}\left(Y_{n} \times_{X_{n}} W_{n}\right)$ and so $\widetilde{h}\left(Z_{n}\right) \subseteq Y_{n} \times_{X_{n}} W_{n}$. Then

$$
p_{1}^{(n)} \circ \widetilde{h}_{\mid Z_{n}}=\left(p_{1}\right)_{\left.\right|_{Y_{n} \times X_{n} W_{n}}} \circ \widetilde{h}_{{\mid Z_{n}}}=\left(p_{1} \circ \widetilde{h}\right)_{\left.\right|_{Z_{n}}}=\left(h_{1}\right)_{\left.\right|_{n}}
$$

and

$$
p_{2}^{(n)} \circ \widetilde{h}_{\mid Z_{n}}=\left(p_{2}\right)_{\left.\right|_{Y_{n} \times X_{n}} W_{n}} \circ \widetilde{h}_{\mid Z_{n}}=\left(p_{2} \circ \widetilde{h}\right)_{\mid Z_{n}}=\left(h_{2}\right)_{\left.\right|_{Z_{n}}} .
$$

This implies that $\widetilde{h}_{\mid Z_{n}}=h_{n}=h_{\mid Z_{n}}$ and, since this holds for any $n \in \mathbb{Z}, n \geq 0$, we get that $\widetilde{h}=h$. This proves that $\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}}\left(Y_{n} \times X_{n} W_{n}\right)$, together with the projections $p_{1}$ and $p_{2}$, is the fibred product of $Y$ and $W$ over $X$. Since $p_{2}$ is obtained by gluing the $p_{2}^{(n)}$ 's, which are totally split, by lemma 2.2 .40 we have that $p_{2}$ is totally split. This ends the proof.
Remark 2.2.44. (1) Retracing the proof of the proposition 2.2.43, we can see that we could have required $g$ to be finite étale, instead of just finite and locally free. Indeed, we constructed $g$ through the following steps:
(i) $[Y: X]=0$ : we chose $g:=\mathrm{id}_{X}$, which is finite étale;
(ii) inductive step: we defined $g:=f \circ g^{\prime}$, where $g^{\prime}$ existed by the inductive hypothesis;
(iii) non-constant degree: we glued the morphisms $g_{n}$, which existed because [ $\left.Y_{n}: X_{n}\right]$ had finite rank.

Since in the first step we had a finite étale morphism, we could modify the inductive hypothesis requiring that $g$ be finite étale. Then in the second step we would have that $g^{\prime}$ is finite étale and, since $f$ is finite étale by assumption, the composition $g=f \circ g^{\prime}$ would be finite étale by lemma 2.2.30. Then, in the third point, each $g_{n}$ would be finite étale and, by lemma $2.2 .20, g$ would also be finite étale.
(2) From remark 2.2.38(1), it is clear that in the case of totally split morphisms the degree has the same meaning as the degree of finite coverings of topological spaces: the degree at a point is the cardinality of its preimage. One could be tempted to use 2.2.43 to generalize this to arbitrary finite étale morphisms. Let $X, Y, W, f: Y \rightarrow X$ and $g: W \rightarrow X$ be as in the claim of proposition 2.2.43. By 2.2.28(2), we have that $\left[Y \times_{X} W: W\right]=[Y: X] \circ g$. Since $g$ is surjective, knowing the degree of $p_{2}: Y \times_{X} W \rightarrow W$ allows us to know the degree of $f: Y \rightarrow X$ at any point $x \in X$. Indeed, let $x$ in $X$. Since $g$ is surjective, there exists $w \in W$ such that $x=g(w)$. Then we have that

$$
[Y: X](x)=[Y: X](g(w))=\left[Y \times_{X} W: W\right](w)=\left|p_{2}^{-1}(\{w\})\right|
$$

(the last equality follows from the fact that $p_{2}$ is totally split). However, it is not true in general that $\left|p_{2}^{-1}(\{w\})\right|=\left|f^{-1}(\{x\})\right|$ (this holds for topological spaces, see 2.2.29, but nor for schemes, because the underlying topological space of the fibred product of schemes does not coincide with the fibred product of the underlying topological spaces). So we cannot conclude that $[Y: X](x)=\left|f^{-1}(\{x\})\right|$. Indeed, this is false in general.
As an example, let $X=\operatorname{Spec}(\mathbb{Q}), Y=\operatorname{Spec}(\mathbb{Q}(\sqrt{2}))$ and $f: Y \rightarrow X$ the morphism of schemes induced by the inclusion $\mathbb{Q} \hookrightarrow \mathbb{Q}(\sqrt{2})$. We know that $\mathbb{Q}(\sqrt{2})$ is free of rank 2 over $\mathbb{Q}$, with basis $(1, \sqrt{2})$. Let $\varphi: \mathbb{Q}(\sqrt{2}) \rightarrow \operatorname{Hom}_{\mathbb{Q}}(\mathbb{Q}(\sqrt{2}), \mathbb{Q})$ be defined as in lemma 2.1.3(2). For any $a+b \sqrt{2} \in \mathbb{Q}(\sqrt{2})(a, b \in \mathbb{Q})$ we have that $m_{a+b \sqrt{2}}(1)=(a+b \sqrt{2}) \cdot 1=a+b \sqrt{2}$ and $m_{a+b \sqrt{2}}(\sqrt{2})=(a+b \sqrt{2}) \cdot \sqrt{2}=$ $2 b+a \sqrt{2}$, so $\operatorname{Tr}(a+b \sqrt{2})=a+a=2 a$. Then, for any $a+b \sqrt{2} \in \mathbb{Q}(\sqrt{2})$ $(a, b \in \mathbb{Q})$, we have that

$$
\varphi(a+b \sqrt{2})(1)=\operatorname{Tr}((a+b \sqrt{2}) \cdot 1)=\operatorname{Tr}(a+b \sqrt{2})=2 a
$$

and

$$
\varphi(a+b \sqrt{2})(\sqrt{2})=\operatorname{Tr}((a+b \sqrt{2}) \cdot \sqrt{2})=\operatorname{Tr}(2 b+a \sqrt{2})=2(2 b)=4 b
$$

If $a+b \sqrt{2} \in \operatorname{Ker}(\varphi)$, i.e. $\varphi(a+b \sqrt{2})=0$, then we have that $0=\varphi(a+b \sqrt{2})(1)=$ $2 a$ and $0=\varphi(a+b \sqrt{2})(\sqrt{2})=4 b$, which implies that $a=0$ and $b=0$. So $a+b \sqrt{2}=0$, which proves that $\operatorname{Ker}(\varphi)=0$, i.e. $\varphi$ is injective. Let now $\alpha \in \operatorname{Hom}_{\mathbb{Q}}(\mathbb{Q}(\sqrt{2}), \mathbb{Q})$. Define $a:=\frac{1}{2} \alpha(1) \in \mathbb{Q}$ and $b:=\frac{1}{4} \alpha(\sqrt{2}) \in \mathbb{Q}$ and consider $a+b \sqrt{2} \in \mathbb{Q}(\sqrt{2})$. Then $\varphi(a+b \sqrt{2})(1)=2 a=2 \cdot \frac{1}{2} \alpha(1)=\alpha(1)$ and $\varphi(a+b \sqrt{2})(\sqrt{2})=4 b=4 \cdot \frac{1}{4} \alpha(\sqrt{2})=\alpha(\sqrt{2})$. Since $(1, \sqrt{2})$ generates $\mathbb{Q}(\sqrt{2})$ over $\mathbb{Q}$, it follows that $\varphi(a+b \sqrt{2})=\alpha$. Then $\varphi$ is surjective. So $\varphi$ is an isomorphism and this shows that $\mathbb{Q}(\sqrt{2})$ is a free separable $\mathbb{Q}$-algebra (one could actually show a more general result: if $k \subseteq K$ is any finite separable field extension, then $K$ is a free separable $k$-algebra). Then $f$ is finite étale. We have that $[Y: X]=[\mathbb{Q}(\sqrt{2}): \mathbb{Q}]=\operatorname{dim}_{\mathbb{Q}}(\mathbb{Q}(\sqrt{2}))=2$. Moreover, $\operatorname{sp}(X)=$ $\operatorname{sp}(\operatorname{Spec}(\mathbb{Q}))=\{0\}$ and $\operatorname{sp}(Y)=\operatorname{sp}(\operatorname{Spec}(\mathbb{Q}(\sqrt{2})))=\{0\}$. So $\left|f^{-1}(\{0\})\right|=$ $|\{0\}|=1 \neq 2=[Y: X](0)$. This shows that the degree of a finite étale morphism does not have the exact same meaning as the degree of a finite covering of a topological space, although they share some properties.
(3) In order to gain a better understanding of the meaning of proposition 2.2.43, we briefly introduce the notion of a Grothendieck topology (for more on this topic, see [6]). Given a category $\mathbf{C}$, a Grothendieck topology on $\mathbf{C}$ is the assignment to each object $U$ of $\mathbf{C}$ of a collection of families of morphisms $\left\{\varphi_{i}: U_{i} \rightarrow U\right\}_{i \in I}$ in $\mathbf{C}$ (called the coverings of $U$ ), such that:
(i) if $\varphi: V \rightarrow U$ is an isomorphism in $\mathbf{C}$, then $\{\varphi: V \rightarrow U\}$ is a covering of $U$;
(ii) if $\left\{\varphi_{i}: U_{i} \rightarrow U\right\}_{i \in I}$ is a covering of $U$ and $f: V \rightarrow U$ is any morphism in $\mathbf{C}$, then for any $i \in I$ the fibred product $U_{i} \times_{U} V$ (with projections $p_{1}^{(i)}: U_{i} \times_{U} V \rightarrow U_{i}$ and $\left.p_{2}^{(i)}: U_{i} \times_{U} V \rightarrow V\right)$ exists and the family $\left\{p_{2}^{(i)}: U_{i} \times_{U} V \rightarrow V\right\}$ is a covering of $V$;
(iii) if $\left\{\varphi_{i}: U_{i} \rightarrow U\right\}_{i \in I}$ is a covering of $U$ and for any $i \in I$ we have a covering $\left\{\psi_{i j}: V_{i j} \rightarrow U_{i}\right\}_{j \in J_{i}}$ of $U_{i}$, then $\left\{\varphi_{i} \circ \psi_{i j}: V_{i j} \rightarrow U\right\}_{i \in I, j \in J_{i}}$ is a covering of $U$.

This is a generalization of usual topological spaces in the following way: if $X$ is a topological space, then we can consider the category $\mathbf{O} \mathbf{p}_{X}$ whose objects are the open subsets of $X$ and whose morphisms are the inclusions between them (notice that in this category the fibred product of two objects over a third one always exists and is given by the intersection of the two object, independently from the third one) and we can associate to any object $U$ of $\mathbf{O} \mathbf{p}_{X}$ the collection of families of the form $\left\{U_{i} \hookrightarrow U\right\}_{i \in I}$, where each $U_{i}$ is an object of $\mathbf{O} \mathbf{p}_{X}$ (i.e. an open subset of $X$ ) and $U=\bigcup_{i \in I} U_{i}$ (it is immediate to check that all the requirements are satisfied). If $\mathbf{C}$ is a category with a Grothendieck topology on it and $P$ is a property enjoyed by some of the morphisms of $\mathbf{C}$, we say that a morphism $f: Y \rightarrow X$ in $\mathbf{C}$ enjoys $P$ locally with respect to the given topology if there exists a covering $\left\{U_{i} \rightarrow X\right\}_{i \in I}$ of $X$ such that the projection $p_{1}^{(i)}: U_{i} \times_{X} Y \rightarrow U_{i}$ enjoys $P$ for every $i \in I$ (notice that the fibered product $U_{i} \times_{X} Y$ exists by (ii)).
The category we are interested in is the category $\mathbf{S c h}$ of schemes (or, more generally, the category $\mathbf{S c h}_{S}$ of schemes over a fixed scheme $S$; notice that $\left.\mathbf{S c h}=\mathbf{S c h}_{\mathrm{Spec}(\mathbb{Z})}\right)$. There are several Grothendieck topologies that can be defined on this category. In our case, we can consider as coverings of a schemes $X$ the families of the form $\{g: W \rightarrow X\}$ with $g$ surjective, finite and locally free. If $g: W \rightarrow X$ is an isomorphism, then it is in particular surjective. Moreover, it is totally split (example 2.2.36) and so finite étale (lemma 2.2.37), which implies finite and locally free (remark 2.2.4). So $\{g: W \rightarrow X\}$ is a covering of $X$. If $\{g: W \rightarrow X\}$ is a covering of $X$ and $f: Y \rightarrow X$ is any morphism of schmes, then $g$ is surjective, finite and locally free and by lemma 2.2.28(1),(3) we have that $p_{2}: W \times_{X} Y \rightarrow Y$ is also surjective, finite and locally free (the fibred product always exists in the category of schemes) and so $\left\{p_{2}: W \times_{X} Y \rightarrow Y\right\}$ is a covering of $Y$. Finally, if $\{g: W \rightarrow X\}$ is a covering of $X$ and $\{h: V \rightarrow W\}$ is a covering of $W$, then $g$ and $h$ are both surjective, finite and locally free and so, by lemma $2.2 .30, g \circ h$ is finite and locally free. Moreover, the composition of surjective maps is surjective, so $g \circ h$ is surjective. Then $\{g \circ h: V \rightarrow X\}$ is a covering of $X$. This shows that we defined indeed a Grothendieck topology. Now 2.2 .43 says that an affine morphism of schemes $f: Y \rightarrow X$ is finite étale if and only if there exists a covering $\{W \rightarrow X\}$ of $X$ such that $p_{2}: Y \times_{X} W \rightarrow W$ is totally split. This means (recalling that the fibred product is symmetric) that $f$ is finite étale if and only if it is locally totally split. Recalling that totally split morphisms (of constant degree, but this is automatically true if $X$ is connected) correspond to trivial finite coverings of topological spaces (remark 2.2.38(2)) and that finite coverings of topological spaces are defined as continuous maps which are locally trivial finite coverings, we see that we have a big similarity between finite étale coverings of a scheme and finite coverings of a topological space.
The Grothendieck topology we have just introduced fitted very well with our
purpose, but it is not one of the usual Grothendieck topologies that algebraic geometers work with. In fact, it is not even comparable with some of these topologies. A more common Grothendieck topology which is also relevant to our situation is the fppf topology (the acronym stands for "fidèlement plat et de présentation finie", i.e. "faithfully flat and of finite presentation"), in which a covering of a scheme $X$ is given by a family $\left\{\varphi_{i}: U_{i} \rightarrow X\right\}_{i \in I}$ such that each $\varphi_{i}$ is flat and locally of finite presentation (for the definitions, see [5], 24.2.6 and 7.3.17, respectively) and $X=\bigcup_{i \in I} \varphi_{i}\left(U_{i}\right)$ (the last condition can be expressed saying that the family $\left\{\varphi_{i}\right\}_{i \in I}$ is jointly surjective). It can be proved that a morphism is finite and locally free if and only if it is finite, flat and locally of finite presentation (see [1], 6.6, noticing that, according to the definition given in [1], 6.4, a morphism is finitely presented if and only if it is finite and locally of finite presentation). In particular, any finite and locally free morphism is flat and locally of finite presentation. So, if $g: W \rightarrow X$ is surjective, finite and locally free, we have that $\{g: W \rightarrow X\}$ is a covering of $X$ in the fppf topology. Then, as above, we can use 2.2 .43 to conclude that any finite étale morphism is locally totally split in the fppf topology.
(4) We will use proposition 2.2 .43 in order to reduce proofs about finite étale morphisms to the case of totally split morphisms, which will often be much easier to deal with. As an example of this use, we give an alternative proof of lemma 2.2.30 in the case of finite étale morphisms (you can compare this approach to what we did in remark 2.2.31). Notice that in the proof of 2.2.43 we used 2.2.30 only in the case of finite and locally free morphisms, so we could have postponed until now the proof of that lemma in the case of finite étale morphisms, sparing us the algebraic work that underlay the proof we gave (corollary 2.1.69 and the preceding results).
Let $X, Y$ anz $Z$ be schemes and let $f_{1}: Y \rightarrow X, f_{2}: Z \rightarrow Y$ be two finite étale morphisms. First of all, assume that $f_{1}$ is totally split. Then we can write $X=\coprod_{n \in \mathbb{Z}}^{n \geq 0} X_{n}$ for some schemes $X_{0}, X_{1}, \ldots$ such that, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\varphi_{n}: f_{1}^{-1}\left(X_{n}\right) \rightarrow \coprod_{i=1}^{n} X_{n}$ such that $p_{n} \circ \varphi_{n}=f_{1}$, where $p_{n}: \coprod_{i=1}^{n} X_{n}$ is obtained by gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. For any $n \in \mathbb{Z}, n \geq 0$, define $Z_{n}:=\left(f_{1} \circ f_{2}\right)^{-1}\left(X_{n}\right)$. Then $Z=\left(f_{1} \circ f_{2}\right)^{-1}(X)=\left(f_{1} \circ f_{2}\right)^{-1}\left(\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}\right)=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}}\left(f_{1} \circ f_{2}\right)^{-1}\left(X_{n}\right)=$ $\coprod_{n \in \mathbb{Z}}^{n \geq 0} Z_{n}$. By lemma 2.2.20, in order to prove that $f_{1} \circ f_{2}$ is finite étale, it is enough to prove that the restriction $\left(f_{1} \circ f_{2}\right)_{\mid Z_{n}}: Z_{n}=\left(f_{1} \circ f_{2}\right)^{-1}\left(X_{n}\right) \rightarrow$ $X_{n}$ is finite étale for every $n \in \mathbb{Z}, n \geq 0$. Fix such an $n$. We have that $Z_{n}=\left(f_{1} \circ f_{2}\right)^{-1}\left(X_{n}\right)=f_{2}^{-1}\left(f_{1}^{-1}\left(X_{n}\right)\right)$. So $f_{2}\left(Z_{n}\right) \subseteq f_{1}^{-1}\left(X_{n}\right)$. Then we can consider the morphism $\varphi_{n} \circ f_{2}: Z_{n} \rightarrow \coprod_{i=1}^{n} X_{n}$. We claim that this morphism is finite étale. Let $U=\operatorname{Spec}(A)$ be an open affine subset of $\coprod_{i=1}^{n} X_{n}$. Since $\varphi_{n}$ : $f_{1}^{-1}\left(X_{n}\right) \rightarrow \coprod_{i=1}^{n} X_{n}$ is an isomorphism, we have that $\varphi_{n}^{-1}(U) \cong U=\operatorname{Spec}(A)$. Then, since $f_{2}$ is finite étale, by lemma $2.2 .10(4)$ we have that $f_{2}^{-1}\left(\varphi_{n}^{-1}(U)\right)=$ $\left(\varphi_{n} \circ f_{2}\right)^{-1}(U)$ is affine and equal to $\operatorname{Spec}(B)$, where $B$ is a projective separable $A$-algebra. Since this holds for any open affine subset $U=\operatorname{Spec}(A)$ of $\coprod_{i=1}^{n} X_{n}$,
by lemma 2.2.10(4) we have that $\varphi_{n} \circ f_{2}: Z_{n} \rightarrow \coprod_{i=1}^{n} X_{n}$ is finite étale. For any $i=1, \ldots, n$, let $Z_{n i}$ be the preimage of the $i$-th copy of $X_{n}$ under $\varphi_{n} \circ f_{2}$. Then $Z_{n}=\left(\varphi_{n} \circ f_{2}\right)^{-1}\left(\coprod_{i=1}^{n} X_{n}\right)=\coprod_{i=1}^{n}\left(\varphi_{n} \circ f_{2}\right)^{-1}\left(X_{n}\right)=\coprod_{i=1}^{n} Z_{n i}$. Fix $i \in\{1, \ldots, n\}$. Then $\left(\varphi_{n} \circ f_{2}\right)_{\left.\right|_{n i}}: Z_{n i} \rightarrow X_{n}$ is finite étale, by corollary 2.2.24. Notice that

$$
\begin{aligned}
& \left(\varphi_{n} \circ f_{2}\right)_{\mid Z_{n i}}=\operatorname{id}_{X_{n}} \circ\left(\varphi_{n} \circ f_{2}\right)_{\mid Z_{n i}}=\left(p_{n}\right)_{\mid X_{n}} \circ \varphi_{n} \circ\left(f_{2}\right)_{\mid Z_{n i}}= \\
& =p_{n} \circ \varphi_{n} \circ\left(f_{2}\right)_{\left.\right|_{n i}}=f_{1} \circ\left(f_{2}\right)_{\left.\right|_{n i}}=\left(f_{1} \circ f_{2}\right)_{\left.\right|_{Z_{n i}}} .
\end{aligned}
$$

Then $\left(f_{1} \circ f_{2}\right)_{\left.\right|_{n i}}: Z_{n i} \rightarrow X_{n}$ is finite étale. Since this holds for any $i=1, \ldots, n$, by lemma 2.2.18(3) we have that $f_{1} \circ f_{2}: \coprod_{i=1}^{n} Z_{n i}=Z_{n} \rightarrow X_{n}$ is finite étale. Let now $f_{1}$ be an arbitrary finite étale morphism. By proposition 2.2.43 there exist a scheme $W$ and a surjective, finite and locally free morphism $g: W \rightarrow X$ such that the projection $p_{2}: Y \times_{X} W \rightarrow W$ is totally split. Let $p_{1}: Y \times_{X} W \rightarrow$ $Y$ be the first projection and consider the fibred product $Z \times_{Y}\left(Y \times_{X} W\right)$, with projections $q_{1}: Z \times_{Y}\left(Y \times_{X} W\right) \rightarrow Z$ and $q_{2}: Z \times_{Y}\left(Y \times_{X} W\right) \rightarrow Y \times_{X} W$. Since $f_{2}$ is finite étale, by lemma 2.2.28(4) we have that $q_{2}$ is finite étale. Then, since $p_{2}: Y \times_{X} W \rightarrow W$ is totally split, by what we proved above $p_{2} \circ q_{2}: Z \times_{Y}\left(Y \times_{X} W\right) \rightarrow W$ is finite étale. By definition of fibred product, we have that $f_{1} \circ p_{1}=g \circ p_{2}$ and $f_{2} \circ q_{1}=p_{1} \circ q_{2}$. Then

$$
\left(f_{1} \circ f_{2}\right) \circ q_{1}=f_{1} \circ p_{1} \circ q_{2}=g \circ\left(p_{2} \circ q_{2}\right) .
$$

Moreover, let $V$ be a scheme with two morphisms of schemes $h_{1}: V \rightarrow Z$ and $h_{2}: V \rightarrow W$ such that $\left(f_{1} \circ f_{2}\right) \circ h_{1}=g \circ h_{2}$. Consider then the following diagram.


Since $f_{1} \circ\left(f_{2} \circ h_{1}\right)=g \circ h_{2}$, by the universal property of the fibred product there exists a unique morphism $h^{\prime}: V \rightarrow Y \times_{X} W$ such that $p_{1} \circ h^{\prime}=f_{2} \circ h_{1}$ and $p_{2} \circ h^{\prime}=h_{2}$. Consider now the following diagram.


Since $f_{2} \circ h_{1}=p_{1} \circ h^{\prime}$, by the universal property of the fibred product there exists
a unique morphism $h: V \rightarrow Z \times_{Y}\left(Y \times_{X} W\right)$ such that $q_{1} \circ h=h_{1}$ and $q_{2} \circ h=h^{\prime}$. Then we have that $\left(p_{2} \circ q_{2}\right) \circ h=p_{2} \circ h^{\prime}=h_{2}$. Let $\widetilde{h}: V \rightarrow Z \times_{Y}\left(Y \times_{X} W\right)$ be another morphism of schemes such that $q_{1} \circ \widetilde{h}=h_{1}$ and $\left(p_{2} \circ q_{2}\right) \circ \widetilde{h}=h_{2}$. Then $p_{1} \circ\left(q_{2} \circ \widetilde{h}\right)=f_{2} \circ q_{1} \circ \widetilde{h}=f_{2} \circ h_{1}$ and $p_{2} \circ\left(q_{2} \circ \widetilde{h}\right)=h_{1}$. By uniqueness of $h^{\prime}$, this implies that $q_{2} \circ \widetilde{h}=h^{\prime}$. Since we had also $q_{1} \circ \widetilde{h}=h_{1}$, we must have $\widetilde{h}=h$. This proves that $Z \times_{Y}\left(Y \times_{X} W\right)$, together with the morphisms $q_{1}: Z \times_{Y}\left(Y \times_{X} W\right) \rightarrow Z$ and $p_{2} \circ q_{2}: Z \times_{Y}\left(Y \times_{X} W\right) \rightarrow W$, is the fibred product of $Z$ and $W$ over $X$. Since $p_{2} \circ q_{2}$ is finite étale and $g$ is surjective, finite and locally free, by lemma 2.2 .34 , we have that $f_{1} \circ f_{2}$ is finite étale.
From now on, we will adopt the following notation: if $X$ is a scheme and $E$ is a finite set, we will write $X \times E:=\coprod_{e \in E} X$ (disjoint union of schemes). This notation is motivated by what we did in remark $2.2 .38(2)$, where we saw that, if $X$ and $E$ are topological spaces with $E$ discrete, then $X \times E=\coprod_{e \in E} X \times\{e\}$ and each $X \times\{e\}$ is homeomorphic to $X$.

Lemma 2.2.45. Let $X$ be a scheme, $D$ and $E$ finite sets. Any map $\varphi: D \rightarrow E$ induces a morphism of schemes $X \times D \rightarrow X \times E$, which is finite étale (we will denote this morphism by $\mathrm{id}_{X} \times \varphi$, in analogy to what happens for topological spaces).
Proof. Let $\varphi: D \rightarrow E$ be any map. For any $e \in E$, denote by $q_{e}: X \rightarrow \coprod_{e \in E} X=$ $X \times E$ the $e$-th inclusion, which is a morphism of schemes. Then for any $d \in D$ we have a morphism of schemes $q_{\varphi(d)}: X \rightarrow X \times E$. Gluing these morphisms, we get a morphism $\coprod_{d \in D} X=X \times D \rightarrow X \times E$. From now on, we denote this morphism by $\operatorname{id}_{X} \times \varphi$.
In order to avoid confusion, denote the $d$-th copy of $X$ in $X \times D=\coprod_{d \in D} X$ by $X_{d}$, for any $d \in D$, and the $e$-th copy of $X$ in $X \times E=\coprod_{e \in E} X$ by $X_{e}$, for any $e \in E$. We have that $X \times D=\left(\operatorname{id}_{X} \times \varphi\right)^{-1}(X \times E)=\left(\operatorname{id}_{X} \times \varphi\right)^{-1}\left(\amalg_{e \in E} X_{e}\right)=$ $\coprod_{e \in E}\left(\mathrm{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)$. By lemma 2.2.20, in order to prove that $\mathrm{id}_{X} \times \varphi$ is finite étale, it is enough to prove that $\left(\operatorname{id}_{X} \times \varphi\right)_{\left.\right|_{\left(\mathrm{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)}}:\left(\mathrm{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right) \rightarrow X_{e}$ is finite étale for every $e \in E$. Fix $e \in E$. By definition of $\mathrm{id}_{X} \times \varphi$, we have that $\left(\operatorname{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)=\coprod_{d \in D} q_{\varphi(d)}^{-1}\left(X_{e}\right)$. Moreover, by definition of $q_{\varphi(d)}$, for every $d \in D$ we have that $q_{\varphi(d)}^{-1}\left(X_{e}\right)$ is empty if $\varphi(d) \neq e$ and equal to $X_{d}$ if $\varphi(d)=e$. Then $\left(\operatorname{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)=\coprod_{d \in \varphi^{-1}(\{e\})} X_{d}$. So the restriction $\left(\mathrm{id}_{X} \times \varphi\right)_{\left.\right|_{\left(\mathrm{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)}}$ : $\left(\operatorname{id}_{X} \times \varphi\right)^{-1}\left(X_{e}\right)=\coprod_{d \in \varphi^{-1}(\{e\})} X_{d} \rightarrow X_{e}$ is totally split (define $X_{e n}:=X$ and $\varphi_{e n}:=\operatorname{id}_{\amalg_{d \in \varphi^{-1}(\{e\})} X_{d}}$ if $n=\left|\varphi^{-1}(d)\right|$ and $X_{e n}:=\emptyset$ otherwise $)$. Then this restriction is finite étale by lemma 2.2.37.

We are now going to prove the analogue of the lemma 1.5 of the appendix: having saw that finite étale morphisms are "locally trivial", we want to show that also morphisms between them are "locally trivial". In order to do that, we need two algebraic lemmas.

Lemma 2.2.46. For any ring $A$ and any finite set $E$, define $A^{E}:=\prod_{e \in E} A$ (with componentwise operations, which make it into a ring; then the ring homomorphism $\vartheta_{E}: A \rightarrow A^{E}, a \mapsto(a, \ldots, a)$ makes $A^{E}$ into an $A$-algebra). Let $A$ be a ring with no non-trivial idempotents (i.e., if $a \in A$ and $a^{2}=a$, then $a=0$ or $a=1$ ) and let
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$D, E$ be finite sets. Then any map $\varphi: D \rightarrow E$ induces an $A$-algebra homomorphism $\Phi: A^{E} \rightarrow A^{D}$ and all A-algebra homomorphisms $A^{E} \rightarrow A^{D}$ are of this form.
Proof. If $\varphi: D \rightarrow E$ is any map, we can define $\Phi: A^{E} \rightarrow A^{D},\left(a_{e}\right)_{e \in E} \mapsto\left(a_{\varphi(d)}\right)_{d \in D}$. For any $\left(a_{e}\right)_{e \in E},\left(b_{e}\right)_{e \in E} \in A^{E}$, we have that

$$
\begin{aligned}
& \Phi\left(\left(a_{e}\right)_{e \in E}+\left(b_{e}\right)_{e \in E}\right)=\Phi\left(\left(a_{e}+b_{e}\right)_{e \in E}\right)=\left(a_{\varphi(d)}+b_{\varphi(d)}\right)_{d \in D}= \\
& \\
& =\left(a_{\varphi(d)}\right)_{d \in D}+\left(b_{\varphi(d)}\right)_{d \in D}=\Phi\left(\left(a_{e}\right)_{e \in E}\right)+\Phi\left(\left(b_{e}\right)_{e \in E}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \Phi\left(\left(a_{e}\right)_{e \in E} \cdot\left(b_{e}\right)_{e \in E}\right)=\Phi\left(\left(a_{e} \cdot b_{e}\right)_{e \in E}\right)=\left(a_{\varphi(d)} \cdot b_{\varphi(d)}\right)_{d \in D}= \\
& =\left(a_{\varphi(d)}\right)_{d \in D} \cdot\left(b_{\varphi(d)}\right)_{d \in D}=\Phi\left(\left(a_{e}\right)_{e \in E}\right) \cdot \Phi\left(\left(b_{e}\right)_{e \in E}\right)
\end{aligned}
$$

Moreover, $\Phi\left(1_{A^{E}}\right)=\Phi\left((1)_{e \in E}\right)=(1)_{d \in D}=1_{A^{D}}$. So $\Phi$ is a ring homomorphism. For any $a \in A$, we have that

$$
\Phi\left(\vartheta_{E}(a)\right)=\Phi\left((a)_{e \in E}\right)=(a)_{d \in D}=\vartheta_{D}(a)
$$

Then $\Phi \circ \vartheta_{E}=\vartheta_{D}$, which means that $\Phi$ is an $A$-algebra homomorphism.
Let $f: A^{E} \rightarrow A^{D}$ be any $A$-algebra homomorphism. If $A=0$, then $A^{E}=A^{D}=0$ and so $f=0$ is induced by any $\operatorname{map} \varphi: D \rightarrow E$. Assume now that $A \neq 0$. For any $e \in E$, define $x_{e}:=\left(\delta_{e e^{\prime}}\right)_{e^{\prime} \in E} \in A^{E}$. Notice that $x_{e}^{2}=x_{e}$, for every $e \in E$. Let $d \in D$ and define $p_{d}: A^{D} \rightarrow A,\left(a_{d^{\prime}}\right)_{d^{\prime} \in D} \mapsto a_{d}$. It is immediate to check that $p_{d}$ is an $A$-algebra homomorphism. Then $p_{d} \circ f: A^{E} \rightarrow A$ is an $A$ algebra homomorphism (because it is a composition of $A$-algebra homomorphisms) and, for every $e \in E$, we have that $\left(p_{d} \circ f\right)\left(x_{e}\right)=\left(p_{d} \circ f\right)\left(x_{e}^{2}\right)=\left(p_{d} \circ f\right)\left(x_{e}\right)^{2}$, which by assumption implies that $\left(p_{d} \circ f\right)\left(x_{e}\right) \in\{0,1\}$. Moreover, $1_{A^{E}}=(1)_{e \in E}=$ $\left(\sum_{e \in E} \delta_{e e^{\prime}}\right)_{e^{\prime} \in E}=\sum_{e \in E}\left(\delta_{e e^{\prime}}\right)_{e^{\prime} \in E}=\sum_{e \in E} x_{e}$ and so $1=\left(p_{d} \circ f\right)\left(1_{A^{E}}\right)=\left(p_{d} \circ\right.$ f) $\left(\sum_{e \in E} x_{e}\right)=\sum_{e \in E}\left(p_{d} \circ f\right)\left(x_{e}\right)$. This implies that there exists at least one $e \in E$ such that $\left(p_{d} \circ f\right)\left(x_{e}\right) \neq 0$, and so $\left(p_{d} \circ f\right)\left(x_{e}\right)=1$. We claim that such an $e$ is unique. Let $e_{1}, e_{2} \in E$ be such that $\left(p_{d} \circ f\right)\left(x_{e_{1}}\right)=1=\left(p_{d} \circ f\right)\left(x_{e_{2}}\right)$ and assume by contradiction that $e_{1} \neq e_{2}$. Then $x_{e_{1}} \cdot x_{e_{2}}=0$ and, since $p_{d} \circ f$ is a ring homomorphism,

$$
0=\left(p_{d} \circ f\right)(0)=\left(p_{d} \circ f\right)\left(x_{e_{1}} \cdot x_{e_{2}}\right)=\left(p_{d} \circ f\right)\left(x_{e_{1}}\right) \cdot\left(p_{d} \circ f\right)\left(x_{e_{2}}\right)=1 \cdot 1=1
$$

This is a contradiction. Then there exists a unique $e \in E$ such that $\left(p_{d} \circ f\right)\left(x_{e}\right)=1$. Let $\varphi(d)$ be this $e$. Then we have a map $\varphi: D \rightarrow E$ such that $\left(p_{d} \circ f\right)\left(x_{e}\right)=\delta_{e \varphi(d)}$ for any $d \in D, e \in E$. Let $\Phi: A^{E} \rightarrow A^{D}$ be the morphism induced by $\varphi$, as above. We claim that $f=\Phi$. Let $x=\left(a_{e^{\prime}}\right)_{e^{\prime} \in E} \in A^{E}$. We have that $x=\left(a_{e^{\prime}}\right)_{e^{\prime} \in E}=$ $\left(\sum_{e \in E} a_{e} \delta_{e e^{\prime}}\right)_{e^{\prime} \in E}=\sum_{e \in E}\left(a_{e} \delta_{e e^{\prime}}\right)_{e^{\prime} \in E}=\sum_{e \in E} a_{e} x_{e}$. Then, for any $d \in D$,

$$
\left(p_{d} \circ f\right)(x)=\left(p_{d} \circ f\right)\left(\sum_{e \in E} a_{e} x_{e}\right)=\sum_{e \in E} a_{e}\left(p_{d} \circ f\right)\left(x_{e}\right)=\sum_{e \in E} a_{e} \delta_{e \varphi(d)}=a_{\varphi(d)}
$$

because $p_{d} \circ f$ is an $A$-algebra homomorphism. It follows that

$$
f(x)=\left(\left(p_{d} \circ f\right)(x)\right)_{d \in D}=\left(a_{\varphi(d)}\right)_{d \in D}=\Phi\left(\left(a_{e}^{\prime}\right)_{e^{\prime} \in E}\right)=\Phi(x)
$$

This proves the claim.

Lemma 2.2.47. Let $A$ be a local ring. Then $A$ has no non-trivial idempotents.
Proof. Let $\mathfrak{m}=A \backslash A^{\times}$be the unique maximal ideal of $A$ and let $a \in A$ be such that $a^{2}=a$. This means that $a(a-1)=a^{2}-a=0 \in \mathfrak{m}$. Since $\mathfrak{m}$ is maximal, it is in particular prime. Then we have that either $a \in \mathfrak{m}$ or $a-1 \in \mathfrak{m}$. Assume that $a \in \mathfrak{m}$. If we had also $a-1 \in \mathfrak{m}$, we would have that $1=a-(a-1) \in \mathfrak{m}$, because $\mathfrak{m}$ is an ideal, but this is a contradiction, because $\mathfrak{m}$ is a proper ideal. So $a-1 \in A \backslash \mathfrak{m}=A^{\times}$. It follows that $a=a(a-1)(a-1)^{-1}=0 \cdot(a-1)^{-1}=0$. In the same way, one shows that if $a-1 \in \mathfrak{m}$ then $a-1=0$, i.e. $a=1$.

Lemma 2.2.48. Let $X, Y, Z$ be schemes, $f: Y \rightarrow X$ and $g: Z \rightarrow X$ totally split morphisms and $h: Y \rightarrow Z$ a morphism of schemes such that $f=g \circ h$. For any $x \in X$, there exists an open affine neighbourhood $U$ of $x$ in $X$ such that $f, g$ and $h$ are "trivial above $U$ ", i.e. such that there exist finite sets $D$ and $E$, isomorphisms of schemes $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that the following diagram is commutative, where $p_{U}: U \times D=\coprod_{d \in D} U \rightarrow U$ and $q_{U}: U \times E=\coprod_{e \in E} \rightarrow U$ are the morphisms obtained by gluing the identity morphisms $\mathrm{id}_{U}: U \rightarrow U$.


Proof. Since $f$ is totally split, there exist some schemes $X_{0}, X_{1}, \ldots$ such that $X=$ $\coprod_{n \in \mathbb{Z}} X_{n}$ and, for any $n \in \mathbb{Z}, n \geq 0$, there exists an isomorphism of schemes $\alpha_{n}$ : $f^{n \geq 1}\left(X_{n}\right) \rightarrow \coprod_{i=1}^{n} X_{n}$ such that $p_{n} \circ \alpha_{n}=f$, where $p_{n}: \coprod_{i=1}^{n} X_{n} \rightarrow X_{n}$ is obtained by gluing the identity morphisms $\operatorname{id}_{X_{n}}: X_{n} \rightarrow X_{n}$. Analogously, since $g$ is totally split, we can write $X=\coprod_{m \geq 0} \sum_{m} X_{m}^{\prime}$ for some schemes $X_{0}^{\prime}, X_{1}^{\prime}, \ldots$ such that, for any $m \in \mathbb{Z}, m \geq 0$, there exists an isomorphism of schemes $\beta_{m}: f^{-1}\left(X_{m}^{\prime}\right) \rightarrow \coprod_{j=1}^{m} X_{m}^{\prime}$ such that $q_{m} \circ \beta_{m}=g$, where $q_{m}: \coprod_{j=1}^{m} X_{m}^{\prime} \rightarrow X_{m}^{\prime}$ is obtained by gluing the identity morphisms $\operatorname{id}_{X_{m}^{\prime}}: X_{m}^{\prime} \rightarrow X_{m}^{\prime}$. Since $x \in X=\coprod_{\substack{n \in \mathbb{Z} \\ n \geq 0}} X_{n}=\coprod_{\substack{m \in \mathbb{Z} \\ m \geq 0}} X_{m}^{\prime}$, there exist $n, m \in \mathbb{Z}, n, m \geq 0$ such that $x \in X_{n}$ and $x \in X_{m}^{\prime}$. Then $x \in X_{n} \cap X_{m}^{\prime}$. Define $D:=\{1, \ldots, n\}$ and $E:=\{1, \ldots, m\}$. We have that $X_{n}$ and $X_{m}^{\prime}$ are both open in $X$ by definition of disjoint union, so $X_{n} \cap X_{m}^{\prime}$ is an open subscheme of $X$. By definition of scheme, there exists an open affine subset $V=\operatorname{Spec}(A)$ of $X_{n} \cap X_{m}^{\prime}$ such that $x \in V$. Since $V \subseteq X_{n}$ and $p_{n} \circ \alpha_{n}=f$, we have that $f^{-1}(V)=\left(p_{n} \circ \alpha_{n}\right)^{-1}(V)=$ $\alpha_{n}^{-1}\left(p_{n}^{-1}(V)\right)=\alpha_{n}^{-1}(V \times D)$. Then, restricting $\alpha_{n}$ to $f^{-1}(V)$, we get an isomorphism of schemes $\alpha_{n}: f^{-1}(V)=\alpha_{n}^{-1}(V \times D) \rightarrow V \times D$. Analogously, since $V \subseteq X_{m}^{\prime}$ and $q_{m} \circ$ $\beta_{m}=g$, we have that $g^{-1}(V)=\left(q_{m} \circ \beta_{m}\right)^{-1}(V)=\beta_{m}^{-1}\left(q_{m}^{-1}(V)\right)=\beta_{m}^{-1}(V \times E)$. Then, restricting $\beta_{m}$ to $g^{-1}(V)$, we get an isomorphism of schemes $\beta_{m}: g^{-1}(V)=\beta_{m}^{-1}(V \times$ $E) \rightarrow V \times E$. Since $f=g \circ h$, we have that $f^{-1}(V)=(g \circ h)^{-1}(V)=h^{-1}\left(g^{-1}(V)\right)$, so
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$h\left(f^{-1}(V)\right) \subseteq g^{-1}(V)$. Then we can consider the morphism of schemes $\beta_{m} \circ h \circ \alpha_{n}^{-1}$ : $V \times D \rightarrow V \times E$. We have that $V \times D=\coprod_{i=1}^{n} V=\coprod_{i=1}^{n} \operatorname{Spec}(A)=\operatorname{Spec}\left(\prod_{i=1}^{n} A\right)=$ $\operatorname{Spec}\left(A^{D}\right)$ and $V \times E=\coprod_{j=1}^{m} V=\coprod_{j=1}^{m} \operatorname{Spec}(A)=\operatorname{Spec}\left(\prod_{j=1}^{m} A\right)=\operatorname{Spec}\left(A^{E}\right)$ (this can be checked as in the proof of lemma 2.2.18). Then $\beta_{m} \circ h \circ \alpha_{n}^{-1}: V \times$ $D=\operatorname{Spec}\left(A^{D}\right) \rightarrow V \times E=\operatorname{Spec}\left(A^{E}\right)$ corresponds to a ring homomorphism $\psi$ : $A^{E} \rightarrow A^{D}$. The restriction $p_{n}: p_{n}^{-1}(V)=V \times D=\operatorname{Spec}\left(A^{D}\right) \rightarrow V=\operatorname{Spec}(A)$ corresponds to the ring homomorphism $\vartheta_{D}: A \rightarrow A^{D}, a \mapsto(a)_{d \in D}$. Analogously, the restriction $q_{m}: q_{m}^{-1}(V)=V \times E=\operatorname{Spec}\left(A^{E}\right) \rightarrow V=\operatorname{Spec}(A)$ corresponds to the ring homomorphism $\vartheta_{E}: A \rightarrow A^{E}, a \mapsto(a)_{e \in E}$. Recalling that $p_{n} \circ \alpha_{n}=f$, $q_{m} \circ \beta_{m}=g$ and $g \circ h=f$, we get that

$$
q_{m} \circ\left(\beta_{m} \circ h \circ \alpha_{n}^{-1}\right)=g \circ h \circ \alpha_{n}^{-1}=f \circ \alpha_{n}^{-1}=p_{n}
$$

In terms of ring homomorphisms, this means that $\psi \circ \vartheta_{E}=\vartheta_{D}$, i.e. $\psi: A^{E} \rightarrow$ $A^{D}$ is an $A$-algebra homomorphism. Since $x \in V=\operatorname{Spec}(A)$, we can consider the localization $A_{x}$, which is a local ring, and the localized map $\psi_{x}:\left(A^{E}\right)_{x} \rightarrow$ $\left(A^{D}\right)_{x}$, which is $A_{x}$-linear. Since the localization commutes with direct sums (see lemma 2.1.19, recalling that localization at $x$ corresponds to tensor product with $A_{x}$ ) and a finite product of modules coincides with their direct sum, we have that $\left(A^{E}\right)_{x}=\left(\bigoplus_{j=1}^{m} A\right)_{x} \cong \bigoplus_{j=1}^{m} A_{x}=\left(A_{x}\right)^{E}$ and $\left(A^{D}\right)_{x}=\left(\bigoplus_{i=1}^{n} A\right)_{x} \cong \bigoplus_{i=1}^{n} A_{x}=$ $\left(A_{x}\right)^{D}$ as $A_{x}$-modules. Let $\psi_{E}:\left(A^{E}\right)_{x} \rightarrow\left(A_{x}\right)^{E}$ and $\psi_{D}:\left(A^{D}\right)_{x} \rightarrow\left(A_{x}\right)^{D}$ be the corresponding isomorphims, analogously to lemma 2.1.19. It is immediate to check that $\psi_{x}, \psi_{E}$ and $\psi_{D}$ are ring homomorphisms, if we consider the obvious ring structures, so they are homomorphisms of $A_{x}$-algebras. Then the composition $\psi_{D} \circ \psi_{x} \circ \psi_{E}^{-1}:\left(A_{x}\right)^{E} \rightarrow\left(A_{x}\right)^{D}$ is also a homomorphism of $A_{x}$-algebras. By lemma 2.2.47, we have that $A_{x}$ has no non-trivial idempotents. Then, by lemma 2.2.46, there exists a map $\varphi: D \rightarrow E$ such that $\psi_{D} \circ \psi_{x} \circ \psi_{E}^{-1}$ is induced by $\varphi$. This means that $\left(\psi_{D} \circ \psi_{x} \circ \psi_{E}\right)^{-1}\left(\left(\alpha_{1}, \ldots, \alpha_{m}\right)\right)=\left(\alpha_{\varphi(1)}, \ldots, \alpha_{\varphi(n)}\right)$ for any $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in\left(A_{x}\right)^{E}$. Let $\Phi: A^{E} \rightarrow A^{D}$ be the $A$-algebra homomorphism induced by $\varphi$. Localizing it at $x$, we get an $A_{x}$-algebra homomorphism $\Phi_{x}:\left(A^{E}\right)_{x} \rightarrow\left(A^{D}\right)_{x}$ (analogously to $\psi_{x}$, this is $A_{x}$-linear by definition of localization and it can be easily checked that it is a ring homomorphism). For any $\left(\frac{a_{1}}{s_{1}}, \ldots, \frac{a_{m}}{s_{m}}\right) \in\left(A_{x}\right)^{E}\left(a_{1}, \ldots, a_{m} \in A, s_{1}, \ldots, s_{m} \in A \backslash x\right)$, we have that

$$
\begin{aligned}
&\left(\psi_{D} \circ \Phi_{x} \circ \psi_{E}^{-1}\right)\left(\left(\frac{a_{1}}{s_{1}}, \ldots, \frac{a_{m}}{s_{m}}\right)\right)=\psi_{D}\left(\Phi_{x}\left(\sum_{j=1}^{m} \frac{\left(a_{j} \delta_{j j^{\prime}}\right)_{j^{\prime}=1, \ldots, m}}{s_{j}}\right)\right)= \\
&=\psi_{D}\left(\sum_{j=1}^{m} \frac{\Phi\left(\left(a_{j} \delta_{j j^{\prime}}\right)_{j^{\prime}=1, \ldots, m}\right)}{s_{j}}\right)=\sum_{j=1}^{m} \psi_{D}\left(\frac{\left(a_{j} \delta_{j \varphi(i)}\right)_{i=1, \ldots, n}}{s_{j}}\right)= \\
&=\sum_{j=1}^{m}\left(\frac{a_{j} \delta_{j \varphi(i)}}{s_{j}}\right)_{i=1, \ldots, n}=\left(\sum_{j=1}^{m} \frac{a_{j} \delta_{j \varphi(i)}}{s_{j}}\right)_{i=1, \ldots, n}= \\
&=\left(\frac{a_{\varphi(i)}}{s_{\varphi(i)}}\right)_{i=1, \ldots, n}=\left(\psi_{D} \circ \psi_{x} \circ \psi_{E}^{-1}\right)\left(\left(\frac{a_{1}}{s_{1}}, \ldots, \frac{a_{m}}{s_{m}}\right)\right)
\end{aligned}
$$

So $\psi_{D} \circ \Phi_{x} \circ \psi_{E}^{-1}=\psi_{D} \circ \psi_{x} \circ \psi_{E}^{-1}$, which implies that $\Phi_{x}=\psi_{x}$. Notice that $A^{E}$ is finitely presented as an $A$-module, because it is a free $A$-module of finite rank (you can consider the exact sequence $0 \rightarrow A^{E}=A^{m} \xrightarrow{\text { id }_{A^{E}}} A^{E}=A^{m} \rightarrow 0$ ). Then, by lemma 2.1.27, we have an isomorphism of $A_{x}$-modules $\operatorname{Hom}_{A}\left(A^{E}, A^{D}\right)_{x} \rightarrow$ $\operatorname{Hom}_{A_{x}}\left(\left(A^{E}\right)_{x},\left(A^{D}\right)_{x}\right)$. We denote this isomorphism by $\chi$. Then $\psi_{x}=\chi\left(\frac{\psi}{1}\right)$ and $\Phi_{x}=\chi\left(\frac{\Phi}{1}\right)$. Then $\chi\left(\frac{\psi}{1}\right)=\psi_{x}=\Phi_{x}=\chi\left(\frac{\Phi}{1}\right)$. Since $\chi$ is bijective, it follows that $\frac{\psi}{1}=\frac{\Phi}{1}$ in $\operatorname{Hom}_{A}\left(A^{E}, A^{D}\right)_{x}$. This means that there exists $u \in A \backslash x$ such that $u(\psi \cdot 1-\Phi \cdot 1)=0$, i.e. $u \psi=u \Phi$. Then we have also $\frac{\psi}{1}=\frac{\Phi}{1}$ in $\operatorname{Hom}_{A}\left(A^{E}, A^{D}\right)_{u}$. Define $U:=V_{u}=\operatorname{Spec}\left(A_{u}\right) \subseteq V$. Since $u \notin x$, we have that $x \in V_{u}=U$. So $U$ is an open affine neighbourhood of $x$. Since $U \subseteq V \subseteq X_{n}$ and $p_{n} \circ \alpha_{n}=f$, we have that $f^{-1}(U)=\alpha_{n}^{-1}(U \times D)$ (see above) and, restricting $\alpha_{n}$ to $f^{-1}(U)$, we get an isomorphism of schemes $\alpha:=\alpha_{n}: f^{-1}(U)=\alpha_{n}^{-1}(U \times D) \rightarrow U \times D$. From the definition of $p_{n}$, it is clear that its restriction $p_{n}: p_{n}^{-1}(U)=U \times D \rightarrow U$ coincides with $p_{U}$ (defined as in the statement). Since $p_{n} \circ \alpha_{n}=f$, we have that $p_{U} \circ \alpha=f$. Analogously, since $U \subseteq V \subseteq X_{m}^{\prime}$ and $q_{m} \circ \beta_{m}=g$, we have that $g^{-1}(U)=\beta_{m}^{-1}(U \times E)$ (see above). Then, restricting $\beta_{m}$ to $g^{-1}(U)$, we get an isomorphism of schemes $\beta:=\beta_{m}: g^{-1}(U)=\beta_{m}^{-1}(U \times E) \rightarrow U \times E$. From the definition of $q_{m}$, it is clear that its restriction $q_{m}: q_{m}^{-1}(U)=U \times E \rightarrow U$ coincides with $q_{U}$ (defined as in the statement). Since $q_{m} \circ \beta_{m}=g$, we have that $q_{U} \circ \beta=g$. From the definitions of $p_{U}$, $q_{U}$ and $\mathrm{id}_{U} \times \varphi$ (see lemma 2.2.45), we have that $q_{U} \circ\left(\mathrm{id}_{U} \times \varphi\right)=p_{U}=\mathrm{id}_{U} \circ p_{U}$ (for any $d \in D$, the restriction of $q_{U} \circ\left(\operatorname{id}_{U} \times \varphi\right)$ to the $d$-th copy of $U$ in $U \times D=\coprod_{i=1}^{n} U$ is $p_{U} \circ q_{\varphi(d)}: U \rightarrow U$, where $q_{\varphi(d)}: U \rightarrow U \times E$ is as in the proof of 2.2.45, and this composition is equal to $\mathrm{id}_{U}$ by definition of $p_{U}$ ). It remains to prove the commutativity of the upper part of the diagram.
Since $f=g \circ h$, we have that $f^{-1}(U)=(g \circ h)^{-1}(U)=h^{-1}\left(g^{-1}(U)\right)$. So $h\left(f^{-1}(U)\right) \subseteq$ $g^{-1}(U)$. We have to prove that $\beta \circ h=\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha$. Consider $\beta \circ h \circ \alpha^{-1}$ : $U \times D \rightarrow U \times E$. From the definitions of $\alpha$ and $\beta$, it is clear that $\beta \circ h \circ \alpha^{-1}$ is the restriction of $\beta_{m} \circ h \circ \alpha_{n}^{-1}$. We have that $U \times D=\operatorname{Spec}\left(A_{u}\right) \times D=\operatorname{Spec}\left(\left(A_{u}\right)^{D}\right)$ and $U \times E=\operatorname{Spec}\left(\left(A_{u}\right)^{E}\right)$ (this can be checked as we did above with $V$ instead of $U)$. Then

$$
\beta \circ h \circ \alpha^{-1}: U \times D=\operatorname{Spec}\left(\left(A_{u}\right)^{D}\right) \rightarrow U \times E=\operatorname{Spec}\left(\left(A_{u}\right)^{E}\right)
$$

corresponds to a ring homomorphism $\psi^{\prime}:\left(A_{u}\right)^{E} \rightarrow\left(A_{u}\right)^{D}$. Since $\beta \circ h \circ \alpha^{-1}$ is the restriction of $\beta_{m} \circ h \circ \alpha_{n}^{-1}$ and the latter morphism corresponds to the ring homomorphism $\psi: A^{E} \rightarrow A^{D}$, we have that $\psi^{\prime}=\psi_{D} \circ \psi_{u} \circ \psi_{E}^{-1}$. Since $A^{E}$ is finitely presented, by lemma 2.1.27 we have an isomorphism of $A_{u}$-modules $\operatorname{Hom}_{A}\left(A^{E}, A^{D}\right)_{u} \rightarrow$ $\operatorname{Hom}_{A_{u}}\left(\left(A^{E}\right)_{u},\left(A^{D}\right)_{u}\right)$. We denote this isomorphim by $\chi^{\prime}$. Then $\chi^{\prime}\left(\frac{\psi}{1}\right)=\psi_{u}$ and $\chi^{\prime}\left(\frac{\Phi}{1}\right)=\Phi_{u}$. We know that $\frac{\psi}{1}=\frac{\Phi}{1}$ in $\operatorname{Hom}_{A}\left(A^{E}, A^{D}\right)_{u}$, so $\psi_{u}=\Phi_{u}$. Then $\psi^{\prime}=$ $\psi_{D} \circ \Phi_{u} \circ \psi_{E}$. On the other hand, $\operatorname{id}_{U} \times \varphi: U \times D=\operatorname{Spec}\left(\left(A_{u}\right)^{D}\right) \rightarrow U \times E=\left(\left(A_{u}\right)^{E}\right)$ corresponds to a ring homomorphism $\Phi^{\prime}:\left(A_{u}\right)^{E} \rightarrow\left(A_{u}\right)^{D}$. By definition, id $_{U} \times \varphi$ is obtained by gluing the morphisms $q_{\varphi(d)}: U \rightarrow U \times E=\coprod_{e \in E} U$ (see lemma 2.2.45). For any $d \in D$, we have that $q_{\varphi(d)}: U=\operatorname{Spec}\left(A_{u}\right) \rightarrow U \times E=\operatorname{Spec}\left(\left(A_{u}\right)^{E}\right)$ corresponds to the ring homomorphism $\pi_{\varphi(d)}:\left(A_{u}\right)^{E} \rightarrow A_{u},\left(\alpha_{1}, \ldots, \alpha_{m}\right) \mapsto \alpha_{\varphi(d)}$.

Then

$$
\Phi^{\prime}\left(\left(\alpha_{1}, \ldots, \alpha_{m}\right)\right)=\left(\alpha_{\varphi(1)}, \ldots, \alpha_{\varphi(n)}\right)=\left(\psi_{D} \circ \Phi_{u} \circ \psi_{E}^{-1}\right)\left(\left(\alpha_{1}, \ldots, \alpha_{m}\right)\right)
$$

(the last equality can be proved as we did above with $\Phi_{x}$ instead of $\Phi_{u}$ ), for any $\left(\alpha_{1}, \ldots, \alpha_{m}\right) \in A^{E}$. So $\Phi^{\prime}=\psi_{D} \circ \Phi_{u} \circ \psi_{E}=\psi^{\prime}$, which implies that $\operatorname{id}_{U} \times \varphi=$ $\beta \circ h \circ \alpha^{-1}$. This ends the proof.

As in the case of finite coverings of topological spaces (corollary 1.6 of the appendix), we can generalize the lemma we have just proved to a finite number of morphisms.

Corollary 2.2.49. Let $X, Y_{1}, \ldots, Y_{n}$ be schemes $(n \in \mathbb{N}), f_{1}: Y_{1} \rightarrow X, \ldots, f_{n}$ : $Y_{n} \rightarrow X$ totally split morphisms and $h_{1}: Y_{1} \rightarrow Y_{2}, \ldots, h_{n-1}: Y_{n-1} \rightarrow Y_{n}$ morphisms of schemes such that $f_{i}=f_{i+1} \circ h_{i}$ for every $i=1, \ldots, n-1$. For any $x \in X$, there exists an open affine neighbourhood $U$ of $x$ in $X$ such that $f_{1}, \ldots, f_{n}, h_{1}, \ldots, h_{n-1}$ are all trivial above $U$, in the same sense as in the lemma 2.2.48: there exist finite sets $D_{1}, \ldots, D_{n}$, isomorphisms of schemes $\alpha_{1}: f_{1}^{-1}(U) \rightarrow U \times D_{1}, \ldots, \alpha_{n}: f_{n}^{-1}(U) \rightarrow$ $U \times D_{n}$ and maps $\varphi_{1}: D_{1} \rightarrow D_{2}, \ldots, \varphi_{n-1}: D_{n-1} \rightarrow D_{n}$ such that the following diagram is commutative for any $i=1, \ldots, n-1$, where $p_{1}: U \times D_{1} \rightarrow U, \ldots, p_{n}: U \times$ $D_{n} \rightarrow U$ are the morphisms obtained by gluing the identity morphisms $\operatorname{id}_{U}: U \rightarrow U$.


Proof. By lemma 2.2.48, for any $i=1, \ldots, n-1$ there exists an open affine neighbourhood $U_{i}$ of $x$ in $X$ such that $f_{i}, f_{i+1}$ and $h_{i}$ are trivial above $U_{i}$. Define $V:=\bigcap_{i=1}^{n-1} U_{i}$. Then $V$ is an open subscheme of $X$, because it is a finite intersection of open subschemes. Moreover, $x \in V$. Then, by definition of scheme, there exists an open affine subset $U$ of $V$ such that $x \in U$. So $U$ is an open affine neighbourhood of $x$ in $X$ and, since $U \subseteq V \subseteq U_{i}$ for any $i=1, \ldots, n-1$, it is immediate to check that $f_{1}, \ldots, f_{n}$, $h_{1}, \ldots, h_{n-1}$ are all trivial above $U$.

The first application of lemma 2.2 .48 will be the proof that any morphism betweem finite étale coverings is itself finite étale.

Lemma 2.2.50. Let $X, Y$ and $Z$ be schemes and let $g: Z \rightarrow X, h: Y \rightarrow Z$ be morphisms of schemes. If $g$ and $g \circ h$ are both affine, then $h$ is affine.

Proof. Since $g \circ h: Z \rightarrow X$ is affine, there exists a cover of $X$ by open affine subsets $\left(U_{i}\right)_{i \in I}$ such that $(g \circ h)^{-1}\left(U_{i}\right)$ is affine for every $i \in I$. Let $i \in I$. Since $g$ is continuous and $U_{i}$ is open in $X, g^{-1}\left(U_{i}\right)$ is open in $Z$. Moreover, since $g$ is affine, by
lemma 2.2.10(1) we have that $g^{-1}\left(U_{i}\right)$ is affine, because $U_{i}$ is affine. Then $g^{-1}\left(U_{i}\right)$ is an open affine subset of $Z$. We have that

$$
Z=g^{-1}(X)=g^{-1}\left(\bigcup_{i \in I} U_{i}\right)=\bigcup_{i \in I} g^{-1}\left(U_{i}\right)
$$

So $\left(g^{-1}\left(U_{i}\right)\right)_{i \in I}$ is a cover of $Z$ by open affine subsets. Since $h^{-1}\left(g^{-1}\left(U_{i}\right)\right)=(g \circ$ $h)^{-1}\left(U_{i}\right)$ is affine for every $i \in I$, we have that $h$ is affine.
Lemma 2.2.51. Let $X, Y$ and $Z$ be schemes and let $f_{1}: Y \rightarrow X, f_{2}: Z \rightarrow X$ be finite étale coverings of $X$. Let $h: Y \rightarrow Z$ be a morphism of coverings from $f_{1}$ to $f_{2}$ (i.e., $h$ is a morphism of schemes such that $f_{1}=f_{2} \circ h$ ). Then $h$ is finite étale.

Proof. Assume firstly that $f_{1}$ and $f_{2}$ are totally split. For every $x \in X$, let $U_{x}$ be an open affine neighbourhood of $x \in X$ such that $f_{1}, f_{2}$ and $h$ are trivial above $U_{x}$, as in lemma 2.2.48. Then $X=\bigcup_{x \in X} U_{x}$ and so $Z=f_{2}^{-1}(X)=f_{2}^{-1}\left(\bigcup_{x \in X} U_{x}\right)=$ $\bigcup_{x \in X} f_{2}^{-1}\left(U_{x}\right)$. Since $f_{2}$ is finite étale, it is in particular affine. Then, by lemma 2.2.10(3), we have that $f_{2}^{-1}\left(U_{x}\right)$ is affine for every $x \in X$. So $\left(f_{2}^{-1}\left(U_{x}\right)\right)_{x \in X}$ is a cover of $Z$ by open affine subsets. Fix $x \in X$ and let $A_{x}$ be a ring such that $U_{x}=\operatorname{Spec}\left(A_{x}\right)$. By the choice of $U_{x}$, there exist finite sets $D_{x}$ and $E_{x}$, isomorphisms of schemes $\alpha_{x}: f_{1}^{-1}\left(U_{x}\right) \rightarrow U_{x} \times D_{x}$ and $\beta_{x}: f_{2}^{-1}\left(U_{x}\right) \rightarrow U_{x} \times E_{x}$ and a map $\varphi_{x}: D_{x} \rightarrow E_{x}$ such that $h_{\left.\right|_{f_{1}^{-1}\left(U_{x}\right)}}=\beta_{x}^{-1} \circ\left(\operatorname{id}_{U_{x}} \times \varphi_{x}\right) \circ \alpha_{x}$. By lemma 2.2.45, we have that $\operatorname{id}_{U_{x}} \times \varphi_{x}$ is finite étale. Moreover, $\alpha_{x}$ and $\beta_{x}^{-1}$ are finite étale because they are isomorphisms (see 2.2.36, together with 2.2.37). Then the composition $h_{\left.\right|_{f_{1}^{-1}\left(U_{x}\right)}}=\beta_{x}^{-1} \circ\left(\operatorname{id}_{U_{x}} \times \varphi_{x}\right) \circ \alpha_{x}$ is finite étale by lemma 2.2.30. Then, by lemma 2.2.10(4), we have that $\left(h_{\left.\right|_{f_{1}^{-1}\left(U_{x}\right)}}\right)^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right)$ is affine and equal to $B_{x}$, where $B_{x}$ is a projective separable $A_{x}$-algebra. But

$$
\left(h_{\left.\right|_{f_{1}^{-1}\left(U_{x}\right)}}\right)^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right)=h^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right) \cap f_{1}^{-1}\left(U_{x}\right)=h^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right),
$$

because $f_{1}^{-1}\left(U_{x}\right)=\left(f_{2} \circ h\right)^{-1}\left(U_{x}\right)=h^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right)$. So $h^{-1}\left(f_{2}^{-1}\left(U_{x}\right)\right)$ is affine and equal to $B_{x}$, where $B_{x}$ is a projective separable $A_{x}$-algebra. Since this holds for any $x \in X$, we have that $h$ is finite étale.
Let now $f_{1}: Y \rightarrow X$ and $f_{2}: Z \rightarrow X$ be arbitrary finite étale coverings. In particular, $f_{1}=f_{2} \circ h$ and $f_{2}$ are affine. Then, by lemma 2.2.50, $h$ is affine. By proposition 2.2.43, there exist two schemes $W_{1}$ and $W_{2}$ with two surjective, finite and locally free morphisms $g_{1}: W_{1} \rightarrow X$ and $g_{2}: W_{2} \rightarrow X$ such that the projections $p_{12}:$ $Y \times_{X} W_{1} \rightarrow W_{1}$ and $p_{22}: Z \times_{X} W_{2} \rightarrow W_{2}$ are totally split. Let $p_{11}: Y \times_{X} W_{1} \rightarrow Y$ and $p_{21}: Z \times_{X} W_{2} \rightarrow Z$ be the other two projections. Then $f_{1} \circ p_{11}=g_{1} \circ p_{12}$ and $f_{2} \circ p_{21}=g_{2} \circ p_{22}$. Define $W:=W_{1} \times_{X} W_{2}$ and let $p_{1}: W=W_{1} \times_{X} W_{2} \rightarrow W_{1}$ and $p_{2}: W=W_{1} \times{ }_{X} W_{2} \rightarrow W_{2}$ be the projections. Define also $g:=g_{1} \circ p_{1}$. Since $g_{1}$ and $g_{2}$ are surjective, finite and locally free, by lemma 2.2.32(1)-(2) we have that $g=g_{1} \circ p_{1}=g_{2} \circ p_{2}$ is also surjective, finite and locally free. Consider also $\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W$, with projections $q_{1}:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow Y \times_{X} W_{1}$ and
$q_{2}:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow W$ (then $\left.p_{12} \circ q_{1}=p_{1} \circ q_{2}\right)$, and $\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$, with projections $q_{1}^{\prime}:\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W \rightarrow Z \times_{X} W_{2}$ and $q_{2}^{\prime}:\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W \rightarrow W$ (then $p_{22} \circ q_{1}^{\prime}=p_{2} \circ q_{2}^{\prime}$ ). By lemma 2.2.41, we have that $q_{2}$ and $q_{2}^{\prime}$ are totally split morphisms. As in remark $2.2 .44(4)$, one can check that $\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$, together with the morphisms $p_{21} \circ q_{1}^{\prime}:\left(Z \times{ }_{X} W_{2}\right) \times_{W_{2}} W \rightarrow Z$ and $q_{2}^{\prime}:\left(Z \times{ }_{X} W_{2}\right) \times_{W_{2}} W \rightarrow W$, is the fibred product of $Z$ and $W$ over $X$. Then, since $g$ is surjective, finite and locally free, we have that $p_{21} \circ q_{1}^{\prime}:\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W \rightarrow Z$ is surjective, finite and locally free by lemma 2.2.28(1),(3) (applied with $g: W \rightarrow X$ instead of $f$ and $f_{2}: Z \rightarrow X$ instead of $g$, so that $p_{21} \circ q_{1}^{\prime}$ plays the role of $\left.p_{2}\right)$. Consider moreover the following diagram.


We have that

$$
f_{2} \circ h \circ p_{11} \circ q_{1}=f_{1} \circ p_{11} \circ q_{1}=g_{1} \circ p_{12} \circ q_{1}=g_{1} \circ p_{1} \circ q_{2}=g \circ q_{2}
$$

So the diagram is commutative. By the universal property of the fibred product, there exists a unique morphism $\eta:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$ such that $p_{21} \circ q_{1}^{\prime} \circ \eta=h \circ p_{11} \circ q_{1}$ and $q_{2}^{\prime} \circ \eta=q_{2}$. Since $q_{2}$ and $q_{2}^{\prime}$ are totally split, the last condition implies that $\eta$ is finite étale, by what we proved above. Consider now $\left(Y \times{ }_{X} W_{1}\right) \times_{W_{1}} W$, together with the morphisms $p_{11} \circ q_{1}:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow Y$ and $\eta:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$. We know that $h \circ\left(p_{11} \circ q_{1}\right)=\left(p_{21} \circ q_{1}^{\prime}\right) \circ \eta$. Let $V$ be a scheme with two morphisms $m_{1}: V \rightarrow Y, m_{2}: V \rightarrow\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$ such that $h \circ m_{1}=p_{21} \circ q_{1}^{\prime} \circ m_{2}$. As in remark 2.2.44(4), one can check that $\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W$, together with the morphisms $p_{11} \circ q_{1}:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow Y$ and $q_{2}:\left(Y \times{ }_{X} W_{1}\right) \times_{W_{1}} W \rightarrow W$, is the fibred product of $Y$ and $W$ over $X$. Consider then the following diagram.


We have that
$g \circ q_{2}^{\prime} \circ m_{2}=g_{2} \circ p_{2} \circ q_{2}^{\prime} \circ m_{2}=g_{2} \circ p_{22} \circ q_{1}^{\prime} \circ m_{2}=f_{2} \circ p_{21} \circ q_{1}^{\prime} \circ m_{2}=f_{2} \circ h \circ m_{1}=f_{1} \circ m_{1}$.
So the diagram is commutative. By the universal property of the fibred product, there exists a unique morphism $m: V \rightarrow\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W$ such that $p_{11} \circ q_{1} \circ m=m_{1}$
and $q_{2} \circ m=q_{2}^{\prime} \circ m_{2}$. We have that

$$
p_{21} \circ q_{1}^{\prime} \circ \eta \circ m=h \circ p_{11} \circ q_{1} \circ m=h \circ m_{1}=p_{21} \circ q_{1}^{\prime} \circ m_{2}
$$

and

$$
p_{22} \circ q_{1}^{\prime} \circ \eta \circ m=p_{2} \circ q_{2}^{\prime} \circ \eta \circ m=p_{2} \circ q_{2} \circ m=p_{2} \circ q_{2}^{\prime} \circ m_{2}=p_{22} \circ q_{1}^{\prime} \circ m_{2}
$$

By uniqueness in the universal property of the fibred product, this implies that $q_{1}^{\prime} \circ \eta \circ m=q_{1}^{\prime} \circ m_{2}$. Moreover, we have that $q_{2}^{\prime} \circ \eta \circ m=q_{2} \circ m=q_{2}^{\prime} \circ m_{2}$. By uniqueness in the universal property of the fibred product, it follows that $\eta \circ m=m_{2}$. We already know that $p_{11} \circ q_{1} \circ m=m_{1}$. Let now $\widetilde{m}: V \rightarrow\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W$ be another morphism of schemes such that $p_{11} \circ q_{1} \circ \widetilde{m}=m_{1}$ and $\eta \circ \widetilde{m}=m_{2}$. Then

$$
q_{2} \circ \widetilde{m}=q_{2}^{\prime} \circ \eta \circ \widetilde{m}=q_{2}^{\prime} \circ m_{2} .
$$

Since we have also that $p_{11} \circ q_{1} \circ \widetilde{m}=m_{1}$, by definition of $m$ we get $\widetilde{m}=m$. This shows that $\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W$, together with the morphisms $p_{11} \circ q_{1}:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow Y$ and $\eta:\left(Y \times_{X} W_{1}\right) \times_{W_{1}} W \rightarrow\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$, is the fibred product of $Y$ and $\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$ over $Z$. We know that $p_{21} \circ q_{1}^{\prime}:\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W \rightarrow Z$ is surjective, finite and locally free and that $\eta$ is finite étale. Then, since $h$ is affine, by proposition 2.2.43 (with $Z$ instead of $X$ and $\left(Z \times_{X} W_{2}\right) \times_{W_{2}} W$ instead of $W$ ) we have that $h$ is finite étale.

Remark 2.2.52. A similar result holds for finite coverings of topological spaces: if $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are finite coverings of a topological space $X$ and $h: Y \rightarrow Z$ is a morphism of coverings from $f$ to $g$, then $h$ is a finite covering of $Z$. Indeed, let $z \in Z$ and consider $x:=g(z) \in X$. By lemma 1.5 of the appendix, there exists an open neighbourhood $U$ of $x$ in $X$ such that $f, g$ and $h$ are trivial above $U$. Then there exist finite discrete topological spaces $D$ and $E$, homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that $p_{U} \circ \alpha=f, q_{U} \circ \beta=g, q_{U} \circ\left(\operatorname{id}_{U} \times \varphi\right)=p_{U}$ and $h_{\left.\right|_{f-1}(U)}=\beta^{-1} \circ\left(\mathrm{id}_{U} \times \varphi\right) \circ \alpha$, where $p_{U}: U \times D \rightarrow U$ and $q_{U}: U \times E$ are the projections on the first factor. Since $g(z)=x \in U$, we have that $z \in g^{-1}(U)$. Then we can consider $\beta(z) \in U \times E$. Let $e \in E$ be such that $\beta(z)=\left(q_{U}(\beta(z)), e\right)=(g(z), e)=(x, e)$ and define $V:=$ $\beta^{-1}(U \times\{e\}) \subseteq g^{-1}(U)$. Since $E$ has the discrete topology, we have that $U \times\{e\}$ is open in $U \times E$. Then, since $\beta$ is continuous, $V$ is open in $g^{-1}(U)$. Since $g$ is continuous and $U$ is open in $X$, we have that $g^{-1}(U)$ is open in $Z$. So $V$ is open in $Z$. Moreover, we have that $\beta(z)=(x, e) \in U \times\{e\}$, so $z \in \beta^{-1}(U \times\{e\})=V$. Then $V$ is an open neighbourhood of $z$ in $Z$. Since $h$ is a morphism of coverings from $f$ to $g$, we have that $f=g \circ h$. Then $h^{-1}(V) \subseteq h^{-1}\left(g^{-1}(U)\right)=f^{-1}(U)$. Since $h_{\left.\right|_{f-1}(U)}=\beta^{-1} \circ\left(\mathrm{id}_{U} \times \varphi\right) \circ \alpha$, we have that

$$
\begin{aligned}
& h^{-1}(V)=\alpha^{-1}\left(\left(\operatorname{id}_{U} \times \varphi\right)^{-1}(\beta(V))\right)= \\
& \quad=\alpha^{-1}\left(\left(\operatorname{id}_{U} \times \varphi\right)^{-1}(U \times\{e\})\right)=\alpha^{-1}\left(U \times \varphi^{-1}(\{e\})\right)
\end{aligned}
$$

(we used the fact that $V=\beta^{-1}(U \times\{e\})$ and that $\beta$ is bijective). Then, restricting $\alpha$ to $h^{-1}(V)$, we get a homeomorphism $\alpha: h^{-1}(V)=\alpha^{-1}\left(U \times \varphi^{-1}(\{e\})\right) \rightarrow U \times$
$\varphi^{-1}(\{e\})$. Consider now $\vartheta: U \rightarrow U \times\{e\}, u \mapsto(u, e)$, which is a continuous bijection. We have that $\vartheta^{-1}=q_{U}: U \times\{e\} \rightarrow U$ is also continuous, so $\vartheta$ is a homeomorphism. Moreover, restricting $\beta$ to $V$, we get a homeomorphism $\beta: V=$ $\beta^{-1}(U \times\{e\}) \rightarrow U \times\{e\}$. Them $\beta^{-1} \circ \vartheta: U \rightarrow V$ is a homeomorphism. It induces a homeomorphism $\left(\beta^{-1} \circ \vartheta\right) \times \operatorname{id}_{\varphi^{-1}(\{e\})}: U \times \varphi^{-1}(\{e\}) \rightarrow V \times \varphi^{-1}(\{e\})$. So the composition $\left(\left(\beta^{-1} \circ \vartheta\right) \times \operatorname{id}_{\varphi^{-1}(\{e\})}\right) \circ \alpha: h^{-1}(V) \rightarrow V \times \varphi^{-1}(\{e\})$ is also a homeomorphism. Denote by $p_{V}: V \times \varphi^{-1}(\{e\}) \rightarrow V$ the projection on the first factor. Then $p_{V} \circ\left(\left(\beta^{-1} \circ \vartheta\right) \times \operatorname{id}_{\varphi^{-1}(\{e\})}\right)=\beta^{-1} \circ \vartheta \circ p_{U}$. So we have that

$$
\begin{aligned}
& p_{V} \circ\left(\left(\left(\beta^{-1} \circ \vartheta\right) \times \operatorname{id}_{\varphi^{-1}(\{e\})}\right) \circ \alpha\right)=\beta^{-1} \circ \vartheta \circ p_{U} \circ \alpha=\beta^{-1} \circ \vartheta \circ f= \\
& \quad=\beta^{-1} \circ \vartheta \circ g \circ h=\beta^{-1} \circ \vartheta \circ q_{U} \circ \beta \circ h=\beta^{-1} \circ \vartheta \circ \vartheta^{-1} \circ \beta \circ h=h
\end{aligned}
$$

(we applied the fact that $h\left(h^{-1}(V)\right) \subseteq V \subseteq g^{-1}(V)$ and that on $g^{1}(V)$ we have $\left.g=q_{U} \circ \beta\right)$. This shows that $h: h^{-1}(V) \rightarrow V$ is a trivial covering. Moreover, it is finite, because $\varphi^{-1}(\{e\}) \subseteq D$ is finite. Hence $h$ is a finite covering of $Z$.
Notice that the lemma $1.7(1)$ of the appendix is now a consequence of this remark, together with remark 2.2.27. Notice also that, with this remark, we can give an alternative proof of the existence of the fibred product in the category $\mathbf{C o v}_{X}$, for a given topological space $X$ (this is the same approach that we will use in order to prove the existence of the fibred product in the category $\mathbf{F E t}_{X}$, for any scheme $X$; see lemma 2.2.54). Indeed, if $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X$ and $g: Z \rightarrow X$ are finite coverings of $X$, with morphisms of coverings $h_{1}: Y_{1} \rightarrow Z$ and $h_{2}: Y_{2} \rightarrow Z$, then $h_{1}$ and $h_{2}$ are finite coverings of $Z$ and so, by remark 2.2.33, $h_{1} \circ p_{1}=h_{2} \circ$ $p_{2}: Y_{1} \times_{Z} Y_{2} \rightarrow Z$ is also a finite covering of $Z$, where $p_{1}: Y_{1} \times_{Z} Y_{2} \rightarrow Y_{1}$ and $p_{2}: Y_{1} \times{ }_{Z} Y_{2} \rightarrow Y_{2}$ are the two projections. Then, by remark 2.2.31, the composition $g \circ h_{1} \circ p_{1}=f_{1} \circ p_{1}: Y_{1} \times_{Z} Y_{2} \rightarrow X$ is a finite covering of $X$. One can show that $f_{1} \circ p_{1}$ is the fibred product of $f_{1}$ and $f_{2}$ over $g$ in $\mathbf{C o v}_{X}$ in the same way as we did in the proof of (G1) in the proposition 1.8 of the appendix.

Lemma 2.2.53. Let $X, Y$ and $Z$ be schemes and let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite étale coverings of $X$. A morphism of coverings $h: Y \rightarrow Z$ from $f$ to $g$ is an epimorphism in $\mathbf{F E} \mathbf{t}_{X}$ if and only if it is surjective.

Proof. Assume that $h$ is an epimorphism in $\mathbf{F E t}_{X}$. By lemma 2.2.51, $h$ is finite étale. Then, by corollary 2.2 .26 , we have that $h(Y)=\{z \in \operatorname{sp}(Z) \mid[Y: Z](z) \geq 1\}$ is open and closed in $Z$. Define $Z^{\prime}:=Z \backslash h(Y)$. Then $h(Y)$ and $Z^{\prime}$ are both open subschemes of $Z$ and $Z=h(Y) \amalg Z^{\prime}$. Consider the restrictions $g^{\prime \prime}:=g_{\left.\right|_{h(Y)}}: h(Y) \rightarrow X$ and $g^{\prime}:=g_{\left.\right|_{Y^{\prime}}}: Y^{\prime} \rightarrow X$. Since $g$ is finite étale, by lemma 2.2.18(3) we have that $g^{\prime}$ and $g^{\prime \prime}$ are also finite étale. Consider now $h(Y) \amalg Z^{\prime} \amalg Z^{\prime}$ and let $\widetilde{g}: h(Y) \amalg Z^{\prime} \amalg Z^{\prime} \rightarrow X$ be the morphism obtained by gluing $g^{\prime \prime}$ and twice $g^{\prime}$. Applying again lemma 2.2.18(3), we get that $\widetilde{g}$ is finite étale. Then $\widetilde{g}$ is an element of $\operatorname{Cov}_{X}$. Let $\iota^{\prime \prime}: h(Y) \rightarrow$ $h(Y) \amalg Z^{\prime} \amalg Z^{\prime}, \iota_{1}^{\prime}: Z^{\prime} \rightarrow h(Y) \amalg Z^{\prime} \amalg Z^{\prime}$ and $\iota_{2}^{\prime}: Z^{\prime} \rightarrow h(Y) \amalg Z^{\prime} \amalg Z^{\prime}$ be the canonical inclusions. Then, by definition of $\widetilde{g}$, we have that $\widetilde{g} \circ \iota^{\prime \prime}=g^{\prime \prime}$ and $\widetilde{g} \circ \iota_{1}^{\prime}=g^{\prime}=\widetilde{g} \circ \iota_{2}^{\prime}$. Gluing $\iota^{\prime \prime}$ and $\iota_{1}^{\prime}$, we get a morphism of schemes $m_{1}: h(Y) \amalg Z^{\prime}=Z \rightarrow h(Y) \amalg Z^{\prime} \amalg Z^{\prime}$. We have that

$$
\left(\widetilde{g} \circ m_{1}\right)_{\left.\right|_{h(Y)}}=\widetilde{g} \circ \iota^{\prime \prime}=g^{\prime \prime}=g_{\left.\right|_{h(Y)}}
$$

and

$$
\left(\widetilde{g} \circ m_{1}\right)_{\left.\right|_{Y^{\prime}}}=\widetilde{g} \circ \iota_{1}^{\prime}=g^{\prime}=g_{\left.\right|_{Y^{\prime}}} .
$$

So $\widetilde{g} \circ m_{1}=g$, which means that $m_{1}$ is a morphism of coverings from $g$ to $\widetilde{g}$. Analogously, gluing $\iota^{\prime \prime}$ and $\iota_{2}^{\prime}$, we get a morphism of schemes $m_{2}: h(Y) \amalg Z^{\prime}=Z \rightarrow$ $h(Y) \amalg Z^{\prime} \amalg Z^{\prime}$ and we have that

$$
\left(\widetilde{g} \circ m_{2}\right)_{\ln _{(Y)}}=\tilde{g} \circ \iota^{\prime \prime}=g^{\prime \prime}=g_{\left.\right|_{h(Y)}}
$$

and

$$
\left(\widetilde{g} \circ m_{2}\right)_{Y_{Y^{\prime}}}=\widetilde{g} \circ \iota_{2}^{\prime}=g^{\prime}=g_{\left.\right|_{Y^{\prime}}} .
$$

So $\widetilde{g} \circ m_{2}=g$, which means that $m_{2}$ is a morphism of coverings from $g$ to $\widetilde{g}$. Now we have that

$$
m_{1} \circ h=\left(m_{1}\right)_{\left.\right|_{h(Y)}} \circ h=\iota^{\prime \prime} \circ h=\left(m_{2}\right)_{l_{h(Y)}} \circ h=m_{2} \circ h .
$$

Since $h$ is an epimorphism in $\mathbf{F E t}_{X}$, this implies that $m_{1}=m_{2}$. Then $\iota_{1}^{\prime}=\left(m_{1}\right)_{Z_{Z^{\prime}}}=$ $\left(m_{2}\right)_{Z^{\prime}}=\iota_{2}^{\prime}$, which is possible only if $Z^{\prime}=\emptyset$. Then, since $Z^{\prime}=Z \backslash h(Y)$, we have that $h(Y)=Z$, i.e. $h$ is surjective.
Conversely, assume that $h$ is surjective and let $W$ be a scheme with a finite étale covering $l: W \rightarrow X$ and two morphism of coverings $m_{1}, m_{2}: Z \rightarrow W$ from $g$ to $l$ such that $m_{1} \circ h=m_{2} \circ h$. Let $z \in Z$ and consider $x:=g(z) \in X$. By definition of scheme, there exists an open affine subset $U=\operatorname{Spec}(A)$ of $X$ such that $x \in U$. Since $g(z)=x \in U$, we have that $z \in g^{-1}(U)$. Moreover, $g^{-1}(U)$ is open in $Z$, because $U$ is open in $X$ and $g$ is continuous. So $g^{-1}(U)$ is an open neighbourhood of $z$ in $Z$. Since $f, g$ and $l$ are finite étale, they are in particular affine. Then, by lemma 2.2.10(1) we have that $f^{-1}(U), g^{-1}(U)$ and $l^{-1}(U)$ are all affine. Let $B, C$ and $D$ be rings such that $f^{-1}(U)=\operatorname{Spec}(B), g^{-1}(U)=\operatorname{Spec}(C)$ and $l^{-1}(U)=\operatorname{Spec}(D)$. Since $m_{1}$ and $m_{2}$ are morphisms of coverings from $g$ to $l$, we have that $l \circ m_{1}=g=l \circ m_{2}$. Then $g^{-1}(U)=\left(l \circ m_{1}\right)^{-1}(U)=m_{1}^{-1}\left(l^{-1}(U)\right)$, which implies that $m_{1}\left(g^{-1}(U)\right) \subseteq l^{-1}(U)$, and $g^{-1}(U)=\left(l \circ m_{2}\right)^{-1}(U)=m_{2}^{-1}\left(l^{-1}(U)\right)$, which implies that $m_{2}\left(g^{-1}(U)\right) \subseteq l^{-1}(U)$. So, restricting $m_{1}$ and $m_{2}$ to $g^{-1}(U)$, we get two morphisms of schemes from $g^{-1}(U)=\operatorname{Spec}(C)$ to $l^{-1}(U)=\operatorname{Spec}(D)$. Let $m_{1}^{\#}, m_{2}^{\#}: D \rightarrow C$ be the corresponding ring homomorphisms. Analogously, since $h$ is a morphism of coverings from $f$ to $g$, we have that $f=g \circ h$ and so $f^{-1}(U)=(g \circ h)^{-1}(U)=h^{-1}\left(g^{-1}(U)\right)$, which implies that $h\left(f^{-1}(U)\right) \subseteq g^{-1}(U)$. So, restricting $h$ to $f^{-1}(U)$, we get a morphism of schemes from $f^{-1}(U)=\operatorname{Spec}(B)$ to $g^{-1}(U)=\operatorname{Spec}(C)$. Consider the corresponding ring homomorphism $h^{\#}: C \rightarrow D$. Since $m_{1} \circ h=m_{2} \circ h$, we have that $h^{\#} \circ m_{1}^{\#}=h^{\#} \circ m_{2}^{\#}$. By lemma 2.2.51, we have that $h$ is finite étale. Then, $\operatorname{since} \operatorname{Spec}(B)=f^{-1}(U)=h^{-1}\left(g^{-1}(U)\right)=h^{-1}(\operatorname{Spec}(C))$, we have that $B$ is a projective separable $C$-algebra (with the $C$-algebra structure induced by $\left.h^{\#}\right)$. In particular, $B$ is a finite projective $C$-algebra. By assumption $h$ is surjective, so $[Y: Z] \geq 1$ by lemma 2.2.15(3). By definition of degree, we have that $[Y: Z]_{g^{-1}(U)}=d_{g^{-1}(U)}=[B: C]$ (see lemma 2.2.12). So $[B: C] \geq 1$, which by lemma 2.1.58(1) implies that $h^{\#}$ is injective. Then $h^{\#}$ is a monomorphism of sets (example 1.1.3(6); notice that in that proof we did not use the finiteness of the
involved sets). Now from $h^{\#} \circ m_{1}^{\#}=h^{\#} \circ m_{2}^{\#}$ it follows that $m_{1}^{\#}=m_{2}^{\#}$ and so also the corresponding morphisms of schemes coincide, i.e. $\left(m_{1}\right)_{\left.\right|_{g^{-1}(U)}}=\left(m_{2}\right)_{\left.\right|_{g^{-1}(U)}}$. So we have proved that, for any $z \in Z$, there exists an open neighbourhood $V$ of $z$ in $Z$ such that $\left(m_{1}\right)_{\left.\right|_{V}}=\left(m_{2}\right)_{\left.\right|_{V}}$. This implies that $m_{1}=m_{2}$. Hence $h$ is an epimorphism.

Lemma 2.2.54. Let $X, Y_{1}, Y_{2}$ and $Z$ be schemes, $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X$ and $g: Z \rightarrow X$ finite étale coverings of $X$ and $h_{1}: Y_{1} \rightarrow Z, h_{2}: Y_{2} \rightarrow Z$ two morphisms of coverings. Consider the fibred product $Y_{1} \times{ }_{Z} Y_{2}$, with projections $p_{1}: Y_{1} \times{ }_{Z} Y_{2} \rightarrow Y_{1}$ and $p_{2}: Y_{1} \times{ }_{Z} Y_{2} \rightarrow Y_{2}$. Define $f:=f_{1} \circ p_{1}: Y_{1} \times{ }_{Z} Y_{2} \rightarrow X$. Then $f$ is a finite étale covering of $X$ and it is the fibred product of $f_{1}$ and $f_{2}$ over $g$ in $\mathbf{F E t} \mathbf{t}_{X}$.

Proof. By lemma 2.2.51, we have that $h_{1}$ and $h_{2}$ are finite étale. Then, by lemma 2.2.32(3), we have that $h_{1} \circ p_{1}=h_{2} \circ p_{2}: Y_{1} \times_{Z} Y_{2} \rightarrow Z$ is finite étale. Since $h_{1}$ is a morphism of coverings from $f_{1}$ to $g$, we have that $f_{1}=g \circ h_{1}$. Then $f=$ $f_{1} \circ p_{1}=g \circ h_{1} \circ p_{1}$. By lemma 2.2.30, it follows that $f$ is finite étale, because $g$ and $h_{1} \circ p_{1}$ are finite étale. So $f: Y_{1} \times_{Z} Y_{2} \rightarrow X$ is an object of $\mathbf{F E t}_{X}$. Since $f=f_{1} \circ p_{1}$, we have that $p_{1}$ is a morphism of coverings from $f$ to $f_{1}$. Moreover, since $h_{2}$ is a morphism of coverings from $f_{2}$ to $g$, we have that $f_{2}=g \circ h_{2}$ and so $f=g \circ h_{1} \circ p_{1}=g \circ h_{2} \circ p_{2}=f_{2} \circ p_{2}$. This shows that $p_{2}$ is a morphism of coverings from $f$ to $f_{2}$. We already know that $h_{1} \circ p_{1}=h_{2} \circ p_{2}$ (by definition of fibred product). Let now $W$ be a scheme and $l: W \rightarrow X$ a finite étale covering of $X$, with two morphisms of coverings $m_{1}: W \rightarrow Y_{1}, m_{2}: W \rightarrow Y_{2}$ such that $h_{1} \circ m_{1}=h_{2} \circ m_{2}$. By the universal property of the fibred product in the category of schemes, there exist a unique morphism of schemes $m: W \rightarrow Y_{1} \times_{Z} Y_{2}$ such that $m_{1}=p_{1} \circ m$ and $m_{2}=p_{2} \circ m$. Since $m_{1}$ is a morphism of coverings from $l$ to $f_{1}$, we have that $l=f_{1} \circ m_{1}$ and then $f \circ m=f_{1} \circ p_{1} \circ m=f_{1} \circ m_{1}=l$. So $m$ is a morphism of coverings from $l$ to $f$. This ends the proof.

Lemma 2.2.55. Let $X$ and $Y$ be schemes, $f: X \rightarrow Y$ a morphism of schemes. If $f(X)$ is open in $Y$ and $f: X \rightarrow f(X)$ is an isomorphism of schemes, then $f$ is a monomorphism in the category Sch of all schemes.

Proof. Notice that, since $f(X)$ is open, it has a natural subscheme structure and we can see $f$ as a morphism of schemes from $X$ to $f(X)$. Since $f: X \rightarrow f(X)$ is an isomorphism, we can consider the inverse morphism $f^{-1}: f(X) \rightarrow X$. Let now $Z$ be a scheme with two morphisms $g, h: Z \rightarrow X$ such that $f \circ g=f \circ h$. Since $(f \circ g)(Z)=(f \circ h)(Z) \subseteq f(X)$, we can see $f \circ g=f \circ h$ as a morphism from $Z$ to $f(X)$. Then we can compose it with $f^{-1}$ and get

$$
g=f^{-1} \circ f \circ g=f^{-1} \circ f \circ h=h .
$$

This proves that $h$ is a monomorphism in Sch.
Lemma 2.2.56. Let $X, Y$ and $Z$ be schemes and let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite étale coverings of $X$. A morphism of coverings $h: Y \rightarrow Z$ from $f$ to $g$ is an monomorphism in $\mathbf{F E t}_{X}$ if and only if $h: Y \rightarrow h(Y)$ is an isomorphism of schemes.

Proof. First of all, notice that, by lemma 2.2.51, $h$ is finite étale. Then, by corollary 2.2.26, we have that $h(Y)=\{z \in \operatorname{sp}(Z) \mid[Y: Z](z) \geq 1\}$ is open and closed in $Z$. In particular, since $h(Y)$ is open in $Z$, it has a natural subscheme structure and $h: Y \rightarrow h(Y)$ is a morphism of scheme.
Assume now that $h: Y \rightarrow h(Y)$ is an isomorphism of schemes. Then, by lemma 2.2.55, we have that $h$ is a monomorphism in Sch. Let $W$ be a scheme with a finite étale covering $l: W \rightarrow X$ and two morphism of coverings $m_{1}, m_{2}: W \rightarrow Y$ from $l$ to $f$ such that $h \circ m_{1}=h \circ m_{2}$. In particular, $m_{1}$ and $m_{2}$ are morphisms of schemes. Then, since $h$ is a monomorphism of schemes, we must have $m_{1}=m_{2}$. This proves that $h$ is a monomorphism in $\mathbf{F E t}{ }_{X}$
Conversely, assume that $h$ is a monomorphism in $\mathbf{F E t}_{X}$. Consider the fibred product $Y \times{ }_{Z} Y$, with projections $p_{1}: Y \times_{Z} Y \rightarrow Y$ and $p_{2}: Y \times{ }_{Z} Y \rightarrow Y$. By lemma 2.2.54, we have that $f \circ p_{1}: Y \times_{Z} Y \rightarrow X$, together with the projections $p_{1}$ and $p_{2}$, is the fibred product of $f$ with itself over $g$ in $\mathbf{F E t}_{X}$. Then, since $h$ is a monomorphism in $\mathbf{F E t}_{X}$, by lemma 1.2.9 we have that $p_{1}: Y \times_{Z} Y \rightarrow Y$ is an isomorphism in $\mathbf{F E t}_{X}$ (notice that the only axiom that we used to prove that lemma was the existence of fibred products). In particular, $p_{1}$ is an isomorphism of schemes. Let $z \in Z$ and consider $x:=g(z) \in X$. By definition of scheme, there exists an open affine subset $U=\operatorname{Spec}(A)$ of $X$ such that $x \in U$. Then $z \in g^{-1}(U)$. Since $f$ and $g$ are finite étale, they are in particular affine. Then, by lemma 2.2.10(1), we have that $f^{-1}(U)$ and $g^{-1}(U)$ are both affine. Let $B$ and $C$ be rings such that $f^{-1}(U)=\operatorname{Spec}(B)$ and $g^{-1}(U)=\operatorname{Spec}(C)$. Since $h$ is a morphism of coverings, we have that $f=g \circ h$ and so $\operatorname{Spec}(B)=f^{-1}(U)=(g \circ h)^{-1}(U)=h^{-1}\left(g^{-1}(U)\right)=h^{-1}(\operatorname{Spec}(C))$. Since $h$ is finite étale, this implies that $B$ is a projective separable $C$-algebra. In particular, it is a finite projective $C$-algebra. Consider now $p_{1}^{-1}\left(f^{-1}(U)\right) \subseteq Y \times_{Z} Y$. As in the proof of lemma 2.2.34, we have that

$$
\begin{aligned}
& p_{1}^{-1}\left(f^{-1}(U)\right)=p_{1}^{-1}\left(h^{-1}\left(g^{-1}(U)\right)\right)=h^{-1}\left(g^{-1}(U)\right) \times_{g^{-1}(U)} h^{-1}\left(g^{-1}(U)\right)= \\
& \quad=f^{-1}(U) \times_{g^{-1}(U)} f^{-1}(U)=\operatorname{Spec}(B) \times_{\operatorname{Spec}(C)} \operatorname{Spec}(B)=\operatorname{Spec}\left(B \otimes_{C} B\right) .
\end{aligned}
$$

Since $p_{1}$ is an isomorphism, its restriction $p_{1}: p_{1}^{-1}\left(f^{-1}(U)\right)=\operatorname{Spec}\left(B \otimes_{C} B\right) \rightarrow$ $f^{-1}(U)=\operatorname{Spec}(B)$ is also an isomorphism. Then the corresponding ring homomorphism $p_{1}^{\#}: B \rightarrow B \otimes_{C} B$ is also an isomorphism. But $p_{1}^{\#}$ is defined by $p_{1}^{\#}(x)=x \otimes 1$ for any $x \in B$. Let $m: B \otimes_{C} B \rightarrow B, x \otimes y \mapsto x y$, extended by linearity, as in lemma 2.1.58(2). We have that $\left(m \circ p_{1}^{\#}\right)(x)=m(x \otimes 1)=x \cdot 1=x=\operatorname{id}_{B}(x)$ for any $x \in B$. So $m \circ p_{1}^{\#}=\operatorname{id}_{B}$. Since $p_{1}^{\#}$ is invertible, this implies that $m=\left(p_{1}^{\#}\right)^{-1}$. In particular, $m$ is invertible and so it is an isomorphism of $C$-algebras. By lemma 2.1.58(2), it follows that $[B: C] \leq 1$. Then, by definition of degree (see lemma 2.2.12), we have that

$$
[Y: Z](z)=d_{g^{-1}(U)}(z)=[B: C](z) \leq 1,
$$

because $z \in g^{-1}(U)=\operatorname{Spec}(C)$. This shows that $[Y: Z] \leq 1$. We have that $Y=h^{-1}(h(Y))$ and then, by lemma 2.2.22, $h: Y=h^{-1}(h(Y)) \rightarrow h(Y)$ is finite étale, with degree $[Y: h(Y)]=[Y: Z]_{h_{(Y)}}$. Since $h(Y)=\{z \in \operatorname{sp}(Z) \mid[Y: Z](z) \geq 1\}$, we have that $[Y: Z]_{l_{(Y)}} \geq 1$. But we have proved that $[Y: Z] \leq 1$, so $[Y: Z]_{\left.\right|_{h(Y)}} \leq 1$. Then $[Y: h(Y)]=[Y: Z]_{l_{(Y)}}=1$. By lemma 2.2.15(2), $h: Y \rightarrow h(Y)$ is an isomorphism.

## CHAPTER 2. GALOIS THEORY FOR SCHEMES

We omit the proof of the following two results, which can be found in [1],5.18-21. We just mention that the main idea is to show that, for any scheme $X$, quotients by finite groups of automorphisms exist in the category $\mathbf{A f f}_{X}$ whose objects are affine morphisms $Y \rightarrow X$ and whose morphisms are defined in an analogous way to morphisms of finite étale coverings (i.e., if $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are affine morphisms, a morphism between them is a morphism of schemes $h: Y \rightarrow Z$ such that $f=g \circ h$ ) and then to prove that the full subcategory $\mathbf{F E t}_{X}$ is closed with respect to quotients.

Proposition 2.2.57. For any scheme $X$, quotients by finite groups of automorphisms exist in $\mathbf{F E t}{ }_{X}$.

Lemma 2.2.58. Let $X, Y$ and $Z$ be schemes, $f: Y \rightarrow X$ a finite étale morphism, $G$ a finite group of automorphisms of $f$ in $\mathbf{F E t}_{X}$ and $g: Z \rightarrow X$ any morphism of schemes. Then $\left(Y \times_{X} Z\right) / G \cong(Y / G) \times_{X} Z$ in $\mathbf{F E t}{ }_{Z}$.

### 2.3 The main theorem of Galois theory for schemes

We want now to define a functor $\mathbf{F E t}_{X} \rightarrow$ sets, which will be the fundamental functor of our Galois category. We will actually have many fundamental functors, one for each geometric point of $X$. Recall the following definition.

Definition 2.3.1. Let $X$ be a scheme. A geometric point of $X$ is a morphism of schemes $x: \operatorname{Spec}(\Omega) \rightarrow X$, where $\Omega$ is an algebraically closed field.

Remark 2.3.2. If $X$ is a scheme and $a \in \operatorname{sp}(X)$, then we can define a geometric point of $X$ as follows. Let $\kappa(a)=\mathcal{O}_{X, a} / \mathfrak{m}_{X, a}$ be the residue field at $a$ and let $\Omega$ be an algebraic closure of $\kappa(a)$. So $\Omega$ is algebraically closed and $\kappa(a) \subseteq \Omega$. Consider the map $x: \operatorname{Spec}(\Omega) \rightarrow \operatorname{sp}(X), 0 \mapsto a$, which is continuous because it is constant. Let $U$ be an open subset of $X$. If $a \notin U$, then $x_{*} \mathcal{O}_{\text {Spec }(\Omega)}(U)=\mathcal{O}_{\text {Spec }(\Omega)}\left(x^{-1}(U)\right)=\mathcal{O}_{\text {Spec }(\Omega)}(\emptyset)=$ 0 . Then we define $x^{\#}: \mathcal{O}_{X}(U) \rightarrow x_{*} \mathcal{O}_{\text {Spec }(\Omega)}(U)=0$ to be the zero map. If instead $a \in U$, then $x_{*} \mathcal{O}_{\text {Spec }(\Omega)}(U)=\mathcal{O}_{\operatorname{Spec}(\Omega)}\left(x^{-1}(U)\right)=\mathcal{O}_{\operatorname{Spec}(\Omega)}(\operatorname{Spec}(\Omega))=\Omega$. We have a natural ring homomorphism $\mathcal{O}_{X}(U) \rightarrow \mathcal{O}_{X, a}$, which composed with the canonical projection $\mathcal{O}_{X, a} \rightarrow \kappa(a)=\mathcal{O}_{X, a} / \mathfrak{m}_{X, a}$ gives a ring homomorphism $\mathcal{O}_{X}(U) \rightarrow \kappa(a)$. Since $\kappa(a) \subseteq \Omega$, we can define $x^{\#}: \mathcal{O}_{X}(U) \rightarrow x_{*} \mathcal{O}_{\text {Spec }(\Omega)}(U)=\Omega$. It is immediate to check that these definitions give a morphism of schemes $x: \operatorname{Spec}(\Omega) \rightarrow X$.
So any non-empty scheme has at least one geometric point. In particular this is true for any connected scheme (recall that we do not consider the empy scheme as a connected scheme).

Given a geometric point $x: \operatorname{Spec}(\Omega) \rightarrow X$, we associate to any finite étale covering of $X$ the set of morphisms from $x$ to $f$ in $\operatorname{Sch}_{X}$, i.e. $\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)=\{y$ : $\operatorname{Spec}(\Omega) \rightarrow Y \mid f \circ y=x\}$. It is however not clear that this is a finite set. In order to prove this, we start with the case when $X=\operatorname{Spec}(\Omega)$ and $x=\operatorname{id}_{\operatorname{Spec}(\Omega)}$. We need an algebraic preparation.

Lemma 2.3.3. Let $K$ be a field and $A$ a finite-dimensional $K$-algebra. Then there exist $n \in \mathbb{Z}_{\geq 0}$ and some local $K$-algebras $A_{1}, \ldots, A_{n}$ with nilpotent maximal ideals such that $A \cong \prod_{i=1}^{n} A_{i}$.

Proof. Let $\mathfrak{p}$ be a prime ideal of $A$. We have that $A / \mathfrak{p}$ has an induced $K$-algebra structure and, since $A$ is finite-dimensional, $A / \mathfrak{p}$ is also finite dimensional (it is generated by $\left(a_{1}+\mathfrak{p}, \ldots, a_{n}+\mathfrak{p}\right)$, if $\left(a_{1}, \ldots, a_{n}\right)$ generates $A$ over $\left.K\right)$. Let $x \in$ $(A / \mathfrak{p}) \backslash\{0\}$ and consider the map $m_{x}: A_{\mathfrak{p}} \rightarrow A_{\mathfrak{p}}, y \mapsto x y$, which is $K$-linear. Let $y \in \operatorname{Ker}\left(m_{x}\right)$, i.e. $\quad x y=m_{x}(y)=0$. Since $\mathfrak{p}$ is prime, $A / \mathfrak{p}$ is an integral domain. Then we must have $y=0$. So $\operatorname{Ker}\left(m_{x}\right)=0$, i.e. $m_{x}$ is injective. Since $A / \mathfrak{p}$ is finite dimensional, $m_{x}$ is also surjective. Then there exists $y \in A / \mathfrak{p}$ such that $x y=1$. So $x$ is a unit of $A / \mathfrak{p}$ and, since this holds for any $x \in A / \mathfrak{p} \backslash\{0\}$, we have that $A / \mathfrak{p}$ is a field. Then $\mathfrak{p}$ is a maximal ideal. This shows that any prime ideal of $A$ is maximal. Let now $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{n}$ be pairwise distinct maximal ideals of $A$. Then $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{n}$ are coprime with each other. By the Chinese remainder theorem, the ring homomorphism $A \rightarrow \prod_{i=1}^{n} A / \mathfrak{m}_{i}, a \mapsto\left(a+\mathfrak{m}_{1}, \ldots, a+\mathfrak{m}_{n}\right)$ is surjective. This ring homomorphism is also $K$-linear, if we consider the induced $K$-algebra structure on $A / \mathfrak{m}_{i}$ for any $i=1, \ldots, n$. Then we have that

$$
\operatorname{dim}_{K}(A) \geq \operatorname{dim}_{K}\left(\prod_{i=1}^{n} A / \mathfrak{m}_{i}\right)=\sum_{i=1}^{n} \operatorname{dim}_{K}\left(A / \mathfrak{m}_{i}\right) \geq \sum_{i=1}^{n} 1=n .
$$

(we used the fact that, for any $i=1, \ldots, n, A / \mathfrak{m}_{i} \neq 0$, because any maximal ideal is proper, and so $\operatorname{dim}_{K}\left(A / \mathfrak{m}_{i}\right) \geq 1$. So the number of distinct maximal ideals is bounded by $\operatorname{dim}_{K}(A)$. In particular, $A$ has finitely many maximal ideals. Let $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{n}$ be all the distinct maximal ideals of $A$ and consider their intersection $\bigcap_{i=1}^{n} \mathfrak{m}_{i}$. Since any prime ideal is maximal, we have that $\bigcap_{i=1}^{n} \mathfrak{m}_{i}=\bigcap_{\mathfrak{p} \text { prime }} \mathfrak{p}=\sqrt{0}$. Since $A$ is finite-dimensional, it is also finitely generated as a $K$-algebra. Then $A \cong K\left[x_{1}, \ldots, x_{t}\right] / I$ as $K$-algebras, for a $t \in \mathbb{Z}_{\geq 0}$ and an ideal $I$ of $K\left[x_{1}, \ldots, x_{t}\right]$. Since $K$ is a field, it is noetherian. Then, by Hilbert's basis theorem, $K\left[x_{1}, \ldots, x_{n}\right]$ is noetherian and so the quotient $A \cong K\left[x_{1}, \ldots, x_{t}\right] / I$ is noetherian. It follows that $\sqrt{0}$ is finitely generated as an $A$-module. Let $\left(b_{1}, \ldots, b_{k}\right)$ be generators of $\sqrt{0}$ over $A$. For any $i=1, \ldots, k$, by definition of nilradical, there exists $m_{i} \geq 1$ such that $b_{i}^{m_{i}}=0$. Let $m:=\sum_{i=1}^{k} m_{i}$. For any $x \in \sqrt{0}$, there exist $a_{1}, \ldots, a_{k} \in A$ such that $x=\sum_{i=1}^{k} a_{i} b_{i}$. Then $x^{m}=\left(\sum_{i=1}^{k} a_{i} b_{i}\right)^{m}=\sum_{\substack{\alpha_{1}+\cdots+\alpha_{k}=m \\ \alpha_{1}, \ldots, \alpha_{k} \geq 0}}\binom{m}{\alpha_{1}, \ldots, \alpha_{k}} \prod_{i=1}^{k}\left(a_{i} b_{i}\right)^{\alpha_{i}}$. For any $\alpha_{1}, \ldots, \alpha_{k} \geq 0$ such that $\alpha_{1}+\cdots+\alpha_{k}=m$, there exists $i_{0} \in\{1, \ldots, k\}$ such that $\alpha_{i_{0}} \geq m_{i_{0}}$ and so $b_{i_{0}}^{\alpha_{i}}=0$. Then $\prod_{i=1}^{k}\left(a_{i} b_{i}\right)^{\alpha_{i}}=0$, for any $\alpha_{1}, \ldots, \alpha_{k} \geq 0$ such that $\alpha_{1}+\cdots+\alpha_{k}=m$. This implies that $x^{m}=0$. So $\sqrt{0}^{m}=0$. Then we have that

$$
0=\sqrt{0}^{m}=\left(\bigcap_{i=1}^{n} \mathfrak{m}_{i}\right)^{m} \supseteq \bigcap_{i=1}^{n} \mathfrak{m}_{i}^{m} \supseteq \prod_{i=1}^{n} \mathfrak{m}_{i}^{m},
$$

which implies that $\prod_{i=1}^{n} \mathfrak{m}_{i}^{m}=0$. We claim that $\mathfrak{m}_{1}^{m}, \ldots, \mathfrak{m}_{n}^{m}$ are pairwise coprime. If $\mathfrak{m}_{i}^{m}+\mathfrak{m}_{j}^{m}$ is a proper ideal of $A$, for some $i, j \in\{1, \ldots, n\}$, there would exist a maximal ideal $\mathfrak{m}$ of $A$ such that $\mathfrak{m}_{i}^{m}+\mathfrak{m}_{j}^{m} \subseteq \mathfrak{m}$. Then $\mathfrak{m}_{i}^{m} \subseteq \mathfrak{m}$ and $\mathfrak{m}_{j}^{m} \subseteq \mathfrak{m}$. Since $\mathfrak{m}$ is maximal, it is in particular prime. Then we must have $\mathfrak{m}_{i} \subseteq \mathfrak{m}$ and $\mathfrak{m}_{j} \subseteq \mathfrak{m}$. Since $\mathfrak{m}_{i}$ and $\mathfrak{m}_{j}$ are maximal, this implies that $\mathfrak{m}_{i}=\mathfrak{m}=\mathfrak{m}_{j}$ and so $i=j$. So $\mathfrak{m}_{1}^{m}, \ldots, \mathfrak{m}_{n}^{m}$ are pairwise coprime. Then, by the Chinese remainder theorem, the ring homomorphism $A \rightarrow \prod_{i=1}^{n} A / \mathfrak{m}_{i}^{m}, a \mapsto\left(a+\mathfrak{m}_{1}^{m}, \ldots, a+\mathfrak{m}_{n}^{m}\right)$ is
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an isomorphism. This ring isomorphism is also $K$-linear, if we consider the induced $K$-algebra structure on $A / \mathfrak{m}_{i}^{m}$ for any $i=1, \ldots, n$. Then, if we define $A_{i}:=A / \mathfrak{m}_{i}^{m}$ for any $i=1, \ldots, n$, we have that $A \cong \prod_{i=1}^{n} A_{i}$ as $K$-algebras. Moreover, for any $i=1, \ldots, n$, we have that $\mathfrak{m}_{i}$ is the unique maximal ideal of $A$ that contains $\mathfrak{m}_{i}^{m}$ (because any maximal ideal is prime and so if $\mathfrak{m}_{i}^{m} \subseteq \mathfrak{m}_{j}$ we must have $\mathfrak{m}_{i} \subseteq \mathfrak{m}_{j}$, which implies that $\mathfrak{m}_{i}=\mathfrak{m}_{j}$ by maximality) and so, by the correspondence theorem for ideals, $\mathfrak{m}_{i} / \mathfrak{m}_{i}^{m}$ is the unique maximal ideal of $A / \mathfrak{m}_{i}^{m}=A_{i}$. Moreover, it is a nilpotent ideal, because $\left(\mathfrak{m}_{i} / \mathfrak{m}_{i}^{m}\right)^{m}=\mathfrak{m}_{i}^{m} / \mathfrak{m}_{i}^{m}=0$.

Lemma 2.3.4. Let $\Omega$ be an algebraically closed field and $A$ a projective separable $\Omega$-algebra ( $A$ is actually free, because all vector spaces are free). Then $A \cong \Omega^{n}$ as $\Omega$-algebras, for some $n \in \mathbb{Z}_{\geq 0}$.

Proof. Since $A$ is projective separable, it is in particular finitely generated as an $\Omega$-vector space. Then, by lemma 2.3.3, we have that $A \cong \prod_{i=1}^{n} A_{i}$ as $A$-algebras, for some local $K$-algebras $A_{1}, \ldots, A_{n}$ with nilpotent maximal ideals (and $n \in \mathbb{Z}_{\geq 0}$ ). Then it is enough to show that $A_{i}=\Omega$, for any $i=1, \ldots, n$. Since $A$ is projective separable, by lemma 2.1.64 we have that $A_{i}$ is projective separable for every $i=$ $1, \ldots, n$. Fix $i \in\{1, \ldots, n\}$ and let $\varphi_{i}: A_{i} \rightarrow \operatorname{Hom}_{\Omega}\left(A_{i}, \Omega\right)$ be defined as in lemma 2.1.59, with $\Omega$ instead of $A$ and $A_{i}$ instead of $B$. Let now $f \in \operatorname{Hom}_{\Omega}\left(A_{i}, \Omega\right)$. Since $A_{i}$ is projective separable, we have that $\varphi_{i}$ is an isomorphism, so there exist a (unique) $a \in A_{i}$ such that $f=\varphi_{i}(a)$. Let $x \in \mathfrak{m}_{i}$. Then $f(x)=\varphi_{i}(a)(x)=\operatorname{Tr}(a x)$. We know that $\mathfrak{m}_{i}$ is nilpotent, so there exists $m \geq 1$ such that $\mathfrak{m}_{i}^{m}=0$. In particular, $x^{m}=0$. Then $m_{a x}^{m}=m_{(a x)^{m}}=m_{a^{m} x^{m}}=m_{0}=0$. Then $m_{a x}$ is nilpotent. By remark 2.1.50(3), in the case of vector spaces the trace defined in 2.1.47 is the ususal one. It is well known that the trace of a nilpotent endomorphism of a vector space is 0 . Then $f(x)=\operatorname{Tr}(a x)=\operatorname{Tr}\left(m_{a x}\right)=0$, i.e. $x \in \operatorname{Ker}(f)$. This holds for any $f \in \operatorname{Hom}_{\Omega}\left(A_{i}, \Omega\right)$. If ( $a_{1}, \ldots, a_{k}$ ) is an $\Omega$-basis of $A_{i}$ (which is finite dimensional because $A$ is finite dimensional), there exist $\lambda_{1}, \ldots, \lambda_{k} \in \Omega$ such that $x=\lambda_{1} a_{1}+\cdots+\lambda_{k} a_{k}$. Let $\left(a_{1}^{*}, \ldots, a_{k}^{*}\right)$ be the dual basis of $\left(a_{1}, \ldots, a_{k}\right)$. Then, for any $i=1, \ldots, k$, we have that $a_{i}^{*} \in \operatorname{Hom}_{\Omega}\left(A_{i}, \Omega\right)$ and, by what we proved above,

$$
0=a_{i}^{*}(x)=a_{i}^{*}\left(\sum_{j=1}^{k} \lambda_{j} a_{j}\right)=\sum_{j=1}^{k} \lambda_{j} a_{i}^{*}\left(a_{j}\right)=\sum_{j=1}^{n} \lambda_{j} \delta_{i j}=\lambda_{i} .
$$

So $x=0$. This proves that $\mathfrak{m}_{i}=0$. Then $A_{i}$ is a field. Since $A_{i}$ is an $\Omega$-algebra, it is a field extension of $\Omega$. Moreover, since $A_{i}$ is finite dimensional, it is an algebrical field extension. But $\Omega$ is algebraically closed. Hence $A_{i}=\Omega$.

Remark 2.3.5. In [1], 2.7, a more general result is proved, classifying free separable $K$-algebras for any field $K$ as finite products of finite separable field extensions of $K$.

Lemma 2.3.6. Let $\Omega$ be an algebraically closed field and let $f: Y \rightarrow \operatorname{Spec}(\Omega)$ be a finite étale covering. Consider

$$
\operatorname{Hom}_{\operatorname{Sch}}^{\operatorname{Spec}(\Omega)}\left(\operatorname{id}_{\operatorname{Spec}(\Omega)}, f\right)=\left\{y: \operatorname{Spec}(\Omega) \rightarrow Y \mid f \circ y=\operatorname{id}_{\operatorname{Spec}(\Omega)}\right\}
$$

We have that $\left|\operatorname{Hom}_{\operatorname{Sch}_{\operatorname{Spec}(\Omega)}}\left(\operatorname{id}_{\operatorname{Spec}(\Omega)}, f\right)\right|=[Y: \operatorname{Spec}(\Omega)]$ (since $\operatorname{Spec}(\Omega)$ is connected, the degree is constant). In particular, $\operatorname{Hom}_{\operatorname{Sch}_{\operatorname{Spec}(\Omega)}}\left(\mathrm{id}_{\operatorname{Spec}(\Omega)}, f\right)$ is a finite set.

Proof. Since $f$ is finite étale and $\operatorname{Spec}(\Omega)$ is affine, by lemma $2.2 .10(4)$ we have that $Y=f^{-1}(\operatorname{Spec}(\Omega))$ is affine and equal to $\operatorname{Spec}(A)$, where $A$ is a projective separable $\Omega$-algebra. There is a bijective correspondence between morphisms of schemes $y: \operatorname{Spec}(\Omega) \rightarrow Y=\operatorname{Spec}(A)$ such that $f \circ y=\operatorname{id}_{\operatorname{Spec}(\Omega)}$ and $\Omega$-algebra homomorphisms $A \rightarrow \Omega$. By lemma 2.3.6, there exists $n \in \mathbb{Z}_{\geq 0}$ such that $A \cong \Omega^{n}$ as $A$-algebras. Notice that this implies that

$$
n=\operatorname{dim}_{\Omega}\left(\Omega^{n}\right)=\operatorname{dim}_{\Omega}(A)=[A: \Omega]=[Y: \operatorname{Spec}(\Omega)]
$$

by definition of the degree (see 2.2.12). Then we have to prove that there are exactly $n$ homomorphisms of $\Omega$-algebras from $A$ (or, equivalently, from $\Omega^{n}$, since $A \cong \Omega^{n}$ ) to $\Omega$. For any $i=1, \ldots, n$, let $p_{i}: \Omega^{n} \rightarrow \Omega$ be the $i$-th projection, which is an $\Omega$-algebra homomorphism. Since $p_{1}, \ldots, p_{n}: \Omega^{n} \rightarrow \Omega$ are $n$ distinct $\Omega$-algebra homomorphisms, we have to prove that any $\Omega$-algebra homomorphism from $\Omega^{n}$ to $\Omega$ is of this form. Let $f: \Omega^{n} \rightarrow \Omega$ be a $\Omega$-algebra homomorphism. If $E=\{1, \ldots, n\}$ and $D=\{1\}$, we have that $\Omega^{n}=\Omega^{E}$ and $\Omega=\Omega^{D}$. Since $\Omega$ is a field, it has no nontrivial idempotents. Then we can apply lemma 2.2 .46 and get that $f: \Omega^{E} \rightarrow \Omega^{D}$ is induced by a map $\varphi: D=\{1\} \rightarrow E=\{1, \ldots, n\}$. If $i=\varphi(1)$, we have that $f\left(\left(x_{1}, \ldots, x_{n}\right)\right)=x_{\varphi(1)}=x_{i}=p_{i}\left(\left(x_{1}, \ldots, x_{n}\right)\right)$, for any $\left(x_{1}, \ldots, x_{n}\right) \in \Omega^{n}$. So $f=p_{i}$.

Lemma 2.3.7. Let $X$ be a scheme and let $x: \operatorname{Spec}(\Omega) \rightarrow X$ be a geometric point of $X$. If $f: Y \rightarrow X$ is a finite étale covering of $X$, consider

$$
\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)=\{y: \operatorname{Spec}(\Omega) \rightarrow Y \mid f \circ y=x\}
$$

We have that $\operatorname{Hom}_{\operatorname{Sch}_{X}}(x, f)$ is a finite set. Moreover, if $f$ has constant degree, then $\left|\operatorname{Hom}_{\operatorname{Sch}_{X}}(x, f)\right|=[Y: X]$.

Proof. Consider the fibred product $Y \times_{X} \operatorname{Spec}(\Omega)$, with projections $p_{1}: Y \times_{X}$ $\operatorname{Spec}(\Omega) \rightarrow Y$ and $p_{2}: Y \times_{X} \operatorname{Spec}(\Omega) \rightarrow \operatorname{Spec}(\Omega)$. Since $f$ is finite étale, by lemma 2.2.28(4) we have that $p_{2}$ is a finite étale covering of $\operatorname{Spec}(\Omega)$. By lemma 2.3.6, we have that $\left|\operatorname{Hom}_{\operatorname{Sch}_{\operatorname{Spec}(\Omega)}}\left(\operatorname{id}_{\operatorname{Spec}(\Omega)}, p_{2}\right)\right|=\left[Y \times_{X} \operatorname{Spec}(\Omega): \operatorname{Spec}(\Omega)\right]$. We claim that $\left|\operatorname{Hom}_{\mathbf{S c h}_{\text {Spec }(\Omega)}}\left(\mathrm{id}_{\operatorname{Spec}(\Omega)}, p_{2}\right)\right|=\left|\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)\right|$. Define

$$
\varphi: \operatorname{Hom}_{\operatorname{Sch}_{\mathrm{Spec}(\Omega)}}\left(\mathrm{id}_{\mathrm{Spec}(\Omega)}, p_{2}\right) \rightarrow \operatorname{Hom}_{\operatorname{Sch}_{X}}(x, f), z \mapsto p_{1} \circ z
$$

Let us check that $\varphi$ is well defined. If $z \in \operatorname{Hom}_{\operatorname{Sch}_{\operatorname{Spec}(\Omega)}}\left(\mathrm{id}_{\operatorname{Spec}(\Omega)}, p_{2}\right)$, we have that $p_{2} \circ z=\operatorname{id}_{\operatorname{Spec}(\Omega)}$. By definition of fibred product, we have that $f \circ p_{1}=x \circ p_{2}$. Then $f \circ \varphi(z)=f \circ p_{1} \circ z=x \circ p_{2} \circ z=x \circ \operatorname{id}_{\operatorname{Spec}(\Omega)}=x$. This proves that $\varphi(z) \in \operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)$. Then $\varphi$ is well defined. Let now $y \in \operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)$. Then $f \circ y=x$. Consider the following diagram.


We have that $f \circ y=x=x \circ \mathrm{id}_{\operatorname{Spec}(\Omega)}$. So the diagram is commutative and, by the universal property of the fibred product, there exists a unique morphism $z: \operatorname{Spec}(\Omega) \rightarrow Y \times_{X} \operatorname{Spec}(\Omega)$ such that $p_{1} \circ z=y$ and $p_{2} \circ z=\operatorname{id}_{\operatorname{Spec}(\Omega)}$, i.e. a unique $z \in \operatorname{Hom}_{\text {Sch }_{\text {Spec }(\Omega)}}\left(\operatorname{id}_{\operatorname{Spec}(\Omega)}, p_{2}\right)$ such that $\varphi(z)=p_{1} \circ z=y$. This shows that $\varphi$ is bijective. Then $\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)$ is finite, because $\operatorname{Hom}_{\mathbf{S c h}_{\text {Spec }(\Omega)}}\left(\mathrm{id}_{\mathrm{Spec}(\Omega)}, p_{2}\right)$ is finite. Moreover,

$$
\begin{array}{r}
\left|\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)\right|=\left|\operatorname{Hom}_{\mathbf{S c h}_{\text {Spec }(\Omega)}}\left(\operatorname{id}_{\operatorname{Spec}(\Omega)}, p_{2}\right)\right|=\left[Y \times_{X} \operatorname{Spec}(\Omega): \operatorname{Spec}(\Omega)\right]= \\
=\left[Y \times_{X} \operatorname{Spec}(\Omega): \operatorname{Spec}(\Omega)\right](0)=[Y: X](x(0))
\end{array}
$$

(the last equality follows from lemma $2.2 .28(2)$ ). If $f$ has constant rank, it follows that $\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)=[Y: X]$.

Lemma 2.3.8. Let $X$ be a scheme and $x: \operatorname{Spec}(\Omega) \rightarrow X$ a geometric point of $X$. For any finite étale covering $f: Y \rightarrow X$, define $F_{x}(f):=\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)$, which is a finite set by lemma 2.3.6. Moreover, if $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are finite étale coverings of $X$ and $h: Y \rightarrow Z$ is a morphism of coverings, define $F_{x}(h): F_{x}(f) \rightarrow F_{x}(g), y \mapsto h \circ y$. Then $F_{x}: \mathbf{F E t}_{X} \rightarrow$ sets is a functor.
Proof. If $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are finite étale coverings of $X$ and $h: Y \rightarrow Z$ is a morphism of coverings, we have that $h$ is in particular a morphism from $f$ to $g$ in $\mathbf{S c h}_{X}$. Then, for any $y \in F_{x}(f)=\operatorname{Hom}_{\mathbf{S c h}_{X}}(x, f)$, we have that $h \circ y \in$ $\operatorname{Hom}_{\text {Sch }_{X}}(x, g)=F_{x}(g)$. This shows that $F_{x}(h): F_{x}(f) \rightarrow F_{x}(g)$ is well defined. Moreover, if $f: Y \rightarrow X$ is a finite étale covering, we have that $F_{x}\left(\operatorname{id}_{Y}\right)(y)=\mathrm{id}_{Y} \circ y=$ $y=\operatorname{id}_{F_{x}(f)}(y)$ for any $y \in F_{x}(f)$ and so $F_{x}\left(\operatorname{id}_{Y}\right)=\operatorname{id}_{F_{x}(f)}$. Finally, if $f_{1}: Y_{1} \rightarrow X$, $f_{2}: Y_{2} \rightarrow X$ and $f_{3}: Y_{3} \rightarrow X$ and finite étale coverings of $X$ and $h_{1}: Y_{1} \rightarrow Y_{2}$, $h_{2}: Y_{2} \rightarrow Y_{3}$ are morphisms of coverings, we have that

$$
F_{x}\left(h_{2} \circ h_{1}\right)(y)=\left(h_{2} \circ h_{1}\right) \circ y=h_{2} \circ\left(h_{1} \circ y\right)=F_{x}\left(h_{2}\right)\left(h_{1} \circ y\right)=F_{x}\left(h_{2}\right)\left(F_{x}\left(h_{1}\right)(y)\right)
$$

for any $y \in F_{x}\left(f_{1}\right)$ and so $F_{x}\left(h_{2} \circ h_{1}\right)=F_{x}\left(h_{2}\right) \circ F_{x}\left(h_{1}\right)$. Hence $F_{x}$ is a functor.
Remark 2.3.9. (1) We gave a slightly different definition of $F_{x}$ in comparison with that of [1] (which relies on the result proved in 2.9), but it can proved that the two definitions are naturally equivalent.
(2) The functor we have just defined depends on the geometric point $x: \operatorname{Spec}(\Omega) \rightarrow$ $X$. However, if $X$ is connected, the functors obtained considering two different geometric points of $X$ are isomorphic. This is a consequence of theorem 1.4.34(c), together with the theorem 2.3.10, which we are about to prove.

Theorem 2.3.10. Let $X$ be a connected scheme and let $x: \operatorname{Spec}(\Omega) \rightarrow X$ be a geometric point of $X$ (we know that such a point exists by remark 2.3.2). Let $F_{x}$ : $\mathbf{F E t}_{X} \rightarrow$ sets be the functor defined in lemma 2.3.8. Then $\mathbf{F E t}_{X}$ is an essentially small Galois category with fundamental functor $F_{x}$.

Proof. We omit the proof that $\mathbf{F E t}_{X}$ is essentially small. We check now that the conditions listed in definition 1.1.4 are satisfied (the proof of the axioms (G4)-(G6) is just sketched).
(G1) Consider $\operatorname{id}_{X}: X \rightarrow X$. We have that $\operatorname{id}_{X}$ is totally split (example 2.2.36) and so it is finite étale by lemma 2.2 .37 . For any finite étale covering $f: Y \rightarrow X$, we have that $f$ is a morphism of schemes with $f=\mathrm{id}_{X} \circ f$, so $f$ is a morphism of coverings from $f$ to $\mathrm{id}_{X}$. It is clearly the unique such morphism. This proves that $\operatorname{id}_{X}$ is a terminal object in $\mathbf{F E t}_{X}$.
The existence of fibred products was proved in lemma 2.2.54.
(G2) Let $\left(f_{i}: Y_{i} \rightarrow X\right)_{i \in I}$ be a finite collection of finite étale coverings of $X$. We can clearly assume $I=\{1, \ldots, n\}$ for some $n \in \mathbb{N}$. Define $Y:=\coprod_{i=1}^{n} Y_{i}$ and let $f: Y \rightarrow X$ be the morphism of schemes obtained by gluing the $f_{i}$ 's. By lemma 2.2.18(3), we have that $f$ is a finite étale covering of $X$. For any $i=1, \ldots, n$ denote by $q_{i}: Y_{i} \rightarrow Y$ the canonical inclusion, which is a morphism of schemes. Then, by definition of $f$, for any $i=1, \ldots, n$ we have that $f \circ q_{i}=f_{i}$, i.e $q_{i}$ is a morphism of coverings from $f_{i}$ to $f$. Let now $Z$ be a scheme, $g: Z \rightarrow X$ a finite étale covering of $X$ and $h_{i}: Y_{i} \rightarrow Z$ a morphism of coverings from $f_{i}$ to $g$ (i.e. $h_{i}$ is a morphism of schemes and $f_{i}=g \circ h_{i}$ ) for any $i=1, \ldots, n$. We can glue the morphisms $h_{i}$ 's and get a unique morphism of schemes $h: Y \rightarrow Z$ such that $h \circ q_{i}=h_{i}$ for any $i=1, \ldots, n$. Then, for any $i=1, \ldots, n$, we have that $g \circ h \circ q_{i}=g \circ h_{i}=f_{i}=f \circ q_{i}$, i.e. $(g \circ h)_{\left.\right|_{Y_{i}}}=f_{\left.\right|_{Y_{i}}}$. Since the $Y_{i}$ 's cover $Y$, this implies that $g \circ h=f$. So $h$ is a morphism of coverings from $f$ to $g$. Hence $f: Y \rightarrow X$ is the sum of the $f_{i}$ 's in $\mathbf{F E t} \mathbf{t}_{X}$.
Fot the existence of quotients by finite groups of automorphisms, see 2.2.57 and the above discussion.
(G3) Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite étale coverings of $X$ and let $h: Y \rightarrow Z$ be a morphism of coverings from $f$ to $g$. By lemma $2.2 .51, h$ is finite étale. Then, by corollary 2.2 .26 , we have that $\operatorname{Im}(h)=\{z \in \operatorname{sp}(Z) \mid[Y: Z](y) \geq 1\}$ is both open and closed in $Z$. Define $Z^{\prime}:=Z \backslash \operatorname{Im}(h)$. Then $\operatorname{Im}(h)$ and $Z^{\prime}$ are both open subschemes of $Z$ and $Z=\operatorname{Im}(h) \amalg Z^{\prime}$. Consider the restrictions $g^{\prime \prime}:=g_{\left.\right|_{h(Y)}}: h(Y) \rightarrow X$ and $g^{\prime}:=g_{\left.\right|_{Y^{\prime}}}: Y^{\prime} \rightarrow X$. Since $g$ is finite étale, by lemma $2.2 .18(3)$ we have that $g^{\prime}$ and $g^{\prime \prime}$ are also finite étale. Define $u^{\prime \prime}:=h$ : $Y \rightarrow h(Y)$ and let $u^{\prime}: h(Y) \rightarrow Z$ be the canonical inclusion. Then $u^{\prime}$ and $u^{\prime \prime}$ are morphism of schemes. We have that $g^{\prime \prime}=g_{\left.\right|_{(Y)}}=g \circ u^{\prime}$, so $u^{\prime}$ is a morphism of coverings from $g^{\prime \prime}$ to $g$. Moreover, $g^{\prime \prime} \circ u^{\prime \prime}=g_{\left.\right|_{h(Y)}} \circ h=g \circ h=f$ (because $h$ is a morphism of coverings from $f$ to $g$ ) and so $u^{\prime \prime}$ is a morphism of coverings from $f$ to $g^{\prime \prime}$. Clearly $h=u^{\prime} \circ u^{\prime \prime}$. Moreover, $u^{\prime \prime}$ is surjective by definition. By lemma 2.2.53, this implies that $u^{\prime \prime}$ is an epimorphism in $\mathbf{F E t}_{X}$. We have that $u^{\prime}: h(Y) \rightarrow u^{\prime}(h(Y))=h(Y)$ is the identity, in particular it is
an isomorphism of schemes. Then, by lemma 2.2.56, $u^{\prime}$ is a monomorphism in $\mathrm{FEt}_{X}$.
Assume now that $h$ is a monomorphism in $\mathbf{F E t}_{X}$. As above, $Z=\operatorname{Im}(h) \amalg Z^{\prime}$ and $g^{\prime}=g_{Z_{Z^{\prime}}}, g^{\prime \prime}=g_{\left.\right|_{h(Y)}}$ are finite étale coverings of $X$. By lemma 2.2.56, we have that $h: Y \rightarrow h(Y)$ is an isomorphism of schemes. Moreover, $g^{\prime} \circ h=$ $g_{Z_{Z^{\prime}}} \circ h=g \circ h=f$, so $h: Y \rightarrow h(Y)$ is a morphism of coverings from $f$ to $g^{\prime}$. Consider the inverse $h^{-1}: h(Y) \rightarrow Y$. Since $g^{\prime} \circ h=f$, we have that $g^{\prime}=f \circ h^{-1}$, so $h^{-1}$ is a morphism of coverings from $g^{\prime}$ to $f$. This proves that $h$ is an isomorphism from $f$ to $g^{\prime}$ in $\mathbf{F E t}_{X}$. Moreover $g$, together with the canonical inclusions $\operatorname{Im}(h) \rightarrow Z$ and $Z^{\prime} \rightarrow Z$ is the sum of $g^{\prime \prime}$ and $g^{\prime}$ in $\mathbf{F E t}_{X}$, as in the proof of (G2).
(G4) It follows almost immediately from the proof of (G1) and from example 1.1.3(1)(2).
(G5) The fact that $F_{x}$ commutes with finite sums follows from the proof of (G2) and from example 1.1.3(3). In order to show that $F_{x}$ transforms epimorphisms in epimorphisms of finite sets (i.e. surjective functions, see example 1.1.3(6)), one can prove that this holds if $X=\operatorname{Spec}(\Omega)$ and $x=\operatorname{id}_{\operatorname{Spec}(\Omega)}$ and then use lemma 2.2.28(3). Finally, the fact that $F_{x}$ commutes with quotients by finite groups of automorphisms can be proved using lemma 2.2.58, together with example 1.1.3(5).
(G6) Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite étale coverings of $X$ and $h: Y \rightarrow Z$ a morphism of coverings such that $F_{x}(h): F_{x}(f) \rightarrow F_{x}(g)$ is an isomorphism in sets, i.e. a bijection. Then $\left|F_{x}(f)\right|=\left|F_{x}(g)\right|$. Since $X$ is connected, we have that $[Y: X]$ and $[Z: X]$ are constant. Then, by lemma 2.3.7, we have that $[Y: X]=\left|F_{x}(f)\right|=\left|F_{x}(g)\right|=[Z: X]$. By lemma 2.2 .51 we have that $h$ is finite étale. Then, by corollary 2.2.26, we have that $h(Y)$ is both open and closed in $Z$ and so we can write $Z=h(Y) \amalg Z^{\prime}$, where $Z^{\prime}:=Z \backslash h(Y)$. Let $g^{\prime}=g_{\left.\right|_{Z^{\prime}}}: Z^{\prime} \rightarrow X$ and $g^{\prime \prime}=g_{\left.\right|_{h(Y)}}: h(Y) \rightarrow X$. As in the proof of (G3), we have that $g^{\prime}$ and $g^{\prime \prime}$ are finite étale coverings of $X$ and $g$ is the sum of $g^{\prime \prime}$ and $g^{\prime}$. Using the fact that $F_{x}$ commutes with finite sums, one shows that $h$ is surjective. The surjectivity of $h$, together with the fact that $[Y: X]=[Z: X]$, implies that $h$ is an isomorphism of schemes (this can be proved firstly in the case when $f$ and $g$ are totally split, using lemma 2.2.48, and then generalized using proposition 2.2.43). Then $h$ is an isomorphism in $\mathbf{F E t}_{X}$.

Remark 2.3.11. In the proof of theorem 2.3.10, the only point where we applied that $X$ is connected was (G6).

Corollary 2.3.12 (Main theorem of Galois theory for schemes). Let $X$ be a connected scheme. Then there exists a profinite group $\pi(X)$, uniquely determined up to isomorphism, such that $\mathbf{F E t}{ }_{X}$ is equivalent to $\pi(X)$-sets. Moreover, $\pi(X)$ is isomorphic to $\operatorname{Aut}\left(F_{x}\right)$ for any geometric point $x: \operatorname{Spec}(\Omega) \rightarrow X$, where $F_{x}: \mathbf{F E t}_{X} \rightarrow$ sets is defined as in

Proof. It follows immediately from the theorem 2.3.10 and from the main theorem about Galois categories (1.4.34).

Definition 2.3.13. Let $X$ is a connected scheme and $x: \operatorname{Spec}(\Omega) \rightarrow X$ a geometric point of $X$. We define $\pi(X, x):=\operatorname{Aut}\left(F_{x}\right)$ the étale fundamental group of $X$ in $x$, where $F_{x}: \mathbf{F E t}_{X} \rightarrow$ sets is the functor defined in lemma 2.3.8.

Remark 2.3.14. The fundamental group defined as in 2.3 .13 is functorial in $(X, x)$. More precisely, we can consider the category Sch. whose objects are pairs of the form $(X, x)$, with $X$ a connected scheme and $x: \operatorname{Spec}(\Omega) \rightarrow X$ a geometric point of $X$ (base point), and morphisms are morphisms of schemes that preserve the base points (i.e., a morphism from $(X, x)$ to $(Y, y)$ is a morphism of schemes from $f: X \rightarrow Y$ such that $f \circ x=y)$. To any object ( $X, x$ ) of Sch• we can associate the Galois category $\mathbf{F E t}_{X}$ with fundamental functor $F_{x}: \mathbf{F E t}_{X} \rightarrow$ sets. For any morphism $f:(X, x) \rightarrow(Y, y)$ in Sch., we can define $G_{f}: \mathbf{F E t}_{Y} \rightarrow \mathbf{F E t}_{X}$ via $G_{f}(g)=p_{2}: Z \times_{X} Y \rightarrow Y$ for any finite étale covering $f: Z \rightarrow X$ (the fact that $p_{2}$ is a finite étale coverings of $X$ follows from lemma $2.2 .28(4)$ ), extending it to morphisms in the obvious way. Then it can be proved that the assumptions of lemma 1.4.36 are satisfied and so $\hat{\pi}$ can be extended to a functor $\mathbf{S c h} \boldsymbol{\bullet} \rightarrow$ Prof.

# Appendix: finite coverings of topological spaces 

In this appendix, we will deal with another example of Galois category: the category of finite coverings of a connected topological space (we do not consider the empty space as a connected space). In the first section (based on [1], 3.7-3.10) we will define this category and prove that it satisfies all the axioms introduced in the definition 1.1.4. In the second section, we will compute the fundamental group of a very simple connected topological space (exercise 1.25 in [1]). The cross-references that are internal to the appendix can be distinguished from the ones that come from the rest of the thesis because the latter are identified by three numbers (the first two indicating the chapter and the section, respectively), while the former present only two numbers (the first one indicating the section).

## 1 A Galois category

We start by recalling the definition.
Definition 1.1. Let $X, Y$ be topological spaces and $f: Y \rightarrow X$ a continuous map. We say that $f$ is a trivial covering of $X$ if there exist a discrete topological space $E$ and a homeomorphism $\varphi: Y \rightarrow X \times E$ such that $f=p_{X} \circ \varphi$, where $p_{X}: X \times E \rightarrow X$ is the projection on the first coordinate. This is illustrated by the following commutative diagram.


We say that $f$ is a covering of $X$ if for every $x \in X$ there exists an open subset $U \subseteq X$ such that $x \in U$ and the restriction $f: f^{-1}(U) \rightarrow U$ is a trivial covering. A covering $f: Y \rightarrow X$ is said to be finite if for every $x \in X$ the preimage $f^{-1}(\{x\}) \subseteq Y$ is a finite set. In this case, for any $x \in X$ we call $\left|f^{-1}(\{x\})\right|$ the degree of $f$ at $x$. If $X, Y, Z$ are topological spaces and $f: Y \rightarrow X, g: Z \rightarrow X$ are coverings of $X$, then a morphism of coverings from $f$ to $g$ is a continuous map $h: Y \rightarrow Z$ such that $g \circ h=f$.

Remark 1.2. (1) Let $X$ be a topological space. It is immediate to check that the composition of two morphisms of coverings is again a morphism of coverings.

Moreover, for any covering $f: Y \rightarrow X$ we have that $\mathrm{id}_{Y}$ is clearly a morphism of coverings from $f$ to $f$. This shows that coverings of $X$ form a category. We will restrict our attention to finite coverings. We denote the category of finite coverings of $X$ by $\operatorname{Cov}_{X}$.
(2) Let $X, Y$ be topological spaces and $f: Y \rightarrow X$ a finite covering of $X$. The map

$$
d: X \rightarrow \mathbb{N}, x \mapsto\left|f^{-1}(\{x\})\right|
$$

is continuous, if we consider the discrete topology on $\mathbb{N}$. Indeed, if $n \in \mathbb{N}$, let $x \in d^{-1}(\{n\})$, i.e. $\left|f^{-1}(\{x\})\right|=n$. By definition of covering, there exists an open subset $U \subseteq X$ such that $x \in U$ and $f: f^{-1}(U) \rightarrow U$ is a trivial covering. So there exist a discrete topological space $E$ and a homeorphism $\varphi: f^{-1}(U) \rightarrow$ $U \times E$ such that $f=p_{U} \circ \varphi$, where $p_{U}: U \times E \rightarrow U$ is the projection on the first coordinate. For any $x^{\prime} \in U$, we have that $f^{-1}\left(\left\{x^{\prime}\right\}\right)=\left(p_{U} \circ \varphi\right)^{-1}\left(\left\{x^{\prime}\right\}\right)=$ $\varphi^{-1}\left(p_{U}^{-1}\left(\left\{x^{\prime}\right\}\right)\right)=\varphi^{-1}\left(\left\{x^{\prime}\right\} \times E\right)$. Since $\varphi$ is a homeomorphism, it is bijective, so we have $\left|f^{-1}\left(\left\{x^{\prime}\right\}\right)\right|=\left|\varphi^{-1}\left(\left\{x^{\prime}\right\} \times E\right)\right|=\left|\left\{x^{\prime}\right\} \times E\right|=|E|$. Since $x \in U$, this holds in particular for $x$, so $n=\left|f^{-1}(\{x\})\right|=|E|=\left|f^{-1}\left(\left\{x^{\prime}\right\}\right)\right|$ for any $x^{\prime} \in U$. This shows that $U \subseteq d^{-1}(\{n\})$. Hence $d^{-1}(\{n\})$ is open, which shows that $d$ is continuous.
In particular, if $X$ is connected we have that $d$ is a constant map, i.e. $f$ has the same degree at all points of $X$. We call this degree the degree of $f$.
Our aim in this section is to prove that, if $X$ is a connected topological space, then $\operatorname{Cov}_{X}$ is an essentially small Galois category. First of all we have to define a functor $\operatorname{Cov}_{X} \rightarrow$ sets.

Lemma 1.3. Let $X \neq \emptyset$ be a topological space and fix $x \in X$. For any finite covering $f: Y \rightarrow X$, define $F_{x}(f)=f^{-1}(\{x\})$. Moreover, if $f: Y \rightarrow X$ and $g: Z \rightarrow X$ are finite coverings of $X$ and $h: Y \rightarrow Z$ is a morphism of coverings, we define

$$
F_{x}(h): F_{x}(f)=f^{-1}(\{x\}) \rightarrow F_{x}(g)=g^{-1}(\{x\}), y \mapsto h(y) .
$$

Then $F_{x}: \operatorname{Cov}_{X} \rightarrow$ sets is a functor.
Proof. First of all, if $f: Y \rightarrow X$ is a finite covering, then $f^{-1}(\{x\})$ is a finite set. So it is indeed an object of sets.
Let $f: Y \rightarrow X$ and $g: Z \rightarrow X$ be finite coverings of $X$ and $h: Y \rightarrow Z$ a morphism of coverings. We have to show that $F_{x}(h)$ is a well-defined map. Let $y \in f^{-1}(\{x\})$. Then and $f(y)=x$. Since $h$ is a morphism of coverings, we have that $f=g \circ h$. Then $x=f(y)=g(h(y))$. So $h(y) \in g^{-1}(\{x\})$ and this shows that $F_{x}(h): F_{x}(f) \rightarrow F_{x}(g)$ is well defined.
Let $f: Y \rightarrow X$ be a finite covering and $h=\operatorname{id}_{Y}$. Then, for any $y \in F_{x}(f)=$ $f^{-1}(\{x\})$, we have $F_{x}(h)(y)=h(y)=\operatorname{id}_{Y}(y)=y$. So $F_{x}(h)=\operatorname{id}_{F_{x}(f)}$. Let now $f_{1}: Y \rightarrow X, f_{2}: Z \rightarrow X, f_{3}: W \rightarrow X$ be finite coverings of $X$ and let $h_{1}: Y \rightarrow Z$, $h_{2}: Z \rightarrow W$ be morphisms of coverings. For any $y \in F_{x}(f)=f_{1}^{-1}(\{x\})$, we have

$$
\begin{aligned}
F_{x}\left(h_{2} \circ h_{1}\right)(y)= & \left(h_{2} \circ h_{1}\right)(y)=h_{2}\left(h_{1}(y)\right)= \\
& =h_{2}\left(F_{x}\left(h_{1}\right)(y)\right)=F_{x}\left(h_{2}\right)\left(F_{x}\left(h_{1}\right)(y)\right)=\left(F_{x}\left(h_{2}\right) \circ F_{x}\left(h_{1}\right)\right)(y) .
\end{aligned}
$$

So $F_{x}\left(h_{2} \circ h_{1}\right)=F_{x}\left(h_{2}\right) \circ F_{x}\left(h_{1}\right)$. Hence $F_{x}$ is a functor.

Remark 1.4. The functor we defined in 1.3 depends on the point $x$ we fixed. However, if $X$ is connected, the functors obtained considering two different points of $X$ are isomorphic. This could be proved directly, but is also a consequence of theorem 1.4.34(c), together with the proposition 1.8 of this appendix, whose proof is now our main concern.

The key tool in the proof of the fact that, if $X$ is a connected topological space, $\operatorname{Cov}_{X}$ is a Galois category with fundamental functor $F_{x}$ (for a fixed $x \in X$ ) will be the following lemma, which says that not only is each finite covering locally trivial, but also morphisms between finite coverings are "locally trivial", in the sense that we will explain.

Lemma 1.5. Let $X, Y, Z$ be topological spaces, $f: Y \rightarrow X$ and $g: Z \rightarrow X$ finite coverings and $h: Y \rightarrow Z$ a morphism of coverings between $f$ and $g$. For any $x \in X$, there exists an open neighbourhood $U$ of $x$ in $X$ such that $f, g$ and $h$ are "trivial above $U$ ", i.e. such that there exist finite discrete topological spaces $D$ and E, homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that the following diagram is commutative, where $p_{U}: U \times D \rightarrow U$ and $q_{U}: U \times E \rightarrow U$ are the projections on the first factor.


Proof. Let $x \in X$. By definition of covering, there exist open neighbourhoods $V_{1}, V_{2}$ of $x$ in $X$ such that $f: f^{-1}\left(V_{1}\right) \rightarrow V_{1}$ and $g: g^{-1}\left(V_{2}\right) \rightarrow V_{2}$ are trivial coverings. This means that there exist discrete topological spaces $D$ and $E$ and homeomorphisms $\alpha: f^{-1}\left(V_{1}\right) \rightarrow V_{1} \times D, \beta: g^{-1}\left(V_{2}\right) \rightarrow V_{2} \times E$ such that $p_{V_{1}} \circ \alpha=f$ and $q_{V_{2}} \circ \beta=g$, where $p_{V_{1}}: V_{1} \times D \rightarrow V_{1}$ and $q_{V_{2}}: V_{2} \times E \rightarrow V_{2}$ are the projections on the first factor. Since the coverings are finite, $D$ and $E$ are finite. Define $V:=V_{1} \cap V_{2}$. Then also $V$ is an open neighbourhood of $x$ in $X$. Notice that $f^{-1}(V)=\left(p_{V_{1}} \circ \alpha\right)^{-1}(V)=$ $\alpha^{-1}\left(p_{V}^{-1}(V)\right)=\alpha^{-1}(V \times D)$. So $\alpha\left(f i^{-1}(V)\right)=V \times D$ and, restricting $\alpha$ to $f^{-1}(V)$, we get a homeomorphism $\alpha: f^{-1}(V) \rightarrow V \times D$. Analogously, restricting $\beta$ to $g^{-1}(V)$, we get a homeomorphism $\beta: g^{-1}(V) \rightarrow V \times E$. Clearly, $p_{V} \circ \alpha=f$ and $q_{V} \circ \beta=g$, where $p_{V}: V \times D \rightarrow V$ and $q_{V}: V \times E \rightarrow V$ are the projections on the first factor. By definition of morphisms of coverings, $g \circ h=f$. Then, for any $y \in f^{-1}(V)$, we have that $g(h(y))=f(y) \in V$ and so $h(y) \in g^{-1}(V)$. Then, restricting $h$ to $f^{-1}(V)$, we get a continuous map $h: f^{-1}(V) \rightarrow g^{-1}(V)$. Consider the map $\beta \circ h \circ \alpha^{-1}: V \times D \rightarrow V \times E$, which is continuous because it is the composition of continuous maps. We have that $q_{V} \circ \beta \circ h \circ \alpha^{-1}=g \circ h \circ \alpha^{-1}=f \circ \alpha^{-1}=p_{V}$. Then, for any $(v, d) \in V \times D$, we have

$$
\left(\beta \circ h \circ \alpha^{-1}\right)((v, d))=\left(q_{V}\left(\left(\beta \circ h \circ \alpha^{-1}\right)((v, d))\right), q_{E}\left(\left(\beta \circ h \circ \alpha^{-1}\right)((v, d))\right)\right)=
$$

$$
=\left(p_{V}((v, d)), \varphi_{v}(d)\right)=\left(v, \varphi_{v}(d)\right),
$$

where $q_{E}: V \times E \rightarrow E$ is the projection on the second factor and we defined $\varphi_{v}$ : $D \rightarrow E, d \mapsto\left(q_{E} \circ \beta \circ h \circ \alpha^{-1}\right)((v, d))$, for any $v \in V$. Define $\varphi:=\varphi_{x}: D \rightarrow E$. Then $\varphi$ is continuous, because we have the discrete topology on $D$. So the composition $\varphi \circ p_{E}$ is also continuous, where $p_{E}: V \times E \rightarrow E$ is the projection on the second factor. Consider the map

$$
\gamma: V \times D \rightarrow E \times E,(v, d) \mapsto\left(\varphi(d), \varphi_{v}(d)\right) .
$$

We have that $\gamma$ is continuous, because its components are $\varphi \circ p_{E}$ and $q_{V} \circ \beta \circ h \circ \alpha^{-1}$, which are continuous. Since $E$ has the discrete topology, the product $E \times E$ is also discrete. Then the diagonal $\Delta:=\{(e, e) \mid e \in E\} \subseteq E \times E$ is open in $E \times E$. It follows that $\gamma^{-1}(\Delta)$ is open in $V \times D$. It is clear, from the definitions of $\gamma$ and of $\varphi$, that $\{x\} \times D \subseteq \gamma^{-1}(\Delta)$. Then, applying the definition of product topology, we get that for any $d \in D$ there exists an open neighbourhood $U_{d}$ of $x$ in $V$ such that $U_{d} \times\{d\} \subseteq \gamma^{-1}(\Delta)$ (notice that, since $V$ is open in $X, U_{d}$ is open also in $X)$. Define $U:=\bigcap_{d \in D} U_{d}$. Then $U$ is an open neighbourhood of $x$, because it is a finite intersection of open neighbourhoods of $x$ (remember that $D$ is finite). Let $(u, d) \in U \times D$. Since $U \subseteq U_{d}$, we have that $(u, d) \in U_{d} \times\{d\} \subseteq \gamma^{-1}(\Delta)$. So $\left(\varphi(d), \varphi_{u}(d)\right)=\gamma((u, d)) \in \Delta$, which means that $\varphi_{u}(d)=\varphi(d)$. This shows that $\varphi_{u}=\varphi$ for any $u \in U$. As above, using the fact that $p_{V} \circ \alpha=f$ and $q_{V} \circ \beta=$ $g$, we get that $\alpha\left(f^{-1}(U)\right)=U \times D$ and $\beta\left(g^{-1}(U)\right)=U \times E$. So, restricting $\alpha$ and $\beta$, we get homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ such that $p_{U} \circ \alpha=f$ and $q_{U} \circ \beta=g$. For any $(u, d) \in U \times D$, we have that $\left(\beta \circ h \circ \alpha^{-1}\right)((u, d))=\left(u, \varphi_{u}(d)\right)=(u, \varphi(d))$. So $\beta \circ h \circ \alpha^{-1}=\mathrm{id}_{U} \times \varphi$. The fact that $q_{U} \circ\left(\operatorname{id}_{U} \times \varphi\right)=p_{U}=\operatorname{id}_{U} \circ p_{U}$ is obvious. So the diagram is commutative.

The lemma we have just proved can be generalized to a finite number of morphisms as follows.

Corollary 1.6. Let $X, Y_{1}, \ldots, Y_{n}$ be topological spaces ( $n \in \mathbb{N}$ ), $f_{1}: Y_{1} \rightarrow X, \ldots, f_{n}$ : $Y_{n} \rightarrow X$ finite coverings of $X$ and $h_{1}: Y_{1} \rightarrow Y_{2}, \ldots, h_{n-1}: Y_{n-1} \rightarrow Y_{n}$ morphisms of coverings. For any $x \in X$, there exists an open neighbourhood $U$ of $x$ in $X$ such that $f_{1}, \ldots, f_{n}, h_{1}, \ldots, h_{n-1}$ are all trivial above $U$, in the same sense as in the lemma 1.5: there exist finite discrete topological spaces $D_{1}, \ldots, D_{n}$, homeomorphisms $\alpha_{1}: f_{1}^{-1}(U) \rightarrow U \times D_{1}, \ldots, \alpha_{n}: f_{n}^{-1}(U) \rightarrow U \times D_{n}$ and maps $\varphi_{1}: D_{1} \rightarrow$ $D_{2}, \ldots, \varphi_{n-1}: D_{n-1} \rightarrow D_{n}$ such that the following diagram is commutative for any $i=1, \ldots, n-1$, where $p_{1}: U \times D_{1} \rightarrow U, \ldots, p_{n}: U \times D_{n} \rightarrow U$ are the projections on the first factor.


Proof. By lemma 1.5 , for any $i=1, \ldots, n-1$ there exists an open neighbourhood $U_{i}$ of $x$ in $X$ such that $f_{i}, f_{i+1}$ and $h_{i}$ are trivial above $U_{i}$. Define $U:=\bigcap_{i=1}^{n-1} U_{i}$. Then $U$ is open in $X$, because it is a finite intersection of open subsets. Moreover, $x \in U$. So $U$ is an open neighbourhood of $x$ in $X$. Since $U \subseteq U_{i}$ for any $i=1, \ldots, n-1$, it is immediate to check that $f_{1}, \ldots, f_{n}, h_{1}, \ldots, h_{n-1}$ are all trivial above $U$.

Lemma 1.7. Let $X$ be a topological space, $f: Y \rightarrow X$ and $g: Z \rightarrow X$ finite coverings and $h: Y \rightarrow Z$ a morphism of coverings from $f$ to $g$. Then:
(1) $\operatorname{Im}(h)$ is both open and closed in $Z$;
(2) $h$ is an epimorphism in $\mathbf{C o v}_{X}$ if and only if it is surjective.

Proof. (1) Let $z \in Z$. Consider $x:=g(z)$. By lemma 1.5 , there exists an open neighbourhood $U$ of $x$ in $X$ such that $f, g$ and $h$ are trivial above $U$. This means that there exist finite discrete topological spaces $D$ and $E$, homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that $\beta \circ h=\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha, f=p_{U} \circ \alpha$ and $g=q_{U} \circ \beta$, where $p_{U}: U \times D \rightarrow U$, $q_{U}: U \times E \rightarrow E$ are the projections on the first factor. Since $g(z)=x \in U$, we have that $z \in g^{-1}(U)$.
Assume that $z \in \operatorname{Im}(h)$. Then there exists $y \in Y$ such that $z=h(y)$. Since $h$ is a morphism of coverings, we have that $f=h \circ g$. So $f(y)=g(h(y))=$ $g(z)=x \in U$, which implies that $y \in f^{-1}(U)$. Consider $\alpha(y) \in U \times D$. Since $f=p_{U} \circ \alpha$, we have that $\alpha(y)=(f(y), d)=(x, d)$, for some $d \in D$. Define $e:=\varphi(d) \in D$. Let $x^{\prime} \in U$. Then $\left(x^{\prime}, d\right) \in U \times D$ and, since $\beta \circ h \circ \alpha^{-1}=$ $\mathrm{id}_{U} \times \varphi$, we have that

$$
\left(x^{\prime}, e\right)=\left(\operatorname{id}_{U} \times \varphi\right)\left(\left(x^{\prime}, d\right)\right)=\beta\left(h\left(\alpha^{-1}\left(\left(x^{\prime}, d\right)\right)\right)\right)
$$

So $\left(x^{\prime}, e\right) \in \beta(\operatorname{Im}(h))$. This shows that $U \times\{e\} \subseteq \beta(\operatorname{Im}(h))$. Then, since $\beta$ is a homeomorphism, we have that $\beta^{-1}(U \times\{e\}) \subseteq \operatorname{Im}(h)$. But $U \times\{e\}$ is open in $U \times E$, because $E$ has the discrete topology. So $\beta^{-1}(U \times\{e\})$ is open in $g^{-1}(U)$. Since $g^{-1}(U)$ is open in $Z$, this implies that $\beta^{-1}(U \times\{e\})$ is open in $Z$. Moreover, $\beta(z)=\beta(h(y))=\left(\operatorname{id}_{U} \times \varphi\right)(\alpha(y))=\left(\operatorname{id}_{U} \times \varphi\right)((x, d))=(x, \varphi(d))=$ $(x, e) \in U \times\{e\}$. So $z \in \beta^{-1}(U \times\{e\})$. This shows that $\operatorname{Im}(h)$ is open.
On the other hand, assume that $z \notin \operatorname{Im}(h)$. Consider $\beta(z) \in U \times E$. Since $g=q_{U} \circ \beta$, we have that $\beta(z)=(g(z), e)=(x, e)$, for some $e \in E$. Let $z^{\prime} \in \beta^{-1}(U \times\{e\}) \subseteq g^{-1}(U)$ and assume by contradiction that $z^{\prime} \in \operatorname{Im}(h)$. Then there exists $y \in Y$ such that $z^{\prime}=h(y)$. Since $f=g \circ h$, we have that $f(y)=g(h(y))=g\left(z^{\prime}\right) \in U$. Then $y \in f^{-1}(U)$. Consider $\alpha(y) \in U \times D$. Since $f=p_{U} \circ \alpha$, we have that $\alpha(y)=(f(y), d)=\left(x^{\prime}, d\right)$, for some $d \in D$, where we defined $x^{\prime}:=f(y)=g\left(z^{\prime}\right) \in U$. Moreover, since $z^{\prime} \in \beta^{-1}(U \times\{e\}) \subseteq g^{-1}(U)$ and $g=q_{U} \circ \beta$, we have that $\beta\left(z^{\prime}\right)=\left(g\left(z^{\prime}\right), e\right)=\left(x^{\prime}, e\right)$. Then, since $\beta \circ h=$ $\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha$, we have

$$
\left(x^{\prime}, e\right)=\beta\left(z^{\prime}\right)=\beta(h(y))=\left(\operatorname{id}_{U} \times \varphi\right)(\alpha(y))=\left(\operatorname{id}_{U} \times \varphi\right)\left(\left(x^{\prime}, d\right)\right)=\left(x^{\prime}, \varphi(d)\right)
$$

So $e=\varphi(d)$. Now we have that

$$
\begin{aligned}
\beta(z)=(x, e)=(x, \varphi(d)) & =\left(\operatorname{id}_{U} \times \varphi\right)((x, d))= \\
= & \left(\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha\right)\left(\alpha^{-1}((x, d))\right)=\beta\left(h\left(\alpha^{-1}((x, d))\right)\right),
\end{aligned}
$$

which, since $\beta$ is a homeomorphism, implies that $z=h\left(\alpha^{-1}((x, d))\right) \in \operatorname{Im}(h)$. This is a contradiction. So $z^{\prime} \notin \operatorname{Im}(h)$. This shows that $\beta^{-1}(U \times\{e\}) \subseteq$ $Z \backslash \operatorname{Im}(h)$. But $U \times\{e\}$ is open in $U \times E$, because $E$ has the discrete topology. So $\beta^{-1}(U \times\{e\})$ is open in $g^{-1}(U)$. Since $g^{-1}(U)$ is open in $Z$, this implies that $\beta^{-1}(U \times\{e\})$ is open in $Z$. Moreover, $z \in \beta^{-1}(U \times\{e\}$ ) (because $\beta(z)=$ $(x, e) \in U \times\{e\})$. This shows that $Z \backslash \operatorname{Im}(h)$ is open. Hence $\operatorname{Im}(h)$ is closed.
(2) Assume that $h$ is surjective. By example 1.1.3(6), we have that $h$ is an epimorphism of sets (notice that in the proof we did not use the fact that the sets were finite, so it works for arbitrary sets). Let $W$ be a topological space and $m: W \rightarrow X$ a finite covering. Let $l_{1}, l_{2}: Y \rightarrow W$ be two morphisms of coverings such that $l_{1} \circ h=l_{2} \circ h$. In particular, $l_{1}, l_{2}$ are maps between sets. Since $h$ is an epimorphism of sets, this implies that $l_{1}=l_{2}$.
Conversely, assume that $h$ is an epimorphism. Consider the set $E:=\{a, b\}$ (with $a \neq b$ ), endowed with the discrete topology, and the finite trivial covering $p_{X}: X \times E \rightarrow X$ (projection on the first factor). Define

$$
l_{1}: Z \rightarrow X \times E, z \mapsto(g(z), a)
$$

and

$$
l_{2}: Z \rightarrow X \times E, z \mapsto\left\{\begin{array}{ll}
(g(z), a) & \text { if } z \in \operatorname{Im}(h) \\
(g(z), b) & \text { if } z \notin \operatorname{Im}(h)
\end{array} .\right.
$$

It is clear that $l_{1}$ is continuous, because its components are $g$, which is continuous by assumption, and the map $Z \rightarrow E, z \mapsto a$, which is continuous because it is constant. Let us prove that $l_{2}$ is continuous. The first component is $g$, which is continuous. The second component is

$$
m: Z \rightarrow E, z \mapsto\left\{\begin{array}{ll}
a & \text { if } z \in \operatorname{Im}(h) \\
b & \text { if } z \notin \operatorname{Im}(h)
\end{array} .\right.
$$

We have that $m^{-1}(\{a\})=\operatorname{Im}(h)$ and $m^{-1}(\{b\})=Z \backslash \operatorname{Im}(h)$. Both are open, by point (1). So $l_{2}$ is continuous. From the definitions of $l_{1}$ and $l_{2}$, it is clear that $p_{X} \circ l_{1}=g=p_{X} \circ l_{2}$. This means that $l_{1}$ and $l_{2}$ are morphisms of coverings. For any $y \in Y$, we have that $h(y) \in \operatorname{Im}(h)$ and so $l_{2}(h(y))=(g(h(y)), a)=l_{1}(h(y))$. So $l_{1} \circ h=l_{2} \circ h$. Since $h$ is an epimorphism, this implies that $l_{1}=l_{2}$. Then, for any $z \in Z$, we have that $l_{2}(z)=l_{1}(z)=(g(z), a)$, which implies that $z \in \operatorname{Im}(h)$. Hence $h$ is surjective.

Proposition 1.8. Let $X$ be a connected topological space (in particular, $X \neq \emptyset$ ) and fix $x \in X$. Let $F_{x}: \mathbf{C o v}_{X} \rightarrow$ sets be the functor defined in lemma 1.3. Then $\mathbf{C o v}_{X}$ is an essentially small Galois category with fundamental functor $F_{x}$.

Proof. First of all, we prove that $\operatorname{Cov}_{X}$ is essentially small. It is enough to show that, for any $n \in \mathbb{N}$, the collection of isomorphism classes of coverings of $X$ of degree $n$ (see remark 1.2(2)) is a set. If $f: Y \rightarrow X$ is a covering of degree $n$, then there is a bijection $\varphi: Y \rightarrow X \times\{1, \ldots, n\}$ such that $f=p_{X} \circ \varphi$, where $p_{X}: X \times\{1, \ldots, n\} \rightarrow X$ is the projection on the first factor. Then $\varphi$ induces a topology on $X \times\{1, \ldots, n\}$ such that $\varphi$ becomes a homeomorphism (notice that, if we consider the product topology on $X \times\{1, \ldots, n\}$, then $\varphi$ is in general only a bijection, not a homeomorphism: if it is a homeomorphism, then $f$ is a trivial covering). Then $f$ is isomorphic to $p_{X}$. The collection of all possible topologies on $X \times\{1, \ldots, n\}$ is a set, because it is a subset of the power set of the power set of $X$. Then the collection of isomorphism classes of coverings of $X$ of degree $n$ is a set. Hence $\operatorname{Cov}_{X}$ is essentially small.
We check now that the conditions listed in definition 1.1.4 are satisfied.
(G1) Consider the map id ${ }_{X}: X \rightarrow X$ (which is clearly continuous). We have an obvious homeomorphism $\varphi: X \rightarrow X \times\{1\}, x \mapsto(x, 1)$ and clearly $p_{X} \circ \varphi=\operatorname{id}_{X}$ (where $p_{X}: X \times\{1\} \rightarrow X$ is the projection on the first factor). So id ${ }_{X}$ is a trivial finite covering. For any finite covering $f: Y \rightarrow X$, we have that $f$ is continuous and $\operatorname{id}_{X} \circ f=f$, so $f$ is a morphism of coverings from $f$ to $\operatorname{id}_{X}$. It is clearly the unique such morphism. This proves that $\mathrm{id}_{X}$ is a terminal object in $\operatorname{Cov}_{X}$.
Let $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X, g: Z \rightarrow X$ be finite coverings, $h_{1}: Y_{1} \rightarrow Z$ and $h_{2}: Y_{2} \rightarrow Z$ two morphisms of coverings. This means that $g \circ h_{1}=f_{1}$ and $g \circ h_{2}=f_{2}$. Consider the fibred product $Y_{1} \times_{Z} Y_{2}$ as defined in example 1.1.3(2), with the subspace topology of the product. Let $p_{1}: Y_{1} \times_{Z} Y_{2} \rightarrow Y_{1}$, $p_{2}: Y_{1} \times{ }_{Z} Y_{2} \rightarrow Y_{2}$ be the projections, which are continuous by definition of the product topology, and define $f:=f_{1} \circ p_{1}: Y_{1} \times_{Z} Y_{2} \rightarrow X$. Then $f$ is continuous, because it is the composition of continuous functions. Notice that $f=f_{1} \circ p_{1}=g \circ h_{1} \circ \circ p_{1}=g \circ h_{2} \circ p_{2}=f_{2} \circ p_{2}$, since $h_{1} \circ p_{1}=h_{2} \circ p_{2}$ by definition of the fibred product of sets. We claim that $f$ is a finite covering of $X$. Let $x^{\prime} \in X$. By corollary 1.6, there exists an open neighbourhooud $U$ of $x^{\prime}$ in $X$ such that $f_{1}, f_{2}, g, h_{1}, h_{2}$ are all trivial above $U$. This means that we have finite discrete topological spaces $D_{1}, D_{2}$ and $E$, homeomorphisms $\alpha_{1}: f_{1}^{-1}(U) \rightarrow U \times D_{1}, \alpha_{2}: f_{2}^{-1}(U) \rightarrow U \times D_{2}$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and two maps $\varphi_{1}: D_{1} \times E, \varphi_{2}: D_{2} \times E$ such that: $\beta \circ h_{1}=\left(\operatorname{id}_{U} \times \varphi_{1}\right) \circ \alpha_{1}$, $\beta \circ h_{2}=\left(\operatorname{id}_{U} \times \varphi_{2}\right) \circ \alpha_{2}, r_{1} \circ \alpha_{1}=f_{1}, r_{2} \circ \alpha_{2}=f_{2}$ and $q \circ \beta=g$, where $r_{1}: U \times D_{1} \rightarrow U, r_{2}: U \times D_{2} \rightarrow D_{2}$ and $q: U \times E \rightarrow E$ are the projections on the first factor. We have that

$$
\begin{aligned}
& f^{-1}(U)=\left\{\left(y_{1}, y_{2}\right) \in Y_{1} \times{ }_{Z} Y_{2} \mid f\left(\left(y_{1}, y_{2}\right)\right) \in U\right\}= \\
& =\left\{\left(y_{1}, y_{2}\right) \in Y_{1} \times Y_{2} \mid h_{1}\left(y_{1}\right)=h_{2}\left(y_{2}\right), f_{1}\left(y_{1}\right) \in U, f_{2}\left(y_{2}\right) \in U\right\}= \\
& =\left\{\left(y_{1}, y_{2}\right) \in f_{1}^{-1}(U) \times f_{2}^{-1}(U) \mid h_{1}\left(y_{1}\right)=h_{2}\left(y_{2}\right)\right\}= \\
& \quad=f_{1}^{-1}(U) \times Z f_{2}^{-1}(U)=f_{1}^{-1}(U) \times{ }_{g^{-1}(U)} f_{2}^{-1}(U)
\end{aligned}
$$

(the last equality is justified by the fact that $h_{1}\left(f_{1}^{-1}(U)\right) \subseteq g^{-1}(U)$ and $\left.h_{2}\left(f_{2}^{-1}(U)\right) \subseteq g^{-1}(U)\right)$. Then the homeomorphisms $\alpha_{1}, \alpha_{2}$ and $\beta$ induce a
homeomorphism

$$
\begin{aligned}
\gamma: f^{-1}(U)=f_{1}^{-1}(U) \times_{g^{-1}(U)} f_{2}^{-1}(U) & \rightarrow\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right) \\
\left(y_{1}, y_{2}\right) & \mapsto\left(\alpha_{1}\left(y_{1}\right), \alpha_{2}\left(y_{2}\right)\right)
\end{aligned}
$$

(it is straightforward to check that this is a well-defined homeomorphism). We claim that $\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right) \cong U \times\left(D_{1} \times_{E} D_{2}\right)$. Define
$\vartheta: U \times\left(D_{1} \times_{E} D_{2}\right) \rightarrow\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right),\left(u,\left(d_{1}, d_{2}\right)\right) \mapsto\left(\left(u, d_{1}\right),\left(u, d_{2}\right)\right)$.
Let us prove that $\vartheta$ is well defined. If $\left(u,\left(d_{1}, d_{2}\right)\right) \in U \times\left(D_{1} \times_{E} D_{2}\right)$, then $\varphi_{1}\left(d_{1}\right)=\varphi_{2}\left(d_{2}\right)$. So

$$
\left(\mathrm{id}_{U} \times \varphi_{1}\right)\left(\left(u, d_{1}\right)\right)=\left(u, \varphi_{1}\left(d_{1}\right)\right)=\left(u, \varphi_{2}\left(d_{2}\right)\right)=\left(\operatorname{id}_{U} \times \varphi_{2}\right)\left(\left(u, d_{2}\right)\right)
$$

and this proves that $\left(\left(u, d_{1}\right),\left(u, d_{2}\right)\right) \in\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right)$. So $\vartheta$ is well defined. We have that $\vartheta$ is continuous, because its components are continuous. It is also clear that $\vartheta$ is injective. We prove now that it is surjective. Let $\left(\left(u_{1}, d_{1}\right),\left(u_{2}, d_{2}\right)\right) \in\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right)$. This means that $\left(u_{1}, \varphi_{1}\left(d_{1}\right)\right)=$ $\left(\mathrm{id}_{U} \times \varphi_{1}\right)\left(\left(u_{1}, d_{1}\right)\right)=\left(\mathrm{id}_{U} \times \varphi_{2}\right)\left(\left(u_{2}, d_{2}\right)\right)=\left(u_{2}, \varphi_{2}\left(d_{2}\right)\right)$. So $u_{1}=u_{2}$ and $\varphi_{1}\left(d_{1}\right)=\varphi_{2}\left(d_{2}\right)$. Then $\left(d_{1}, d_{2}\right) \in D_{1} \times_{E} D_{2}$ and $\left(u_{1},\left(d_{1}, d_{2}\right)\right) \in U \times\left(D_{1} \times_{E} D_{2}\right)$. Moreover,

$$
\vartheta\left(\left(u_{1},\left(d_{1}, d_{2}\right)\right)\right)=\left(\left(u_{1}, d_{1}\right),\left(u_{1}, d_{2}\right)\right)=\left(\left(u_{1}, d_{1}\right),\left(u_{2}, d_{2}\right)\right) .
$$

This shows that $\vartheta$ is surjective. Finally, the inverse map

$$
\begin{aligned}
\vartheta^{-1}:\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right) & \rightarrow U \times\left(D_{1} \times_{E} D_{2}\right), \\
\left(\left(u_{1}, d_{1}\right),\left(u_{2}, d_{2}\right)\right) & \mapsto\left(u_{1}=u_{2},\left(d_{1}, d_{2}\right)\right)
\end{aligned}
$$

is also continuous, because its components are continuous. So $\vartheta$ is a homeomorphism. Now we have a homeomorphism $\vartheta^{-1} \circ \gamma: f^{-1}(U) \rightarrow U \times\left(D_{1} \times{ }_{E} D_{2}\right)$ and $D_{1} \times{ }_{E} D_{2}$ is a finite discrete topological space. Denote by $p: U \times\left(D_{1} \times{ }_{E} D_{2}\right) \rightarrow$ $U$ the projection on the first factor. From the definition of $\vartheta$, it follows that $p \circ \vartheta^{-1}=r_{1} \circ s_{1}$, where $s_{1}:\left(U \times D_{1}\right) \times_{U \times E}\left(U \times D_{2}\right) \rightarrow U \times D_{1}$ is the projection on the first factor. On the other hand, from the definition of $\gamma$ we have that $s_{1} \circ \gamma=\alpha_{1} \circ p_{1}$. So $p \circ\left(\vartheta^{-1} \circ \gamma\right)=r_{1} \circ s_{1} \circ \gamma=r_{1} \circ \alpha_{1} \circ p_{1}=f_{1} \circ p_{1}=f$. This proves that $f$ is a finite covering of $X$. Since $f=f_{1} \circ p_{1}$, we have that $p_{1}$ is a morphism a coverings from $f$ to $f_{1}$. Analogously, since $f=f_{2} \circ p_{2}$, we have that $p_{2}$ is a morphism of coverings from $f$ to $f_{2}$. We have also that $h_{1} \circ p_{1}=h_{2} \circ p_{2}$, by definition of the fibred product of sets. Let now $W$ be a topological space and $m: W \rightarrow X$ a finite covering, with two morphisms of coverings $l_{1}: W \rightarrow Y_{1}, l_{2}: W \rightarrow Y_{2}$, such that $h_{1} \circ l_{1}=h_{2} \circ l_{2}$. As in example 1.1.3(2), we have a unique map $l: W \rightarrow Y_{1} \times_{Z} Y_{2}$ such that $l_{1}=p_{1} \circ l$ and $l_{2}=p_{2} \circ l$. This map is continuous because its components are continuous. Moreover, $f \circ l=f_{1} \circ p_{1} \circ l=f_{1} \circ l_{1}=m$, where the last equality follows from the fact that $l_{1}$ is a morphism of coverings from $m$ to $f_{1}$. This means that $l$ is a morphism of coverings from $m$ to $f$. Hence $f: Y_{1} \times_{Z} Y_{2} \rightarrow X$ is the fibred product of $f_{1}: Y_{1} \rightarrow X$ and $f_{2}: Y_{2} \rightarrow X$ over $g: Z \rightarrow X$ in the category $\operatorname{Cov}_{X}$.
(G2) Let $\left(f_{i}: Y_{i} \rightarrow X\right)_{i \in I}$ be a finite collection of finite coverings of $X$. Let $Y$ be the disjoint union $\coprod_{i \in I} Y_{i}$, with inclusions $q_{j}: Y_{j} \rightarrow Y$, for any $j \in I$. Recall that the topology on the disjoint union is defined in such a way that a map from $\coprod_{i \in I} Y_{i}$ to any topological space is continuous if and only if its restriction to $Y_{j}$ is continuous for any $j \in I$. Consider now the map

$$
f: Y \rightarrow X, y \mapsto f_{j}(y),
$$

where $j$ is the unique element of $I$ such that $y \in Y_{j}$. Then $f \circ q_{j}=f_{j}$ for any $j \in I$ and $f$ is continuous by definition of the topology on the disjoint union. We claim that $f$ is a finite covering of $X$. Let $x^{\prime} \in X$. For any $j \in I$, since $f_{j}$ is a finite covering of $X$, there exists an open neighbourhood $U_{j}$ of $x^{\prime}$ in $X$ such that $f_{j}: f_{j}^{-1}(U) \rightarrow U$ is a trivial finite covering, i.e. there exist a finite discrete topological space $E_{j}$ and a homeomorphism $\varphi_{j}: f_{j}^{-1}(U) \rightarrow U \times E_{j}$ such that $f_{j}=p_{j} \circ \varphi_{j}$, where $p_{j}: U_{j} \times E_{j} \rightarrow U_{j}$ is the projection on the first factor. Define $U:=\bigcap_{i \in I} U_{i}$. Since $I$ is finite, $U$ is an open neighbourhood of $x^{\prime}$ in $X$. For any $j \in I$, we have that $f_{j}^{-1}(U)=\left(p_{j} \circ \varphi_{j}\right)^{-1}(U)=\varphi_{j}^{-1}\left(p_{j}^{-1}(U)\right)=\varphi_{j}^{-1}\left(U \times E_{j}\right)$. So $\varphi_{j}\left(f_{j}^{-1}(U)\right)=U \times E_{j}$ and, restricting $\varphi_{j}$ to $f_{j}^{-1}(U)$, we get a homeomorphism $\varphi_{j}: f_{j}^{-1}(U) \rightarrow U \times E_{j}$. By definition of $f$, we have that

$$
\begin{aligned}
f^{-1}(U) & =\left\{y \in Y=\coprod_{i \in I} Y_{i} \mid f(y) \in U\right\}= \\
& =\coprod_{i \in I}\left\{y \in Y_{i} \mid f_{i}(y)=f(y) \in U\right\}=\coprod_{i \in I} f_{i}^{-1}(U) .
\end{aligned}
$$

Define $\varphi: f^{-1}(U)=\coprod_{i \in I} f_{i}^{-1}(U) \rightarrow \coprod_{i \in I}\left(U \times E_{i}\right), y \mapsto \varphi_{j}(y)$, where $j$ is the unique element of $I$ such that $y \in Y_{j}$. It is straightforward to check that $\varphi$ is a homeomorphism. Moreover, consider

$$
\vartheta: U \times\left(\coprod_{i \in I} E_{i}\right) \rightarrow \coprod_{i \in I}\left(U \times E_{i}\right),(u, e) \mapsto(u, e) .
$$

This is well defined, because if $(u, e) \in U \times\left(\coprod_{i \in I} E_{i}\right)$ we have that $u \in U$ and there exists a unique $j \in I$ such that $e \in E_{j}$, so $(u, e) \in U \times E_{j} \subseteq \coprod_{i \in I}\left(U \times E_{i}\right)$. It is obvious that $\vartheta$ is bijective. Moreover, $\vartheta$ is continuous. Indeed, a base of open subsets of $\coprod_{i \in I}\left(U \times E_{i}\right)$ is given by

$$
\bigcup_{i \in I}\left\{V \times\{e\} \mid V \subseteq U \text { open, } e \in E_{i}\right\}
$$

and, for any $j \in I, V \subseteq U$ open and $e \in E_{j}$, we have that $\vartheta^{-1}(V)=V \times\{e\}$ is open in $U \times\left(\coprod_{i \in I} E_{i}\right)$, because $\coprod_{i \in I} E_{i}$ has the discrete topology. Also the inverse

$$
\vartheta^{-1}: \coprod_{i \in I}\left(U \times E_{i}\right) \rightarrow U \times\left(\coprod_{i \in I} E_{i}\right),(u, e) \mapsto(u, e) .
$$

is continuous, because the restriction to $U \times E_{j}$ is continuous for any $j \in I$. So $\vartheta$ is a homeomorphism. Now we have a homeomorphism $\vartheta^{-1} \circ \varphi: f^{-1}(U) \rightarrow$ $U \times\left(\coprod_{i \in I} E_{i}\right)$ and $\coprod_{i \in I} E_{i}$ is a finite discrete topological space (because $I$ is finite and $E_{j}$ is a finite discrete topological space for any $j \in I$ ). Denote by $p_{U}: U \times\left(\amalg_{i \in I} E_{i}\right) \rightarrow U$ the projection on the first factor and by $q_{j}^{\prime}$ : $U \times E_{j} \rightarrow \coprod_{i \in I}\left(U \times E_{i}\right)$ the canonical inclusion, for any $j \in I$. Let $j \in I$. From the definition of $\vartheta$, it follows that $p_{U} \circ \vartheta^{-1} \circ q_{j}^{\prime}=p_{j}$. Moreover, from the definition of $\varphi$, we have that $\varphi \circ q_{j}=q_{j}^{\prime} \circ \varphi_{j}$. Then

$$
p_{U} \circ \vartheta^{-1} \circ \varphi \circ q_{j}=p_{U} \circ \vartheta^{-1} \circ q_{j}^{\prime} \circ \varphi_{j}=p_{j} \circ \varphi_{j}=f_{j}=f \circ q_{j} .
$$

Since this holds for any $j \in I$, we must have $p_{U} \circ\left(\vartheta^{-1} \circ \varphi\right)=f$. So $f$ is a finite covering of $X$. For any $j \in I$, we have that $q_{j}: Y_{j} \rightarrow Y$ is a morphism of coverings from $f_{j}$ to $f$, because $f \circ q_{j}=f_{j}$. Let now $Z$ be a topological space, $g: Z \rightarrow X$ a finite covering and $h_{j}: Y_{j} \rightarrow Z$ a morphism of coverings (i.e. $h_{j}$ continuous and $g \circ h_{j}=f_{j}$ ), for any $j \in I$. As in example 1.1.3(3), we have a unique $h: Y=\coprod_{i \in I} Y_{i} \rightarrow Z$ such that $h_{j}=h \circ q_{j}$ for any $j \in I$. This map is continuous, because for any $j \in I$ its restriction to $Y_{j}$ is $h_{j}$, which is continuous. Moreover, we have that $g \circ h \circ q_{j}=g \circ h_{j}=f_{j}=f \circ q_{j}$ for any $j \in I$ and this implies that $g \circ h=f$. So $h$ is a morphism of coverings from $f$ to $g$. Hence $f: Y \rightarrow X$ is the sum of the $f_{i}$ 's in $\operatorname{Cov}_{X}$.
Let now $f: Y \rightarrow X$ be a finite covering and $G$ a finite subgroup of $\operatorname{Aut}_{\operatorname{Cov}_{X}}(f)$. Notice that any automorphism of $f$ is in particular a homeomorphism of $Y$. Then we can consider the set of orbits $Y / G$, provided with the quotient topology. For any $\sigma \in G$, we have that $f \circ \sigma=f$, because $\sigma$ is a morphism of coverings. Then, as in example 1.1.3(5), we can define $\bar{f}: Y / G \rightarrow X, G y \mapsto f(y)$ and we have $f=\bar{f} \circ p$, where $p: Y \rightarrow Y / G, y \mapsto G y$ is the canonical projection. By definition of quotient topology, $\bar{f}$ is continuous. We claim that $\bar{f}$ is a finite covering of $X$. Let $x^{\prime} \in X$. Since $G$ is finite, by corollary 1.6 there exists an open neighbourhood $U$ of $x^{\prime}$ in $X$ such that $f$ is trivial above $U$ and any $\sigma \in G$ is trivial above $U$. This means that there exist a finite discrete topological space $D$, a homeomorphism $\alpha: f^{-1}(U) \rightarrow U \times D$ and maps $\varphi_{\sigma}: D \rightarrow D$, for any $\sigma \in G$, such that $f=p_{U} \circ \alpha$, where $p_{U}: U \times D \rightarrow U$ is the projection on the first factor, and $\alpha \circ \sigma=\left(\operatorname{id}_{U} \times \varphi_{\sigma}\right) \circ \alpha$, for any $\sigma \in G$. Let $\sigma, \tau \in G$. We have that
$\left(\operatorname{id}_{U} \times \varphi_{\sigma \circ \tau}\right) \circ \alpha=\alpha \circ \sigma \circ \tau=\left(\operatorname{id}_{U} \times \varphi_{\sigma}\right) \circ \alpha \circ \tau=\left(\operatorname{id}_{U} \times \varphi_{\sigma}\right) \circ\left(\operatorname{id}_{U} \times \varphi_{\tau}\right) \circ \alpha$.
Since $\alpha$ is a homeomorphism, this implies that $\operatorname{id}_{U} \times \varphi_{\sigma \circ \tau}=\left(\mathrm{id}_{U} \times \varphi_{\sigma}\right) \circ$ $\left(\mathrm{id}_{U} \times \varphi_{\tau}\right)=\operatorname{id}_{U} \times\left(\varphi_{\sigma} \circ \varphi_{\tau}\right)$. Then $\varphi_{\sigma \circ \tau}=\varphi_{\sigma} \circ \varphi_{\tau}$. Since $G$ is a subgroup of $\operatorname{Aut}_{\operatorname{Cov}_{X}}(f)$, we have that $\mathrm{id}_{Y} \in G$. Moreover, $\left(\operatorname{idd}_{U} \times \varphi_{\mathrm{id}_{Y}}\right) \circ \alpha=\alpha \circ \operatorname{id}_{Y}=\alpha=$ $\operatorname{id}_{U \times D} \circ \alpha$. Since $\alpha$ is a homeomorphism, we get that $\operatorname{id}_{U} \times \varphi_{\operatorname{id}_{Y}}=\operatorname{id}_{U \times D}=$ $\operatorname{id}_{U} \times \operatorname{id}_{D}$ and so $\varphi_{\operatorname{id}_{Y}}=\operatorname{id}_{D}$. Since $G$ is a subgroup of $\operatorname{Aut}_{\operatorname{Cov}_{X}}(f)$, for any $\sigma \in G$ we have that $\sigma^{-1} \in G$. Then, by what we have just proved,

$$
\varphi_{\sigma} \circ \varphi_{\sigma^{-1}}=\varphi_{\sigma \circ \sigma^{-1}}=\varphi_{\mathrm{id}_{Y}}=\operatorname{id}_{D}
$$

and

$$
\varphi_{\sigma^{-1} \circ \varphi_{\sigma}=\varphi_{\sigma^{-1} \circ \sigma}=\varphi_{\mathrm{id}_{Y}}=\operatorname{id}_{D} . . . . . . . . .}
$$

So $\varphi_{\sigma}$ is invertible, i.e. $\varphi_{\sigma}$ is in the symmetric group $\mathrm{S}_{D}$. What we proved above means that the map $\varphi: G \rightarrow \mathrm{~S}_{D}, \sigma \mapsto \varphi_{\sigma}$ is a group homomorphism. Then $\operatorname{Im}(\varphi)$ is a subgroup of $\mathrm{S}_{D}$. Let $\sigma \in G$. If $y \in f^{-1}(U)$, then $f(\sigma(y))=f(y) \in$ $U$, since $f \circ \sigma=f$. Then $\sigma(y) \in f^{-1}(U)$. So $\sigma\left(f^{-1}(U)\right) \subseteq f^{-1}(U)$. On the other hand, since $\sigma^{-1}(y) \in f^{-1}(U)$ by the same argoment, $y=\sigma\left(\sigma^{-1}(y)\right) \in$ $\sigma\left(f^{-1}(U)\right)$. So $\sigma\left(f^{-1}(U)\right)=f^{-1}(U)$. This means that, if we restrict $\sigma$ to $f^{-1}(U)$. we get a homeomorphism $\sigma: f^{-1}(U) \rightarrow f^{-1}(U)$. So restriction to $f^{-1}(U)$ maps $G$ to a finite group of automorphisms of the topological space $f^{-1}(U)$. We have that

$$
\begin{aligned}
(\bar{f})^{-1}(U)=\{G y \in Y / G \mid f(y) & =\bar{f}(y) \in U\}= \\
& =\left\{G y \in Y / G \mid y \in f^{-1}(U)\right\}=f^{-1}(U) / G .
\end{aligned}
$$

The homeomorphism $\alpha$ induces the following map:

$$
\begin{aligned}
\bar{\alpha}:(\bar{f})^{-1}(U)=f^{-1}(U) / G & \rightarrow(U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right), \\
G y & \mapsto\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right) \alpha(y) .
\end{aligned}
$$

It is immediate to check that $\bar{\alpha}$ is well defined. Moreover, $\bar{\alpha}$ is continuous by definition of quotient topology, because $\bar{\alpha} \circ p=q \circ \alpha$ is continuous, where $q: U \times D \rightarrow(U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right)$ is the canonical projection. In the same way, the map

$$
\begin{aligned}
& (U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right) \rightarrow(\bar{f})^{-1}(U)=f^{-1}(U) / G \\
& \quad\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right)(u, d) \mapsto G \alpha^{-1}((u, d))
\end{aligned}
$$

is well defined and continuous. This map is clearly the inverse of $\bar{\alpha}$, which is then a homeomorphism. Moreover, consider

$$
\begin{aligned}
\vartheta: U \times(D / \operatorname{Im}(\varphi)) & \rightarrow(U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right), \\
(u, \operatorname{Im}(\varphi) d) & \mapsto\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right)(u, d) .
\end{aligned}
$$

It is immediate to check that $\vartheta$ is well defined. We prove now that $\vartheta$ is continuous. Let $V \subseteq(U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right)$ be an open subset. Then $q^{-1}(V)$ is open $U \times D$. Let $(u, \operatorname{Im}(\varphi) d) \in \vartheta^{-1}(V)$. Then $q((u, d))=\vartheta((u, \operatorname{Im}(\varphi) d)) \in V$ and so $(u, d) \in q^{-1}(V)$. Since $q^{-1}(V)$ is open, by definition of product topology there exists an open subset $U^{\prime} \subseteq U$ such that $u \in U^{\prime}$ and $U^{\prime} \times\{d\} \subseteq q^{-1}(V)$ (recall that $D$ has the discrete topology). Let $u^{\prime} \in U^{\prime}$. Then $\vartheta\left(\left(u^{\prime}, \operatorname{Im}(\varphi) d\right)\right)=$ $\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right)\left(u^{\prime}, d\right)=q\left(\left(u^{\prime}, d\right)\right) \in V$. So $\left(u^{\prime}, \operatorname{Im}(\varphi) d\right) \in \vartheta^{-1}(V)$. This shows that $U^{\prime} \times\{\operatorname{Im}(\varphi) d\} \subseteq \vartheta^{-1}(V)$. We have that $(u, \operatorname{Im}(\varphi) d) \in U^{\prime} \times\{\operatorname{Im}(\varphi) d\}$ and, by definition of product topology, $U^{\prime} \times\{\operatorname{Im}(\varphi) d\}$ is open in $U \times(D / \operatorname{Im}(\varphi))$, because $D / \operatorname{Im}(\varphi)$ has the discrete topology. So $\vartheta^{-1}(V)$ is open. This proves that $\vartheta$ is continuous. It is obvious that $\vartheta$ is bijective, with inverse

$$
\begin{aligned}
\vartheta^{-1}:(U \times D) /\left(\left\{\operatorname{id}_{U}\right\} \times \operatorname{Im}(\varphi)\right) & \rightarrow U \times(D / \operatorname{Im}(\varphi)), \\
\left(\left\{\operatorname{idd}_{U}\right\} \times \operatorname{Im}(\varphi)\right)(u, d) & \mapsto(u, \operatorname{Im}(\varphi) d),
\end{aligned}
$$

which is immediately checked to be well defined. Moreover, $\vartheta^{-1}$ is continuous, because its components are continuous. Then $\vartheta$ is a homeomorphism. Now we have a homeomorphism $\vartheta^{-1} \circ \bar{\alpha}:(\bar{f})^{-1}(U) \rightarrow U \times(D / \operatorname{Im}(\varphi))$ and $D / \operatorname{Im}(\varphi)$ is a finite discrete topological space. Denote by $q_{U}: U \times(D / \operatorname{Im}(\varphi)) \rightarrow U$ the projection on the first factor. By definition of $\vartheta$, we have that $q_{U} \circ \vartheta^{-1} \circ q=p_{U}$. Then we have

$$
\left(q_{U} \circ \vartheta^{-1} \circ \bar{\alpha}\right) \circ p=q_{U} \circ \vartheta^{-1} \circ q \circ \alpha=p_{U} \circ \alpha=f=\bar{f} \circ p
$$

which implies that $q_{U} \circ\left(\vartheta^{-1} \circ \bar{\alpha}\right)=\bar{f}$ (by uniqueness in the universal property of the quotient of sets). So $\bar{f}$ is a finite covering of $X$. Since $f=\bar{f} \circ p$, we have that $p$ is a morphism of coverings from $f$ to $\bar{f}$. We have also that $\bar{f} \circ \sigma=\bar{f}$, for any $\sigma \in G$. Let now $Z$ be a topological space and $g: Z \rightarrow X$ a finite covering, with a morphism of coverings $l: Y \rightarrow Z$ such that $l \circ \sigma=l$ for any $\sigma$ in $G$. As in example 1.1.3(5), we have a unique map $\bar{l}: Y / G \rightarrow Z$ such that $l=\bar{l} \circ p$. This map is continuous by definition of quotient topology, because $l=\bar{l} \circ p$ is continuous. Moreover, since $l$ is a morphism of coverings, we have that $g \circ l=f$ and so $g \circ \bar{l} \circ p=g \circ l=f=\bar{f} \circ p$. This implies that $g \circ \bar{l}=\bar{f}$. So $\bar{l}$ is a morphism of coverings from $\bar{f}$ to $g$. Hence $\bar{f}: Y / G \rightarrow X$ is the quotient of $f$ by $G$ in $\operatorname{Cov}_{X}$.
(G3) Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings and $h: Y \rightarrow Z$ a morphism of coverings. Consider $\operatorname{Im}(h) \subseteq Z$ with the subspace topology and define $g^{\prime}=g: \operatorname{Im}(h) \rightarrow X$. Then $g^{\prime}$ is continuous, because it is the restriction of a continuous function. Moreover, $g^{\prime}=g \circ u^{\prime}$, where $u^{\prime}: \operatorname{Im}(h) \rightarrow Z$ is the canonical inclusion (continuous by definition of the subspace topology). We claim that $g^{\prime}$ is a finite covering of $X$. Let $x^{\prime} \in X$. By lemma 1.5, there exists an open neighbourhood $U$ of $x^{\prime}$ in $X$ such that $f, g$ and $h$ are trivial above $U$. This means that we have finite discrete topological spaces $D$ and $E$, homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that $\beta \circ h=\left(\mathrm{id}_{U} \times \varphi\right) \circ \alpha, f=p_{U} \circ \alpha$ and $g=q_{U} \circ \beta$, where $p_{U}: U \times D \rightarrow U$ and $q_{U}: U \times E \rightarrow U$ are the projections to the first factor. We have that $\left(g^{\prime}\right)^{-1}(U)=\left\{z \in \operatorname{Im}(h) \mid g(z)=g^{\prime}(z) \in U\right\}=\operatorname{Im}(h) \cap g^{-1}(U)$. Let $z \in\left(g^{\prime}\right)^{-1}(U)=\operatorname{Im}(h) \cap g^{-1}(U)$. Then $g(z) \in U$ and there exists $y \in Y$ such that $z=h(y)$. Since $h$ is a morphism of coverings, we have that $f=g \circ h$. So $f(y)=g(h(y))=g(z) \in U$, i.e. $y \in f^{-1}(U)$. Since $f=p_{U} \circ \alpha$, we have that $\alpha(y)=(f(y), d)$, for a $d \in D$. Then, since $\beta \circ h=\left(\mathrm{id}_{U} \times \varphi\right) \circ \alpha$, we have that

$$
\begin{aligned}
\beta(z)=\beta(h(y))=\left(\operatorname{id}_{U}\right. & \times \varphi)(\alpha(y))= \\
& =\left(\operatorname{id}_{U} \times \varphi\right)((f(y), d))=(f(y), \varphi(d)) \in U \times \operatorname{Im}(\varphi) .
\end{aligned}
$$

This shows that $\beta\left(\left(g^{\prime}\right)^{-1}(U)\right) \subseteq U \times \operatorname{Im}(\varphi)$. Conversely, let $(u, e) \in U \times \operatorname{Im}(\varphi)$. Then $e \in \operatorname{Im}(\varphi)$, i.e. there exists $d \in D$ such that $e=\varphi(d)$. So, if we set $y:=\alpha^{-1}((u, d))$, we have

$$
(u, e)=\left(\mathrm{id}_{U} \times \varphi\right)((u, d))=\left(\mathrm{id}_{U} \times \varphi\right)(\alpha(y))=\beta(h(y)) \in \beta(\operatorname{Im}(h)) .
$$

So $\beta\left(\left(g^{\prime}\right)^{-1}(U)\right)=U \times \operatorname{Im}(\varphi)$. Then, restricting $\beta$ to $\left(g^{\prime}\right)^{-1}(U)$, we get a homeomorphism $\beta:\left(g^{\prime}\right)^{-1}(U) \rightarrow U \times \operatorname{Im}(\varphi)$. Notice that $\operatorname{Im}(\varphi) \subseteq E$ is a finite discrete topological space. Moreover, since $g=q_{U} \circ \beta$, we have also $g^{\prime}=q_{U}^{\prime} \circ \beta$, where $q_{U}^{\prime}: U \times \operatorname{Im}(\varphi) \rightarrow U$ is the projection on the first factor. So $g^{\prime}$ is a finite covering of $X$. Since $g^{\prime}=g \circ u^{\prime}$, we have that $u^{\prime}$ is a morphism of coverings from $g^{\prime}$ to $g$. Define also $u^{\prime \prime}=h: Y \rightarrow \operatorname{Im}(h)$, which is continuous since $h$ is continuous. We have $g^{\prime} \circ u^{\prime \prime}=g \circ h=f$, so $u^{\prime \prime}$ is a morphism of coverings from $f$ to $g^{\prime}$. Clearly we have that $f=u^{\prime} \circ u^{\prime \prime}$. Moreover, $u^{\prime \prime}$ is surjective, so it is an epimorphism in $\operatorname{Cov}_{X}$, by lemma 1.7. It remains to prove that $u^{\prime}$ is a monomorphism in $\operatorname{Cov}_{X}$. We have that $u^{\prime}$ is injective, so it is a monomorphism of sets, by example 1.1.3(6) (notice that in the proof we did not use the fact that the sets were finite, so it works for arbitrary sets). Let $W$ be a topological space and $m: W \rightarrow X$ a finite covering. Let $l_{1}, l_{2}: W \rightarrow \operatorname{Im}(h)$ be two morphisms of coverings such that $u^{\prime} \circ l_{1}=u^{\prime} \circ l_{2}$. In particular, $l_{1}, l_{2}$ are maps between sets. Since $h$ is a monomorphism of sets, this implies that $l_{1}=l_{2}$.
Assume now that $h$ is a monomorphism in $\mathbf{C o v}_{X}$. We claim that $h$ is injective. By the proof of (G1), we have that $m=f \circ p_{1}=f \circ p_{2}: Y \times_{Z} Y \rightarrow X$ is a finite covering of $X$, where $p_{1}: Y \times_{Z} Y \rightarrow Y, p_{2}: Y \times_{Z} Y \rightarrow Y$ are the two projections, which are morphisms of coverings from $m$ to $f$. By definition of fibred product, we have that $h \circ p_{1}=h \circ p_{2}$. Since $h$ is a monomorphism in $\operatorname{Cov}_{X}$, this implies that $p_{1}=p_{2}$. Let now $y_{1}, y_{2} \in Y$ such that $h\left(y_{1}\right)=h\left(y_{2}\right)$. Then $\left(y_{1}, y_{2}\right) \in Y \times_{Z} Y$. So we have $y_{1}=p_{1}\left(\left(y_{1}, y_{2}\right)\right)=p_{2}\left(\left(y_{1}, y_{2}\right)\right)=y_{2}$. This proves that $h$ is injective. Then $h: Y \rightarrow \operatorname{Im}(h)$ is bijective. We claim that it is a homeomorphism. We already know that $h$ is continuous, so it is enough to prove that it is open. Let $V \subseteq Y$ be open and let $z \in h(V)$. Then there exists $y \in V$ such that $z=h(y)$. Define $x^{\prime}:=g(z) \in X$ and consider $U, D$, $E, \alpha, \beta$ and $\varphi$ as above. Then $z \in g^{-1}(U)$. Since $f=g \circ h$, we have that $f(y)=g(h(y))=g(z)=x^{\prime}$, which implies that $y \in f^{-1}(U) \cap V$. Since $V$ is open in $Y$, we have that $V \cap f^{-1}(U)$ is open in $f^{-1}(U)$. Then $\alpha\left(V \cap f^{-1}(U)\right)$ is open in $U \times D$, because $\alpha$ is a homeomorphism. Since $f=p_{U} \circ \alpha$, we have that $\alpha(y)=(f(y), d)=\left(x^{\prime}, d\right)$, for a $d \in D$. Then $\left(x^{\prime}, d\right) \in \alpha\left(V \cap f^{-1}(U)\right)$. By definition of product topology, there exists an open neighbourhood $U^{\prime}$ of $x^{\prime}$ in $X$ such that $U^{\prime} \times\{d\} \subseteq \alpha\left(V \cap f^{-1}(U)\right)$ (recall that $D$ has the discrete topology). Define $e:=\varphi(d) \in E$. Since $\beta \circ h=\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha$, we have that

$$
\beta(z)=\beta(h(y))=\left(\mathrm{id}_{U} \times \varphi\right)(\alpha(y))=\left(\mathrm{id}_{U} \times \varphi\right)\left(\left(x^{\prime}, d\right)\right)=\left(x^{\prime}, e\right) .
$$

So $\beta(z) \in U^{\prime} \times\{e\}$ and $z \in \beta^{-1}\left(U^{\prime} \times\{e\}\right)$. Let $x^{\prime \prime} \in U^{\prime}$. Then $\left(x^{\prime \prime}, d\right) \in$ $U^{\prime} \times\{d\} \subseteq \alpha\left(V \cap f^{-1}(U)\right)$, which implies that $\alpha^{-1}\left(\left(x^{\prime \prime}, d\right)\right) \in V \cap f^{-1}(U)$. So

$$
\left(x^{\prime \prime}, e\right)=\left(\operatorname{id}_{U} \times \varphi\right)\left(\left(x^{\prime}, d\right)\right)=\beta\left(h\left(\alpha^{-1}\left(\left(x^{\prime \prime}, d\right)\right)\right)\right) \in \beta(h(V)) .
$$

This shows that $U^{\prime} \times\{e\} \subseteq \beta(h(V))$, so $\beta^{-1}\left(U^{\prime} \times\{e\}\right) \subseteq h(V)$. We have that $U^{\prime} \times\{e\}$ is open in $U \times E$, because $E$ has the discrete topology. Then $\beta^{-1}\left(U^{\prime} \times\{e\}\right)$ is open in $Z$. This proves that $V$ is open. So $h: Y \rightarrow \operatorname{Im}(h)$ is a homeomorphism. Consider the finite covering $g^{\prime}: \operatorname{Im}(h) \rightarrow X$ as above. We have that $f=g \circ h=g^{\prime} \circ h$, so $h$ is a morphism of coverings from $f$ to $g^{\prime}$. Since
$h: Y \rightarrow \operatorname{Im}(h)$ is a homeomorphism, we have that $h^{-1}$ is also continuous. We have $f \circ h^{-1}=g^{\prime}$ and so $h^{-1}$ is a morphism of coverings from $g^{\prime}$ to $f$. This proves that $f: Y \rightarrow X$ and $g^{\prime}: \operatorname{Im}(h) \rightarrow X$ are isomorphic in $\mathbf{C o v}_{X}$. It remains to prove that $g^{\prime}$ (together with the canonical inclusion) is a direct summand of $g: Z \rightarrow X$. Consider $W:=Z \backslash \operatorname{Im}(h)$ and $g^{\prime \prime}=g: W \rightarrow X$. Clearly, $g^{\prime \prime}$ is continuous, because it is the restriction of a continuous function. We claim that $g^{\prime \prime}: W \rightarrow X$ is a finite covering. Let $x^{\prime} \in X$ and consider $U, D$, $E, \alpha, \beta$ and $\varphi$ as above. Then

$$
\begin{aligned}
& \left(g^{\prime \prime}\right)^{-1}(U)=\left\{z \in W \mid g(z)=g^{\prime \prime}(z) \in U\right\}=W \cap g^{-1}(U)= \\
= & (Z \backslash \operatorname{Im}(h)) \cap g^{-1}(U)=g^{-1}(U) \backslash\left(\operatorname{Im}(h) \cap g^{-1}(U)\right)=g^{-1}(U) \backslash\left(\left(g^{\prime}\right)^{-1}(U)\right)
\end{aligned}
$$

(see above for the last equality). As above, we have $\beta\left(\left(g^{\prime}\right)^{-1}(U)\right)=U \times \operatorname{Im}(\varphi)$. Then, since $\beta$ is a homeomorphism, we have that

$$
\begin{aligned}
& \beta\left(\left(g^{\prime \prime}\right)^{-1}(U)\right)=\beta\left(g^{-1}(U) \backslash\left(\left(g^{\prime}\right)^{-1}(U)\right)\right)= \\
& \quad=\beta\left(g^{-1}(U)\right) \backslash \beta\left(\left(g^{\prime}\right)^{-1}(U)\right)=(U \times E) \backslash(U \times \operatorname{Im}(\varphi))=U \times(E \backslash \operatorname{Im}(\varphi)) .
\end{aligned}
$$

Then, restricting $\beta$ to $\left(g^{\prime \prime}\right)^{-1}(U)$, we get a homeomorphism

$$
\beta:\left(g^{\prime \prime}\right)^{-1}(U) \rightarrow U \times(E \backslash \operatorname{Im}(\varphi))
$$

Notice that $E \backslash \operatorname{Im}(\varphi) \subseteq E$ is a discrete topological set. Moreover, since $g=$ $q_{U} \circ \beta$, we have also $g^{\prime \prime}=q_{U}^{\prime \prime} \circ \beta$, where $q_{U}^{\prime \prime}: U \times(E \backslash \operatorname{Im}(\varphi)) \rightarrow U$ is the projection on the first factor. So $g^{\prime \prime}$ is a finite covering of $X$. We have that $Z=\operatorname{Im}(\varphi) \amalg(Z \backslash \operatorname{Im}(\varphi))=\operatorname{Im}(\varphi) \amalg W$ as sets. By lemma 1.7, we have that $\operatorname{Im}(\varphi)$ is both open and closed in $Z$. So the topology of $Z$ coincides with the disjoint union topology. Then we have that $g$, together with the canonical inclusions $\operatorname{Im}(\varphi) \rightarrow Z$ and $W \rightarrow Z$, is the sum of $g^{\prime}$ and $g^{\prime \prime}$, as in the proof of (G2).
(G4) We have that $F_{x}\left(\operatorname{id}_{X}\right)=\operatorname{id}_{X}^{-1}(\{x\})=\{x\}$, which is terminal in sets (example 1.1.3(1)). So $F_{x}$ transforms the terminal object id ${ }_{X}$ (see the proof of (G1)) in the terminal object $\{x\}$.
Let $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X, g: Z \rightarrow X$ be finite coverings, $h_{1}: Y_{1} \rightarrow Z$ and $h_{2}: Y_{2} \rightarrow Z$ two morphisms of coverings. In the proof of (G1), we saw that $f: Y_{1} \times_{Z} Y_{2} \rightarrow X$ is the fibred product of $f_{1}$ and $f_{2}$ over $Z$ in $\operatorname{Cov}_{X}$. For any $\left(y_{1}, y_{2}\right) \in Y_{1} \times_{Z} Y_{2}$, we have that $f\left(\left(y_{1}, y_{2}\right)\right)=f_{1}\left(y_{1}\right)=f_{2}\left(y_{2}\right)$. Then

$$
\begin{aligned}
& f^{-1}(\{x\})=\left\{\left(y_{1}, y_{2}\right) \in Y_{1} \times{ }_{Z} Y_{2} \mid f\left(\left(y_{1}, y_{2}\right)\right)=x\right\}= \\
& \quad=\left\{\left(y_{1}, y_{2}\right) \in Y_{1} \times Y_{2} \mid h_{1}\left(y_{1}\right)=h_{2}\left(y_{2}\right), f_{1}\left(y_{1}\right)=x, f_{2}\left(y_{2}\right)=x\right\}= \\
& =\left\{\left(y_{1}, y_{2}\right) \in f_{1}^{-1}(\{x\}) \times f_{2}^{-1}(\{x\}) \mid h_{1}\left(y_{1}\right)=h_{2}\left(y_{2}\right)\right\}= \\
& \quad=f_{1}^{-1}(\{x\}) \times{ }_{Z} f_{2}^{-1}(\{x\})=f_{1}^{-1}(\{x\}) \times{ }_{g^{-1}(\{x\})} f_{2}^{-1}(\{x\})
\end{aligned}
$$

(in the last equality we used the fact that $h_{1}\left(f_{1}^{-1}(\{x\})\right) \subseteq g^{-1}(\{x\})$ and $\left.h_{2}\left(f_{2}^{-1}(\{x\})\right) \subseteq g^{-1}(\{x\})\right)$. So

$$
\begin{aligned}
& F_{x}\left(f_{1} \times_{g} f_{2}\right)=F_{x}(f)=f^{-1}(\{x\})= \\
& \quad=f_{1}^{-1}(\{x\}) \times{ }_{g^{-1}(\{x\})} f_{2}^{-1}(\{x\})=F_{x}\left(f_{1}\right) \times_{F_{x}(g)} F_{x}\left(f_{2}\right)
\end{aligned}
$$

which is what we needed.
(G5) Let $\left(f_{i}: Y_{i} \rightarrow X\right)_{i \in I}$ be a finite collection of finite coverings of $X$ and define $Y:=\coprod_{i \in I} Y_{i}$. In the proof of (G2), we saw that $f: Y \rightarrow X, y \mapsto f_{j}(y)$, where $j$ is the unique element of $I$ such that $y \in Y_{j}$, is the sum of the $f_{i}$ 's in $\mathbf{C o v}_{X}$. We have that

$$
\begin{aligned}
f^{-1}(\{x\})=\{y \in Y= & \left.\coprod_{i \in I} Y_{i} \mid f(y)=x\right\}= \\
& =\coprod_{i \in I}\left\{y \in Y_{i} \mid f_{j}(y)=f(y)=x\right\}=\coprod_{i \in I} f_{i}^{-1}(\{x\})
\end{aligned}
$$

So $F_{x}(f)=f^{-1}(\{x\})=\coprod_{i \in I} f_{i}^{-1}(\{x\})=\coprod_{i \in I} F_{x}\left(f_{i}\right)$, which is what we needed, since the disjoint union is the sum in sets (see example 1.1.3(3)).
Let now $f: Y \rightarrow X$ be a finite covering and $G$ a finite subgroup of $\mathrm{Aut}_{\operatorname{Cov}_{X}}(f)$. In the proof of (G2), we saw that $\bar{f}: Y / G \rightarrow X, G y \mapsto f(y)$ is the quotient of $f$ by $G$ in $\operatorname{Cov}_{X}$. Notice that $F_{x}(G)=\left\{\sigma_{\left.\right|_{F_{x}(\bar{F})} \mid} \mid \sigma \in G\right\}$. We have that

$$
\begin{aligned}
&(\bar{f})^{-1}(\{x\})=\{G y \in Y / G \mid f(y)=\bar{f}(G y)=x\}= \\
&=\left\{G y \in Y / G \mid y \in f^{-1}(\{x\})\right\}=f^{-1}(\{x\}) / F_{x}(G)
\end{aligned}
$$

So $F_{x}(\bar{f})=(\bar{f})^{-1}(\{x\})=f^{-1}(\{x\}) / F_{x}(G)=F_{x}(f) / F_{x}(G)$, which is what we needed (see example 1.1.3(5)).
Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings and $h: Y \rightarrow Z$ an epimorphism of coverings. By lemma 1.7, $h$ is surjective. Let $z \in F_{x}(g)=g^{-1}(\{x\}) \subseteq Z$. Then $g(z)=x$. Moreover, since $h$ is surjective, there exists $y \in Y$ such that $z=h(y)$. Since $h$ is a morphism of coverings, we have that $f=g \circ h$. Then $f(y)=g(h(y))=g(z)=x$. So $y \in f^{-1}(\{x\})=F_{x}(f)$. We have that $F_{x}(h)(y)=h(y)=z$. This shows that $F_{x}(h): F_{x}(f) \rightarrow F_{x}(g)$ is surjective, i.e. an epimorphism in sets (see example 1.1.3(6)).
(G6) Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings of $X$ and $h: Y \rightarrow Z$ a morphism of coverings such that $F_{x}(h)$ is an isomorphism of sets, i.e. a bijection. Define $A:=\left\{x^{\prime} \in X \mid F_{x^{\prime}}(h)\right.$ is bijective $\} \subseteq X$. We claim that $A$ is both open and closed in $X$. Let $x^{\prime} \in A$, i.e. $F_{x^{\prime}}(h)$ is bijective. By lemma 1.5, there exists an open neighbourhood $U$ of $x^{\prime}$ in $X$ such that $f, g$ and $h$ are trivial above $U$. This means that there exist finite discrete topological spaces $D$ and $E$, homeomorphisms $\alpha: f^{-1}(U) \rightarrow U \times D$ and $\beta: g^{-1}(U) \rightarrow U \times E$ and a map $\varphi: D \rightarrow E$ such that $\beta \circ h=\left(\operatorname{id}_{U} \times \varphi\right) \circ \alpha, f=p_{U} \circ \alpha$ and $g=q_{U} \circ \beta$, where $p_{U}: U \times D \rightarrow U$ and $q_{U}: U \times E \rightarrow U$ are the projections to the first factor. Since $f=p_{U} \circ \alpha$, we have that

$$
\begin{aligned}
& \alpha\left(f^{-1}\left(\left\{x^{\prime}\right\}\right)\right)=\alpha\left(\left(p_{U} \circ \alpha\right)^{-1}\left(\left\{x^{\prime}\right\}\right)\right)= \\
& \quad=\alpha\left(\alpha^{-1}\left(p_{U}^{-1}\left(\left\{x^{\prime}\right\}\right)\right)\right)=p_{U}^{-1}\left(\left\{x^{\prime}\right\}\right)=\left\{x^{\prime}\right\} \times D
\end{aligned}
$$

(we applied the fact that $\alpha$ is a homeomorphism). Analogously, it can be proved that $\beta\left(g^{-1}\left(\left\{x^{\prime}\right\}\right)\right)=\left\{x^{\prime}\right\} \times E$. Since $F_{x^{\prime}}(h)=h: F_{x^{\prime}}(f)=f^{-1}\left(\left\{x^{\prime}\right\}\right) \rightarrow$ $F_{x^{\prime}}(g)=g^{-1}\left(\left\{x^{\prime}\right\}\right)$ is bijective and $\operatorname{id}_{U} \times \varphi=\beta \circ h \circ \alpha^{-1}$, we have that $\mathrm{id}_{U} \times \varphi$ : $\alpha\left(f^{-1}\left(\left\{x^{\prime}\right\}\right)\right)=\left\{x^{\prime}\right\} \times D \rightarrow \beta\left(g^{-1}\left(\left\{x^{\prime}\right\}\right)\right)=\left\{x^{\prime}\right\} \times E$ is bijective. This means that $\varphi$ is bijective. Then $\beta \circ h \circ \alpha^{-1}=\operatorname{id}_{U} \times \varphi: U \times D \rightarrow U \times E$ is bijective, which implies that $h: f^{-1}(U) \rightarrow g^{-1}(U)$ is bijective (since $\beta$ and $\alpha$ are both bijective). Let now $x^{\prime \prime} \in U$. We know that $h\left(f^{-1}\left(\left\{x^{\prime \prime}\right\}\right)\right) \subseteq g^{-1}\left(\left\{x^{\prime \prime}\right\}\right)$. Conversely, let $z \in g^{-1}\left(\left\{x^{\prime \prime}\right\}\right) \subseteq g^{-1}(U)$, i.e. $g(z)=x^{\prime \prime}$. Since $h: f^{-1}(U) \rightarrow g^{-1}(U)$ is bijective, there exists $y \in f^{-1}(U)$ such that $z=h(y)$. Since $f=g \circ h$, we have that $f(y)=g(h(y))=g(z)=x^{\prime \prime}$. So $y \in f^{-1}\left(\left\{x^{\prime \prime}\right\}\right)$ and $z=$ $h(y) \in h\left(f^{-1}\left(\left\{x^{\prime \prime}\right\}\right)\right)$. Then $h\left(f^{-1}\left(\left\{x^{\prime \prime}\right\}\right)\right)=g^{-1}\left(\left\{x^{\prime \prime}\right\}\right)$. So, restricting the bijection $h: f^{-1}(U) \rightarrow g^{-1}(U)$ to $f^{-1}\left(\left\{x^{\prime \prime}\right\}\right)$, we get a bijection $h: F_{x^{\prime \prime}}(f)=$ $f^{-1}\left(\left\{x^{\prime \prime}\right\}\right) \rightarrow F_{x^{\prime \prime}}(g)=g^{-1}\left(\left\{x^{\prime \prime}\right\}\right)$, which by definition of $F_{x^{\prime \prime}}$ coincides with $F_{x^{\prime \prime}}(h)$. So $F_{x^{\prime \prime}}(h)$ is bijective, which means that $x^{\prime \prime} \in A$. Then $U \subseteq A$. So $A$ is open.
On the other hand, let $x^{\prime} \in X \backslash A$. If by contradiction there exists $x^{\prime \prime} \in U \cap A$, then the same argument as above shows that $U \subseteq A$. But $x \notin A$, so this is a contradiction. This means that $U \cap A=\emptyset$, i.e. $U \subseteq X \backslash A$. Then $X \backslash A$ is open, i.e. $A$ is closed.

So $A$ is both open and closed. But $X$ is connected. Then we must have either $A=\emptyset$ or $A=X$. Since $x \in A$, we have that $A \neq \emptyset$ and so $A=X$. This means that $F_{x^{\prime}}(h)$ is bijective for any $x^{\prime} \in X$. Let $y_{1}, y_{2} \in Y$ such that $h\left(y_{1}\right)=h\left(y_{2}\right)$. Then, since $f=g \circ h$, we have that $f\left(y_{1}\right)=g\left(h\left(y_{1}\right)\right)=g\left(h\left(y_{2}\right)\right)=f\left(y_{2}\right)$. Define $x^{\prime}:=f\left(y_{1}\right)=f\left(y_{2}\right) \in X$. Then $y_{1}, y_{2} \in f^{-1}\left(\left\{x^{\prime}\right\}\right)=F_{x^{\prime}}(f)$ and $F_{x^{\prime}}(h)\left(y_{1}\right)=h\left(y_{1}\right)=h\left(y_{2}\right)=F_{x^{\prime}}(h)\left(y_{2}\right)$. Since $F_{x^{\prime}}(h)$ is bijective, we must have $y_{1}=y_{2}$. So $h$ is injective. Let $z \in Z$ and define $x^{\prime}:=g(z)$. Then $z \in g^{-1}\left(\left\{x^{\prime}\right\}\right)=F_{x^{\prime}}(g)$. Since $F_{x^{\prime}}(h): F_{x^{\prime}}(f) \rightarrow F_{x^{\prime}}(g)$ is bijective, there exists $y \in F_{x^{\prime}}(f)=f^{-1}\left(\left\{x^{\prime}\right\}\right) \subseteq Y$ such that $z=F_{x^{\prime}}(h)(y)=h(y)$. So $h$ is surjective. Now we know that $h$ is bijective and continuous. As in the proof of (G3), it can be proved that $h$ is open. So $h: Y \rightarrow Z$ is a homeomorphism. Since $f=g \circ h$, we have that $f \circ h^{-1}=g$. This shows that also $h^{-1}: Z \rightarrow Y$ is a morphism of coverings. Hence $h$ is an isomorphism in $\operatorname{Cov}_{X}$.

Remark 1.9. In the proof of proposition 1.8 , the point where we applied the fact that $X$ is connected was (G6). In fact, the axiom (G6) is never satisfied if $X \neq \emptyset$ is not connected. In that case we can write $X$ as the topological disjoint union $X_{1} \amalg X_{2}$, with $X_{1} \neq \emptyset$ and $X_{2} \neq \emptyset$. Then we can consider the finite covering $f: Y:=\left(X_{1} \times\{1\}\right) \amalg\left(X_{2} \times\{1,2\}\right) \rightarrow X$. The map $h: X \rightarrow Y, x \mapsto(x, 1)$ is a morphism of coverings from $\operatorname{id}_{X}: X \rightarrow X$ to $f: Y \rightarrow X$. It is clear that $h$ is not bijective, so it cannot be an isomorphism of coverings. However, if we take $x \in X_{1}$, we have that $F_{x}(h): F_{x}\left(\operatorname{id}_{X}\right)=\{x\} \rightarrow F_{x}(f)=\{(x, 1)\}$ is bijective. Hence $\operatorname{Cov}_{X}$ is Galois with fundamental functor $F_{x}$ (for any $x \in X$ ) if and only if $X$ is connected.

Corollary 1.10. Let $X$ be a connected topological space. Then there exists a profinite group $\hat{\pi}(X)$, uniquely determined up to isomorphism, such that $\mathbf{C o v}_{X}$ is equivalent
to $\hat{\pi}(X)$-sets. Moreover, $\hat{\pi}(X)$ is isomorphic to $\operatorname{Aut}\left(F_{x}\right)$ for any $x \in X$, where $F_{x}: \mathbf{C o v}_{X} \rightarrow$ sets is defined as in lemma 1.3.

Proof. It follows immediately from the proposition 1.8 and from the main theorem about Galois categories (1.4.34).

Definition 1.11. If $X$ is a connected topological space, for any $x \in X$ we define $\hat{\pi}(X, x):=\operatorname{Aut}\left(F_{x}\right)$ the fundamental group of $X$ in $x$, where $F_{x}: \operatorname{Cov}_{X} \rightarrow$ sets is the functor defined in 1.3.

Remark 1.12. (1) In topology we have another definition of fundamental group: for any topological space $X \neq \emptyset$ and any $x \in X$ we denote by $\pi(X, x)$ the group of homotopy classes of loops with base point $x$. If $X$ is path-connected, this group does not depend on the base point and is denoted by $\pi(X)$. If $X$ satisfies stronger connectdness assumptions (connected, locally path-connected and semilocally simply connected), then a theorem in algebraic topology states that the category of coverings of $X$ (all coverings, not only the finite ones) is equivalent to the category of $\pi(X)$-sets (also here, all $\pi(X)$-sets, not only the finite ones). The similarity between this result and corollary 1.10 suggests that there might be a link between $\pi(X)$ and $\hat{\pi}(X)$ (but notice that $\pi(X)$ is just a group, not a profinite group). Indeed, such a link exists: it can be proved that $\hat{\pi}(X)$ is the profinite completion of $\pi(X)$ (see 2.4 for the definition of profinite completion).
(2) The fundamental group defined as in 1.11 is functorial in $(X, x)$. More precisely, we can consider the category Conn. of pointed connected topological spaces, whose objects are pairs of the form $(X, x)$, with $X$ connected and $x \in X$ (base point), and morphisms are continuous functions that send the base point of a space into the base point of the other space. To any object $(X, x)$ of Conn. we can associate the Galois category $\mathbf{C o v}_{X}$ with fundamental functor $F_{x}: \mathbf{C o v}_{X} \rightarrow$ sets. If we show that the assumptions of lemma 1.4.36 are satisfied, then we can extend $\hat{\pi}$ to a functor Conn $\rightarrow$ Prof.
Let $(X, x),(Y, y)$ be two objects of Conn• and $f:(X, x) \rightarrow(Y, y)$ a morphism in Conn., i.e. $f$ is continuous and $f(x)=y$. Then we can define a functor $G_{f}: \mathbf{C o v}_{Y} \rightarrow \mathbf{C o v}_{X}$ as follows. If $g: Z \rightarrow Y$ is a finite covering of $Y$, we can consider the fibred product $X \times_{Y} Z$ with the projection $p_{1}: X \times_{Y} Z \rightarrow X$. Let us prove that $p_{1}$ is a finite covering of $X$. Let $x^{\prime} \in X$. Since $f\left(x^{\prime}\right) \in Y$ and $g: Z \rightarrow Y$ is a finite covering of $Y$, there exist an open neighbourhood $U$ of $f\left(x^{\prime}\right)$ in $Y$, a discrete topological space $E$ and a homeomorphism $\varphi: g^{-1}(U) \rightarrow$ $U \times E$ such that $p_{U} \circ \varphi=g$, where $p_{U}: U \times E \rightarrow U$ is the projection on the first factor. Since $f$ is continuous, $f^{-1}(U)$ is an open subset of $X$. Moreover, since $f\left(x^{\prime}\right) \in U$, we have that $x^{\prime} \in f^{-1}(U)$. So $f^{-1}(U)$ is an open neighbourhood of $x^{\prime}$ in $X$. We have that

$$
\begin{aligned}
& p_{1}^{-1}\left(f^{-1}(U)\right)=\left\{\left(x^{\prime \prime}, z\right) \in X \times_{Y} Z \mid x^{\prime \prime}=p_{1}\left(\left(x^{\prime \prime}, z\right)\right) \in f^{-1}(U)\right\}= \\
&=\left\{\left(x^{\prime \prime}, z\right) \in X \times Z \mid g(z)=f\left(x^{\prime \prime}\right) \in U\right\}= \\
&=\left\{\left(x^{\prime \prime}, z\right) \in f^{-1}(U) \times g^{-1}(U) \mid g(z)=f\left(x^{\prime \prime}\right)\right\}=f^{-1}(U) \times_{U} g^{-1}(U)
\end{aligned}
$$

## Define

$$
\begin{aligned}
\psi: p_{1}^{-1}\left(f^{-1}(U)\right)=f^{-1}(U) \times_{U} g^{-1}(U) & \rightarrow f^{-1}(U) \times E \\
\left(x^{\prime \prime}, z\right) & \mapsto\left(x^{\prime \prime}, p_{E}(\varphi(z))\right),
\end{aligned}
$$

where $p_{E}: U \times E \rightarrow E$ is the projection on the second factor (which is continuous by definition of product topology). We have that $\psi$ is continuous, because its components are continuous. Moreover, define

$$
\begin{aligned}
\psi^{\prime}: f^{-1}(U) \times E & \rightarrow p_{1}^{-1}\left(f^{-1}(U)\right)=f^{-1}(U) \times_{U} g^{-1}(U), \\
\left(x^{\prime \prime}, e\right) & \mapsto\left(x^{\prime \prime}, \varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right)
\end{aligned}
$$

This is well defined, because for any $x^{\prime \prime} \in f^{-1}(U), e \in E$ we have that $g\left(\varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right)=p_{U}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)=f\left(x^{\prime \prime}\right)$ (we used the fact that $p_{U} \circ \varphi=g$ ) and so $\left(x^{\prime \prime}, \varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right) \in f^{-1}(U) \times_{U} g^{-1}(U)$. We have that $\psi^{\prime}$ is also continuous, because its components are continuous. Moreover, we have that

$$
\begin{aligned}
& \psi^{\prime}\left(\psi\left(\left(x^{\prime \prime}, z\right)\right)\right)=\psi^{\prime}\left(\left(x^{\prime \prime}, p_{E}(\varphi(z))\right)\right)= \\
& \quad=\left(x^{\prime \prime}, \varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), p_{E}(\varphi(z))\right)\right)\right)=\left(x^{\prime \prime}, \varphi^{-1}\left(\left(g(z), p_{E}(\varphi(z))\right)\right)\right)= \\
& \quad=\left(x^{\prime \prime}, \varphi^{-1}\left(\left(p_{U}(\varphi(z)), p_{E}(\varphi(z))\right)\right)\right)=\left(x^{\prime \prime}, \varphi^{-1}(\varphi(z))\right)=\left(x^{\prime \prime}, z\right)
\end{aligned}
$$

for any $\left(x^{\prime \prime}, z\right) \in f^{-1}(U) \times{ }_{U} g^{-1}(U)$. So $\psi^{\prime} \circ \psi=\operatorname{id}_{f^{-1}(U) \times{ }_{U} g^{-1}(U)}$. Conversely,

$$
\begin{aligned}
\psi\left(\psi^{\prime}\left(\left(x^{\prime \prime}, e\right)\right)\right. & )=\psi\left(\left(x^{\prime \prime}, \varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right)\right)= \\
= & \left(x^{\prime \prime}, p_{E}\left(\varphi\left(\varphi^{-1}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right)\right)\right)=\left(x^{\prime \prime}, p_{E}\left(\left(f\left(x^{\prime \prime}\right), e\right)\right)\right)=\left(x^{\prime \prime}, e\right)
\end{aligned}
$$

for any $x^{\prime \prime} \in f^{-1}(U), e \in E$. So $\psi \circ \psi^{\prime}=\operatorname{id}_{f^{-1}(U) \times E}$. This shows that $\psi$ and $\psi^{\prime}$ are inverse to each other. So $\psi$ is a homeomorphism. Moreover, by definition we have that $p_{f^{-1}(U)} \circ \psi=p_{1}$, where $p_{f^{-1}(U)}: f^{-1}(U) \times E \rightarrow f^{-1}(U)$ is the projection on the first factor. Then $p_{1}: X \times_{Y} Z \rightarrow X$ is a finite covering of $X$ and we can define $G_{f}(g: Z \rightarrow Y)=\left(p_{1}: X \times_{Y} Z \rightarrow X\right)$.
If $g_{1}: Z \rightarrow Y, g_{2}: W \rightarrow Y$ are two finite coverings and $h: Z \rightarrow W$ is a morphism of coverings, then consider the following diagram, where $p_{1}: X \times_{Y}$ $Z \rightarrow X, p_{2}: X \times_{Y} Z \rightarrow Z, q_{1}: X \times_{Y} W \rightarrow X$ and $q_{2}: X \times_{Y} W \rightarrow W$ are the projections.


Since $h$ is a morphism of coverings, we have that $g_{1}=g_{2} \circ h$ and so (using the definition of fibred product) $f \circ p_{1}=g_{1} \circ p_{2}=g_{2} \circ h \circ p_{2}$. Then the diagram is commutative and, by the universal property of the fibred product, there exists
a unique continuous map $h^{\prime}: X \times_{Y} Z \rightarrow X \times_{Y} W$ such that $q_{1} \circ h^{\prime}=p_{1}$ and $q_{2} \circ h^{\prime}=h \circ p_{2}$. The fact that $q_{1} \circ h^{\prime}=p_{1}$ means that $h^{\prime}$ is a morphism of coverings from $p_{1}=G_{f}\left(g_{1}: Z \rightarrow Y\right)$ to $q_{1}=G_{f}\left(g_{2}: W \rightarrow Y\right)$. So we can define $G_{f}(h)=h^{\prime}$. It is easy to prove that $G_{f}$ is a functor, using uniqueness in the universal property of the fibered product.
Let $F_{x}: \mathbf{C o v}_{X} \rightarrow$ sets and $F_{y}: \mathbf{C o v}_{Y} \rightarrow$ sets be defined as in lemma 1.3. If $g: Z \rightarrow Y$ is a finite covering of $Y$, we have that

$$
\begin{gathered}
F_{x}\left(G_{f}(g)\right)=G_{f}(g)^{-1}(\{x\})=\left\{\left(x^{\prime}, z\right) \in X \times_{Y} Z \mid x^{\prime}=G_{f}(g)\left(\left(x^{\prime}, z\right)\right)=x\right\}= \\
=\{(x, z) \mid z \in Z, g(z)=f(x)=y\}=\{x\} \times g^{-1}(\{y\})=\{x\} \times F_{y}(g)
\end{gathered}
$$

(we used the fact that $f(x)=y$ ). So we have a bijection

$$
\alpha_{f, g}: F_{x}\left(G_{f}(g)\right)=\{x\} \times F_{y}(g) \rightarrow F_{y}(g),(x, z) \mapsto z
$$

If $g_{1}: Z \rightarrow Y, g_{2}: W \rightarrow Y$ are two finite coverings and $h: Z \rightarrow W$ is a morphism of coverings, consider the following diagram.


For any $z \in F_{y}\left(g_{1}\right)$, we have that

$$
\begin{aligned}
F_{y}(h)\left(\alpha_{f, g_{1}}((x, z))\right)= & F_{y}(h)(z)=h(z)=\alpha_{f, g_{2}}((x, h(z)))= \\
& =\alpha_{f, g_{2}}\left(G_{f}(h)((x, z))\right)=\alpha_{f, g_{2}}\left(F_{x}\left(G_{f}(h)\right)((x, z))\right) .
\end{aligned}
$$

So $F_{y}(h) \circ \alpha_{f, g_{1}}=\alpha_{f, g_{2}} \circ G_{f}\left(F_{x}(h)\right)$. Then $\alpha_{f}=\left(\alpha_{f, g}\right)_{g \in \mathrm{Ob}\left(\operatorname{Cov}_{Y}\right)}$ is an isomorphism of functors from $F_{x} \circ G_{f}$ to $F_{y}$.
Let now $(X, x)$ be an object of Conn. Let $g: Y \rightarrow X$ be a finite covering of $X$ and let $p_{1}: X \times_{X} Y \rightarrow X, p_{2}: X \times_{X} Y \rightarrow Y$ be the two projections. Then $G_{\mathrm{id}_{X}}(g)=p_{1}$, by definition. We have that

$$
X \times_{X} Y=\left\{\left(x^{\prime}, y\right) \in X \times Y \mid x^{\prime}=\operatorname{id}_{X}\left(x^{\prime}\right)=g(y)\right\}
$$

Then $p_{2}$ is a bijection, with inverse

$$
p_{2}^{-1}: Y \rightarrow X \times_{X} Y, y \mapsto(g(y), y)
$$

We have that $p_{2}$ is continuous by definition of the topology on the fibred product and $p_{2}^{-1}$ is continuous because its components are continuous. Moreover, by definition of fibred product we have that $g \circ p_{2}=\mathrm{id}_{X} \circ p_{1}=p_{1}$ and so also $g=p_{1} \circ p_{2}^{-1}$. This means that $p_{2}$ is a morphism of coverings from $p_{1}$ to $g$ and $p_{2}^{-1}$ is a morphism of coverings from $g$ to $p_{1}$. Then $p_{2}$ is an isomorphism of coverings from $p_{1}=G_{\operatorname{id}_{X}}(g)$ to $g=\operatorname{id}_{\operatorname{Cov}_{X}}(g)$. Define $\beta_{(X, x), g}:=p_{2}$. We claim that $\beta_{(X, x)}=\left(\beta_{(X, x), g}\right)_{g \in \mathrm{Ob}\left(\mathbf{C o v}_{X}\right)}$ is an isomorphism of functors from $G_{\mathrm{id}_{X}}$ to $\mathrm{id}_{\mathbf{C o v}_{X}}$. We only have to check the compatibility condition. Let
$g_{1}: Y \rightarrow X, g_{2}: Z \rightarrow X$ be two finite coverings of $X$, with a morphism of coverings $h: Y \rightarrow Z$. Consider the following diagram, where $p_{2}: X \times_{X} Y \rightarrow Y$ and $q_{2}: X \times_{X} Z \rightarrow Z$ are the projections on the second factors.


For any $\left(x^{\prime}, y\right) \in X \times_{X} Y$, we have that

$$
q_{2}\left(G_{\mathrm{id}_{X}}(h)\left(\left(x^{\prime}, y\right)\right)\right)=q_{2}\left(\left(x^{\prime}, h(y)\right)\right)=h(y)=h\left(p_{2}\left(\left(x^{\prime}, y\right)\right)\right)
$$

So $\beta_{(X, x), g_{1}} \circ G_{\mathrm{id}_{X}}(h)=q_{2} \circ G_{\mathrm{id}_{X}}(h)=h \circ p_{2}=\operatorname{id}_{\operatorname{Cov}_{X}}(h) \circ \beta_{(X, x), g_{2}}$. This shows that $\beta_{(X, x)}$ is an isomorphism of functors from $G_{\operatorname{id}_{X}}$ to $\mathrm{id}_{\mathbf{C o v}_{X}}$. Moreover, let $g: Y \rightarrow X$ be a finite covering of $X$ and consider $F_{x}\left(\beta_{(X, x), g}\right): F_{x}\left(G_{\mathrm{id}_{X}}(g)\right)=$ $\{x\} \times F_{x}(g) \rightarrow F_{x}(g)$. Using the definitions, for any $y \in F_{x}(g)$ we get that

$$
F_{x}\left(\beta_{(X, x), g}\right)((x, y))=\beta_{(X, x), g}((x, y))=y=\alpha_{\mathrm{id}_{X}, g}((x, y)) .
$$

So $F_{x}\left(\beta_{(X, x), g}\right)=\alpha_{\mathrm{id}_{X}, g}$.
Let $(X, x),(Y, y),(Z, z)$ be objects of Conn. with morphisms $f_{1}:(X, x) \rightarrow$ $(Y, y)$ and $f_{2}:(Y, y) \rightarrow(Z, z)$. Let $g: W \rightarrow Z$ be a finite covering of $Z$. We have that

$$
\begin{aligned}
& X \times_{Y}\left(Y \times_{Z} W\right)=\left\{\left(x^{\prime},\left(y^{\prime}, w\right)\right) \in X \times\left(Y \times_{Z} W\right) \mid f_{1}\left(x^{\prime}\right)=y^{\prime}\right\}= \\
& =\left\{\left(x^{\prime},\left(y^{\prime}, w\right)\right) \in X \times(Y \times W) \mid f_{1}\left(x^{\prime}\right)=y^{\prime},\left(f_{2} \circ f_{1}\right)\left(x^{\prime}\right)=f_{2}\left(y^{\prime}\right)=g(w)\right\}
\end{aligned}
$$

and

$$
X \times{ }_{Z} W=\left\{\left(x^{\prime}, w\right) \in X \times W \mid\left(f_{2} \circ f_{1}\right)\left(x^{\prime}\right)=g(w)\right\}
$$

Then the map

$$
\gamma_{f_{1}, f_{2}, g}: X \times_{Y}\left(Y \times_{Z} W\right) \rightarrow X \times_{Z} W,\left(x^{\prime},\left(y^{\prime}, w\right)\right) \mapsto\left(x^{\prime}, w\right)
$$

is a well-defined bijection, with inverse

$$
\gamma_{f_{1}, f_{2}, g}^{-1}: X \times_{Z} W \rightarrow X \times_{Y}\left(Y \times_{Z} W\right),\left(x^{\prime}, w\right) \mapsto\left(x^{\prime},\left(f_{1}\left(x^{\prime}\right), w\right)\right)
$$

Both $\gamma_{f_{1}, f_{2}, g}$ and its inverse are continuous, because their components are continuous. Let $p_{1}: X \times_{Z} W \rightarrow X, p_{11}: X \times_{Y}\left(Y \times_{Z} W\right) \rightarrow X$ and $p_{21}: Y \times{ }_{Z} W \rightarrow Y$ be the projections on the first factors. Then $p_{1} \circ \gamma_{f_{1}, f_{2}, g}=p_{11}$ and $p_{11} \circ \gamma_{f_{1}, f_{2}, g}^{-1}=p_{1}$. This means that $\gamma_{f_{1}, f_{2}, g}$ is a morphism of coverings from $p_{11}$ to $p_{1}$ and $\gamma_{f_{1}, f_{2}, g}^{-1}$ is a morphism of coverings from $p_{1}$ to $p_{11}$. Then $\gamma_{f_{1}, f_{2}, g}$ is an isomorphism of coverings from $p_{11}=G_{f_{1}}\left(p_{21}\right)=G_{f_{1}}\left(G_{f_{2}}(g)\right)$ to $p_{1}=G_{f_{2} \circ f_{1}}(g)$. We claim that $\gamma_{f_{1}, f_{2}}=\left(\gamma_{f_{1}, f_{2}, g}\right)_{g \in \mathrm{Ob}\left(\mathbf{C o v}_{Z}\right)}$ is an isomorphism of functors from $G_{f_{1}} \circ G_{f_{2}}$ to $G_{f_{2} \circ f_{1}}$. We only have to check the compatibility condition. Let $g_{1}: W_{1} \rightarrow Z, g_{2}: W_{2} \rightarrow Z$ be two finite coverings of $Z$, with a morphism of coverings $h: W_{1} \rightarrow W_{2}$. Consider the following diagram.


For any $\left(x^{\prime},\left(y^{\prime}, w\right)\right) \in X \times_{Y}\left(Y \times_{Z} W_{1}\right)$, we have that

$$
\begin{aligned}
& \gamma_{f_{1}, f_{2}, g_{2}}\left(G_{f_{1}}\left(G_{f_{2}}(h)\right)\left(\left(x^{\prime},\left(y^{\prime}, w\right)\right)\right)\right)= \\
& \quad=\gamma_{f_{1}, f_{2}, g_{2}}\left(\left(x^{\prime}, G_{f_{2}}(h)\left(\left(y^{\prime}, w\right)\right)\right)\right)=\gamma_{f_{1}, f_{2}, g_{2}}\left(\left(x^{\prime},\left(y^{\prime}, h(w)\right)\right)\right)= \\
& \quad=\left(x^{\prime}, h(w)\right)=G_{f_{2} \circ f_{1}}(h)\left(\left(x^{\prime}, w\right)\right)=G_{f_{2} \circ f_{1}}(h)\left(\gamma_{f_{1}, f_{2}, g}\left(\left(x^{\prime},\left(y^{\prime}, w\right)\right)\right)\right) .
\end{aligned}
$$

So $\gamma_{f_{1}, f_{2}, g_{2}} \circ\left(G_{f_{1}} \circ G_{f_{2}}\right)(h)=G_{f_{2} \circ f_{1}}(h) \circ \gamma_{f_{1}, f_{2}, g_{1}}$. This shows that $\gamma_{f_{1}, f_{2}}$ is an isomorphism of functors from $G_{f_{1}} \circ G_{f_{2}}$ to $G_{f_{2} \circ f_{1}}$. Finally, let $g: W \rightarrow Z$ be a finite covering of $Z$ and consider the following diagram.

$$
\begin{array}{cl}
\left(F_{x} \circ G_{f_{1}} \circ G_{f_{2}}\right)(g) \\
\quad F_{x}\left(\gamma_{f_{1}, f_{2}, g}\right) \downarrow & \left.F_{y} \circ G_{f_{2}, G_{f_{2}}(g)}\right)(g) \\
& \downarrow \alpha_{f_{2}, g} \\
\left(F_{x} \circ G_{f_{2} \circ f_{1}}\right)(g) \xrightarrow{\alpha_{f_{2} \circ f_{1}, g}} \longrightarrow F_{z}(g)
\end{array}
$$

If $p_{11}: X \times_{Y}\left(Y \times_{Z} W\right) \rightarrow X$ is defined as above, we have that

$$
\left(F_{x} \circ G_{f_{1}} \circ G_{f_{2}}\right)(g)=p_{11}^{-1}(\{x\})=\left\{\left(x,\left(f_{1}(x), w\right)\right) \mid w \in W\right\} .
$$

For any $w \in W$, we have

$$
\begin{gathered}
\alpha_{f_{2} \circ f_{1}, g}\left(F_{x}\left(\gamma_{f_{1}, f_{2}, g}\right)\left(\left(x,\left(f_{1}(x), w\right)\right)\right)\right)=\alpha_{f_{2} \circ f_{1}, g}\left(\gamma_{f_{1}, f_{2}, g}\left(\left(x,\left(f_{1}(x), w\right)\right)\right)\right)= \\
=\alpha_{f_{2} \circ f_{1}, g}((x, w))=w=\alpha_{f_{2}, g}\left(\left(f_{1}(x), w\right)\right)=\alpha_{f_{2}, g}\left(\alpha_{f_{1}, G_{f_{2}}}\left(\left(x,\left(f_{1}(x), w\right)\right)\right)\right) .
\end{gathered}
$$

Then $\alpha_{f_{2} \circ f_{1}, g} \circ F_{x}\left(\gamma_{f_{1}, f_{2}, g}\right)=\alpha_{f_{2}, g} \circ \alpha_{f_{1}, G_{f_{2}}}$, i.e. the diagram is commutative. So the assumptions of lemma 1.4.36 are satisfied and we have a functor $\hat{\pi}$ :
Conn. $\rightarrow$ Prof such that $\hat{\pi}((X, x))=\pi\left(\operatorname{Cov}_{X}, F_{x}\right)=\operatorname{Aut}\left(F_{x}\right)=\hat{\pi}(X, x)$ for any object ( $X, x$ ) of Conn.
Example 1.13. Let $X$ be a connected topological space and fix $x \in X$. Since $\mathbf{C o v}_{X}$ is an essentially small Galois category with fundamental functor $F_{x}$, we can apply to it all the results of the previous sections. For example, any object of $\operatorname{Cov}_{X}$ is the sum of its connected components (proposition 1.2.20). It is interesting to describe the connected objects of $\mathbf{C o v}_{X}$. We will prove that a finite covering $f: Y \rightarrow X$ is connected if and only if $Y$ is connected. This explains why connected objects in Galois categories have this name.
First of all, assume that $f: Y \rightarrow X$ is a finite covering of $X$ with $Y$ connected. Let $g: Z \rightarrow X$ be another finite covering and $h: Z \rightarrow Y$ a monomorphism of coverings. We have to prove that either $g$ is initial or $h$ is an isomorphism. From the proof of (G2) in the proposition 1.8, it follows that the initial object in $\mathbf{C o v}_{X}$ is $\emptyset \rightarrow X$. Assume then that $Z \neq \emptyset$. By lemma 1.7(1), we have that $\operatorname{Im}(h)$ is both open and closed in $Y$. On the other hand, $\operatorname{Im}(h) \neq \emptyset$, because $Z \neq \emptyset$. Since $Y$ is connected, this implies that $\operatorname{Im}(h)=Y$, i.e. $h$ is surjective. By lemma 1.7(2), $h$ is
an epimorphism in $\mathbf{C o v}_{X}$. By (G5) of the definition of Galois category, this implies that $F_{x}(h)$ is an epimorphism of sets, i.e. surjective. Since $h$ is a monomorphism, we have that $F_{x}(h): F_{x}(g) \rightarrow F_{x}(f)$ is injective, by corollary 1.2.10. So $F_{x}(h)$ is a bijection, i.e. an isomorphism of sets. By (G6) of the definition of Galois category, this implies that $h$ is an isomorphism. Hence $f: Y \rightarrow X$ is connected.
Conversely, assume that $f: Y \rightarrow X$ is a connected object of $\operatorname{Cov}_{X}$. Let $A \subseteq Y$ be a subspace that is at the same time open and closed. Assume $A \neq \emptyset$. We want to prove that $A=Y$. Let $q: A \rightarrow Y$ be the canonical inclusion, which is continuous by definition of subspace topology. Then $f \circ q: A \rightarrow X$ is continuous. We claim that $f \circ q$ is a finite covering of $X$. Let $x^{\prime} \in X$. Since $f$ is a finite covering of $X$, there exist an open neighbourhood $U$ of $x^{\prime}$ in $X$, a finite discrete topological space $E$ and a homeomorphism $\varphi: f^{-1}(U) \rightarrow U \times E$ such that $f=p_{U} \circ \varphi$, where $p_{U}: U \times E \rightarrow U$ is the projection on the first factor. We have that $A \cap f^{-1}(U)$ is both open and closed in $f^{-1}(U)$, by definition of subspace topology. Then, since $\varphi$ is a homeomorphism, $\varphi\left(A \cap f^{-1}(U)\right)$ is both open and closed in $U \times E$. Define

$$
E^{\prime}:=\left\{e \in E \mid\left(x^{\prime}, e\right) \in \varphi\left(A \cap f^{-1}(U)\right)\right\} .
$$

Let $e \in E^{\prime}$. Since $\varphi\left(A \cap f^{-1}(U)\right)$ is open, by definition of product topology there exists an open neighbourhood $V_{e}$ of $x^{\prime}$ in $X$ such that $V_{e} \times\{e\} \subseteq \varphi\left(A \cap f^{-1}(U)\right)$. On the other hand, if $e \in E \backslash E^{\prime}$ we have that $\left(x^{\prime}, e\right) \in(X \times E) \backslash \varphi\left(A \cap f^{-1}(U)\right)$, which is open because $\varphi\left(A \cap f^{-1}(U)\right)$ is closed. Then, by definition of product topology, there exists an open neighbourhood $V_{e}$ of $x^{\prime}$ in $X$ such that $V_{e} \times\{e\} \subseteq(X \times E) \backslash \varphi\left(A \cap f^{-1}(U)\right)$. Now we have an open neighbourhood $V_{e}$ of $x^{\prime}$ in $X$ for any $e \in E$. Define $V:=\bigcap_{e \in E}$. Since $E$ is finite, $V$ is an open neighbourhood of $x^{\prime}$ in $X$. Moreover, we have that

$$
V \times E^{\prime}=\bigcup_{e \in E^{\prime}}(V \times\{e\}) \subseteq \bigcup_{e \in E^{\prime}}\left(V_{e} \times\{e\}\right) \subseteq \varphi\left(A \cap f^{-1}(U)\right)
$$

and

$$
V \times\left(E \backslash E^{\prime}\right)=\bigcup_{e \in E \backslash E^{\prime}}(V \times\{e\}) \subseteq \bigcup_{e \in E \backslash E^{\prime}}\left(V_{e} \times\{e\}\right) \subseteq(X \times E) \backslash \varphi\left(A \cap f^{-1}(U)\right) .
$$

So $(V \times E) \cap \varphi\left(A \cap f^{-1}(U)\right)=V \times E^{\prime}$. Consider now $\left(f \circ q^{-1}\right)(V)$. We have that $(f \circ q)^{-1}(V)=q^{-1}\left(f^{-1}(V)\right)=A \cap f^{-1}(V)$, by definition of $q$. Then, since $f^{-1}(V) \subseteq f^{-1}(U)$, we get $(f \circ q)^{-1}(V)=\left(A \cap f^{-1}(U)\right) \cap f^{-1}(V)$ and so

$$
\varphi\left((f \circ q)^{-1}(V)\right)=\varphi\left(A \cap f^{-1}(U)\right) \cap \varphi\left(f^{-1}(V)\right),
$$

because $\varphi$ is bijective. Since $p_{U} \circ \varphi=f$, we have that

$$
\varphi\left(f^{-1}(V)\right)=\varphi\left(\left(p_{U} \circ \varphi\right)^{-1}(V)\right)=\varphi\left(\varphi^{-1}\left(p_{U}^{-1}(V)\right)\right)=p_{U}^{-1}(V)=V \times E
$$

So $\varphi\left((f \circ q)^{-1}(V)\right)=\varphi\left(A \cap f^{-1}(U)\right) \cap(V \times E)=V \times E^{\prime}$. Then, restricting $\varphi$ to $f^{-1}(V)$ we get a homeomorphism $\varphi: f^{-1}(V) \rightarrow V \times E^{\prime}$. Notice that $E^{\prime} \subseteq E$ is a finite discrete topological space. If we denote by $p_{V}: V \times E^{\prime} \rightarrow V$ the projection on the first factor, we have that $p_{V} \circ \varphi:(f \circ q)^{-1}(V) \rightarrow V$ is the restriction to
$(f \circ q)^{-1}(V)$ of $p_{U} \circ \varphi=f$. This restriction is equal to $f \circ q$, by definition of $q$. So $p_{V} \circ \varphi=f \circ q$. This shows that $f \circ q:(f \circ q)^{-1}(V) \rightarrow V$ is a trivial covering. So $f \circ q: A \rightarrow X$ is a finite covering, i.e. an object of $\operatorname{Cov}_{X}$. It is clear that $q: A \rightarrow Y$ is a morphism of coverings from $f \circ q$ to $f$. Moreover, $q$ is injective, so it is a monomorphism in $\mathbf{C o v}_{X}$ (see the proof of (G3) in the proposition 1.8). Since $f$ is a connected object, we have that either $f \circ q$ is initial or $q$ is an isomorphism of coverings. From the proof of (G2) in the proposition 1.8, it follows that the initial object in $\operatorname{Cov}_{X}$ is $\emptyset \rightarrow X$. Then $f \circ q$ is not initial, because we assumed $A \neq \emptyset$. So $q$ is an isomorphism of coverings. In particular, it is bijective. So $A=\operatorname{Im}(q)=Y$. This proves that $Y$ is a connected topological space.

## 2 The fundamental group of the pseudocircle

We start with the definition of the topological space we are interested in.
Definition 2.1. The pseudocircle is the topological space $X=\{0,1,2,3\}$ with open subsets: $\emptyset,\{0\},\{2\},\{0,2\},\{0,1,2\},\{0,2,3\}, X$.

Remark 2.2. First of all, the definition we gave in 2.1 gives indeed a topology: $\emptyset$ and $X$ are open and it can be checked that the union and the intersection of any two open subsets are again open (since $X$ is finite, there are finitely many open subsets, so any union of open subsets is a union of a finite family and to show tnat it is open we can apply induction after proving that the union of any two open subsets is open). Secondly, $X$ is connected. To prove it, it is enough to check that for any open subset $U \notin\{\emptyset, X\}$ the complement $X \backslash U$ is not open. This is immediate from the definition.

Our aim is to compute $\hat{\pi}(X)$, where $X$ is the pseudocircle. We will achieve this goal using a combinatorial approach: we will describe all finite coverings of $X$ (this is possible because we are dealing with a very simple example: in general more sophisticated techniques are needed). Before doing this, we need to define the profinite completion of a group, because $\hat{\pi}(X)$ will turn out to be the profinite completion of a well-known group.

Lemma 2.3. Let $G$ be a group. We define

$$
I:=\{N \unlhd G \mid[G: N]<+\infty\} .
$$

We consider on $I$ the order relation defined by $N_{1} \geq N_{2}$ if and only if $N_{1} \subseteq N_{2}$. Then $I$ is a directed partially ordered set. Moreover, for any $N_{1}, N_{2} \in I$ such that $N_{1} \geq N_{2}$, we define $f_{N_{1} N_{2}}: G / N_{1} \rightarrow G / N_{2}, \sigma N_{1} \mapsto \sigma N_{2}$. Then $(G / N)_{N \in I},\left(f_{N_{1} N_{2}}\right.$ : $\left.G / N_{1} \rightarrow G / N_{2}\right)_{N_{1}, N_{2} \in I, N_{1} \geq N_{2}}$ is a projective system of finite groups.

Proof. It is clear that $\geq$ is an order relation. Let $N_{1}, N_{2} \in I$, i.e. $N_{1}$ and $N_{2}$ are two normal subgroups of $G$ of finite index, and consider $N_{1} \cap N_{2}$. It is clear that $N_{1} \cap N_{2}$ is again a normal subgroup. By the tower law for subgrups, we have that $\left[G: N_{1} \cap N_{2}\right]=\left[G: N_{1}\right] \cdot\left[N_{1}: N_{1} \cap N_{2}\right]$. Moreover, by the second isomorphism theorem we have that $N_{1} / N_{1} \cap N_{2} \cong N_{1} N_{2} / N_{2}$ and so [ $\left.N_{1}: N_{1} \cap N_{2}\right]=\left[N_{1} N_{2}: N_{2}\right] \leq$
[ $G: N_{2}$ ]. Then $\left[G: N_{1} \cap N_{2}\right]=\left[G: N_{1}\right] \cdot\left[N_{1}: N_{1} \cap N_{2}\right] \leq\left[G: N_{1}\right] \cdot\left[G: N_{2}\right]<+\infty$.
So $N_{1} \cap N_{2} \in I$. We have that $N_{1} \cap N_{2} \subseteq N_{1}$ and $N_{1} \cap N_{2} \subseteq N_{2}$. So $N_{1} \cap N_{2} \geq N_{1}$ and $N_{1} \cap N_{2} \geq N_{2}$. This proves that $I$ is directed.
It is clear that $f_{N_{1} N_{2}}$ is a well-defined group homomorphism whenever $N_{1} \subseteq N_{2}$, i.e. $N_{1} \geq N_{2}$. If $N \in I$, we have that $f_{N N}(\sigma N)=\sigma N=\operatorname{id}_{G / N}(\sigma N)$ for any $\sigma N \in G / N$ and so $f_{N N}=\operatorname{id}_{G / N}$. Moreover, let $N_{1}, N_{2}, N_{3} \in I$ such that $N_{1} \geq N_{2} \geq N_{3}$. Then $f_{N_{1} N_{3}}\left(\sigma N_{1}\right)=\sigma N_{3}=f_{N_{2} N_{3}}\left(\sigma N_{2}\right)=f_{N_{2} N_{3}}\left(f_{N_{1} N_{2}}\left(\sigma N_{1}\right)\right)$, for ever $\sigma N_{1} \in G / N_{1}$. So $f_{N_{1} N_{3}}=f_{N_{2} N_{3}} \circ f_{N_{1} N_{2}}$. Hence $(G / N)_{N \in I},\left(f_{N_{1} N_{2}}: G / N_{1} \rightarrow G / N_{2}\right)_{N_{1}, N_{2} \in I, N_{1} \geq N_{2}}$ is a projective system of finite groups (the fact that the groups are finite follows from the definition of $I$ ).

Definition 2.4. Let $G$ be a group. The profinite completion of $G$, denoted by $\hat{G}$, is the projective limit $\lim _{N \in I} G / N$ (which is a profinite group by definition), where the projective system $I,(G / N)_{N \in I},\left(f_{N_{1} N_{2}}: G / N_{1} \rightarrow G / N_{2}\right)_{N_{1}, N_{2} \in I, N_{1} \geq N_{2}}$ is defined as in lemma 2.3.

Lemma 2.5. Let $G$ be a group. We denote by $G$-sets the category of fnite sets with an action of $G$ (notice that in general $G$ is not a topological group, so we cannot talk about continuity of an action of $G$; morphisms of $G$-sets are defined in the same way as we did for profinite groups). We have that $G$-sets is equivalent to the category $\hat{G}$-sets (since $\hat{G}$ is a profinite group, here we talk of continuous actions).
Proof. We define a functor $F: \hat{G}$-sets $\rightarrow G$-sets as follows. Let $E$ be a finite $\hat{G}$-set. Let $\sigma \in G$, e $\in E$. Consider $\tilde{\sigma}=(\sigma N)_{N \in I} \in \prod_{N \in I} G / N$ (where $I$ is defined as in lemma 2.3). For any $N_{1}, N_{2} \in I$ with $N_{1} \geq N_{2}$, we have that $f_{N_{1} N_{2}}\left(\sigma N_{1}\right)=$ $\sigma N_{2}$ by definition (see again lemma 2.3). So $\widetilde{\sigma} \in \lim _{N \in I} G / N=G$. Then we can define $\sigma . e:=\tilde{\sigma} e$. Let us check that this is a group action. If $\sigma=1_{G}$, then $\widetilde{\sigma}=\left(1_{G} N\right)_{N \in I}=1_{\hat{G}}$. Then $1_{G} . e=1_{\hat{G}} e=e$. On the other hand, let $\sigma, \tau \in G$. Then $\widetilde{\sigma \tau}=((\sigma \tau) N)_{N \in I}=((\sigma N)(\tau N))_{N \in I}=(\sigma N)_{N \in I}(\tau N)_{N \in I}=\widetilde{\sigma} \widetilde{\tau}$. So

$$
(\sigma \tau) \cdot e=\widetilde{\sigma \tau} e=(\widetilde{\sigma} \widetilde{\tau}) e=\widetilde{\sigma}(\widetilde{\tau} e)=\sigma \cdot(\widetilde{\tau} e)=\sigma \cdot(\tau \cdot e)
$$

for any $e \in E$. So this indeed an action of $G$ on $E$, which is then an object of $G$-sets. We define $F(E)=E$, equipped with this action. Let now $E_{1}, E_{2}$ be finite $\hat{G}$-sets with a morphism of $\hat{G}$-sets $f: E_{1} \rightarrow E_{2}$. Let $\sigma \in G, e \in E_{1}$. Then

$$
f(\sigma . e)=f(\widetilde{\sigma} e)=\widetilde{\sigma} f(e)=\sigma . f(e) .
$$

So $f$ is also a morphism of $G$-sets. Then we can define $F(f)=f$. For every finite $\hat{G}$-set $E$, we have that $F\left(\mathrm{id}_{E}\right)=\mathrm{id}_{E}=\operatorname{id}_{F(E)}$. Moreover, if $E_{1}, E_{2}, E_{3}$ are finite $\hat{G}$-sets with morphisms of $\hat{G}$-sets $f: E_{1} \rightarrow E_{2}$ and $g: E_{2} \rightarrow E_{3}$, then $F(g \circ f)=g \circ f=F(g) \circ F(f)$. So $F$ is a functor.
We prove now that $F$ is an equivalence of categories. By lemma 1.4.5, we have to prove that $F$ is fully faithful and essentially surjective. Let $E_{1}, E_{2}$ be finite $\hat{G}$-sets with two morphisms $f, g: E_{1} \rightarrow E_{2}$ such that $F(f)=F(g)$. This means that $f=F(f)=F(g)=g$. So $F$ is faithful.
Let now $E_{1}, E_{2}$ be finite $\hat{G}$-sets and let $f: F\left(E_{1}\right)=E_{1} \rightarrow F\left(E_{2}\right)=E_{2}$ be a morphism of $G$-sets. Let $K$ be the kernel of the action of $\hat{G}$ on $E_{1}$, i.e. $K:=\{\sigma \in$
$\left.\hat{G} \mid \forall e \in E_{1} \quad \sigma e=1\right\} \leq \hat{G}$. Since $E$ is fnite, by lemma 1.1.14 we have that $K$ is open in $\hat{G}$. Then, since $1_{\hat{G}} \in K$, there exists an open neighbourhood of $1_{\hat{G}}$ that is contained in $K$. Recall that the topology on the projective limit is defined as the subspace topology of the product topology (considering the discrete topology on each factor). Then a local base for $\hat{G}$ at $1_{\hat{G}}$ is given by

$$
\left\{U_{N_{1} \ldots N_{n}}:=\bigcap_{k=1}^{n} p_{N_{k}}^{-1}\left(\left\{1_{G} N_{k}\right\}\right)=\bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{N_{k}}\right) \mid n \in \mathbb{N}, N_{1}, \ldots, N_{n} \in I\right\}
$$

where $p_{N}: \hat{G} \rightarrow G / N$ is the canonical projection (which is a continuous group homomorphism) for any $N \in I$. So there exist $n \in \mathbb{N}, N_{1}, \ldots, N_{n} \in I$ such that $U_{N_{1}, \ldots, N_{n}} \subseteq$ $K$. Since $I$ is directed, there exists $N_{0} \in I$ such that $N_{0} \geq N_{k}$ for any $k=1, \ldots, n$. If $\sigma=\left(\sigma_{N} N\right)_{N \in I} \in U_{N_{0}}=\operatorname{Ker}\left(p_{N_{0}}\right)$, then $\sigma_{N_{0}}=p_{N_{0}}(\sigma)=1_{G} N_{0}$ and $\sigma_{N_{k}}=$ $f_{N_{0} N_{k}}\left(\sigma_{N_{0}}\right)=f_{N_{0} N_{k}}\left(1_{G} N_{0}\right)=1_{G} N_{k}$ for any $k=1, \ldots, n$. So $\sigma \in \bigcap_{k=1}^{n} \operatorname{Ker}\left(p_{N_{k}}\right)=$ $U_{N_{1} \ldots N_{k}}$. This shows that $U_{N_{0}} \subseteq U_{N_{1} \ldots N_{n}} \subseteq K$. Let now $\sigma=\left(\sigma_{N} N\right)_{N \in I} \in \hat{G}$. Consider ${\widetilde{\sigma}_{N_{0}}}^{-1} \sigma=\left(\sigma_{N_{0}} N\right)_{N \in I}^{-1}\left(\sigma_{N} N\right)_{N \in I}=\left(\left(\sigma_{N_{0}} N\right)^{-1}\left(\sigma_{N} N\right)\right)_{N \in I}=\left(\left(\sigma_{N_{0}}^{-1} \sigma_{N}\right) N\right)_{N \in I}$. We have that $p_{N_{0}}\left({\widetilde{\sigma_{N_{0}}}}^{-1} \sigma\right)=\left(\sigma_{N_{0}}^{-1} \sigma_{N_{0}}\right) N_{0}=1_{G} N_{0}$. So $\widetilde{\sigma_{N_{0}}}-1 \sigma \in \operatorname{Ker}\left(p_{N_{0}}\right)=U_{N_{0}} \subseteq$ $K$. Then, for any $e \in E_{1}$, we have that $\left({\widetilde{\sigma_{0}}}^{-1} \sigma\right) e=e$ and

$$
\sigma e=\left(\widetilde{\sigma_{N_{0}}} \widetilde{\sigma_{N_{0}}}-1\right)(\sigma e)=\widetilde{\sigma_{N_{0}}}\left(\left(\widetilde{\sigma_{N_{0}}}-1 \sigma\right) e\right)=\widetilde{\sigma_{N_{0}}} e=\sigma_{N_{0}} \cdot e .
$$

Since $f$ is a morphism of $G$-sets, it follows that

$$
f(\sigma e)=f\left(\sigma_{N_{0}} \cdot e\right)=\sigma_{N_{0}} \cdot f(e)=\sigma f(e)
$$

for any $e \in E_{1}$. So $f$ is a morphism of $\hat{G}$-sets. Moreover, $F(f)=f$ by definition of $F$. This proves that $F$ is full.
Finally, let $E$ be a finite set with an action of $G$. Let $K$ be the kernel of the action of $G$ on $E$, i.e. $K:=\{\sigma \in G \mid \forall e \in E \quad \sigma e=e\}$. Then $K$ is the kernel of the group homomorphism $\varphi: G \rightarrow \mathrm{~S}_{E_{1}}, \sigma \mapsto(e \mapsto \sigma e)$. So $K$ is a normal subgroup of $G$ and, by the isomorphism theorem, $G / K \cong \operatorname{Im}(\varphi) \leq \mathrm{S}_{E_{1}}$. Then $[G: K]=|G / K|=|\operatorname{Im}(\varphi)| \leq\left|S_{E_{1}}\right|<+\infty$. This proves that $K \in I$. For any $\sigma=\left(\sigma_{N} N\right)_{N \in I} \in \hat{G}, e \in E$, we define $\sigma e=\sigma_{K} e$. First of all, we have to check that this is well defined. If $\sigma_{K} K=\sigma_{K}^{\prime} K$ (with $\sigma_{K}, \sigma_{K}^{\prime} \in G$ ), then $\sigma_{K}^{-1} \sigma_{K}^{\prime} \in K$. So, for any $e \in E$, we have that $\left(\sigma_{K}^{-1} \sigma_{K}^{\prime}\right) e=e$, which implies that $\sigma_{K}^{\prime} e=\sigma_{K} e$. We prove now that we have defined a group action. If $\sigma=1_{\hat{G}}$, then $\sigma_{K} K=1_{G} K$ and so $1_{\hat{G}} e=1_{G} e=e$, for any $e \in E$. Moreover, let $\sigma=\left(\sigma_{N} N\right)_{N \in I}, \tau=\left(\tau_{N} N\right)_{N \in I} \in \hat{G}$. We have that $\sigma \tau=\left(\left(\sigma_{N} N\right)\left(\tau_{N} N\right)\right)_{N \in I}=\left(\left(\sigma_{N} \tau_{N}\right) N\right)_{N \in I}$ and so

$$
(\sigma \tau) e=\left(\sigma_{K} \tau_{K}\right) e=\sigma_{K}\left(\tau_{K} e\right)=\sigma\left(\tau_{K} e\right)=\sigma(\tau e)
$$

for any $e \in E$. So we have indeed a group action. The kernel of this action is

$$
\begin{aligned}
& \left\{\sigma=\left(\sigma_{N} N\right)_{N \in I} \in \hat{G} \mid \forall e \in E \quad \sigma_{K} e=\sigma e=e\right\}= \\
& \quad=\left\{\sigma=\left(\sigma_{N} N\right)_{N \in I} \in \hat{G} \mid \sigma_{K} \in K\right\}= \\
& =\left\{\sigma=\left(\sigma_{N} N\right)_{N \in I} \in \hat{G} \mid p_{K}(\sigma)=\sigma_{K} K=K=1_{G} K\right\}=p_{K}^{-1}\left(\left\{1_{G} K\right\}\right)
\end{aligned}
$$

which is open in $\hat{G}$ because $p_{K}: \hat{G} \rightarrow G / K$ is continuous and $\left\{1_{G} K\right\}$ is open in $G / K$ (which has the discrete topology). Since $E$ is finite, by lemma 1.1.14 we have that the action of $\hat{G}$ on $E$ is continuous. So $E$, endowed with this action, is an object of $\hat{G}$-sets. We have that $F(E)=E$ as sets. Moreover, for any $\sigma \in G, e \in E$, we have that $\sigma . e=\widetilde{\sigma} e=(\sigma N)_{N \in I} e=\sigma e$. So the two actions of $G$ on $E$ coincide, i.e. $F(E)=E$ as objects of $G$-sets. Hence $F$ is essentially surjective.

Lemma 2.6. Define a category $\mathbf{D}$ as follows: objects of $\mathbf{D}$ are pairs of the form $(E, \sigma)$, with $E$ a finite set and $\sigma \in \mathrm{S}_{E}$, and a morphism from $\left(E_{1}, \sigma_{1}\right)$ to $\left(E_{2}, \sigma_{2}\right)$ is a map $f: E_{1} \rightarrow E_{2}$ with $\sigma_{2} \circ f=f \circ \sigma_{1}$ (the composition is defined in the obvious way). Then $\mathbb{Z}$-sets is equivalent to $\mathbf{D}$.

Proof. For every object $(E, \sigma)$ in $\mathbf{D}$ we have that $\sigma \circ \mathrm{id}_{E}=\sigma=\mathrm{id}_{E} \circ \sigma$ and so $\mathrm{id}_{E}$ is a morphism in $\mathbf{D}$. Moreover, let $\left(E_{1}, \sigma_{1}\right),\left(E_{2}, \sigma_{2}\right),\left(E_{3}, \sigma_{3}\right)$ be objects of $\mathbf{D}$ with morphisms $f:\left(E_{1}, \sigma_{1}\right) \rightarrow\left(E_{2}, \sigma_{2}\right)$ and $g:\left(E_{2}, \sigma_{2}\right) \rightarrow\left(E_{3}, \sigma_{3}\right)$. Then $\sigma_{2} \circ f=f \circ \sigma_{1}$ and $\sigma_{3} \circ g=g \circ \sigma_{2}$. It follows that

$$
\sigma_{3} \circ(g \circ f)=\left(\sigma_{3} \circ g\right) \circ f=\left(g \circ \sigma_{2}\right) \circ f=g \circ\left(\sigma_{2} \circ f\right)=g \circ\left(f \circ \sigma_{1}\right)=(g \circ f) \circ \sigma_{1} .
$$

So $g \circ f$ is also a morphism in $\mathbf{D}$. This shows that $\mathbf{D}$ is indeed a category.
We define a functor $F: \mathbf{D} \rightarrow \mathbb{Z}$-sets as follows. Let $(E, \sigma)$ be an element of $\mathbf{D}$. We define $z . e=\sigma^{z}(e)$ for every $z \in \mathbb{Z}, e \in E$. We have that $0 . e=\sigma^{0}(e)=\operatorname{id}_{E}(e)=e$ for every $e \in E$. Moreover,

$$
z_{1} \cdot\left(z_{2} \cdot e\right)=z_{1} \cdot\left(\sigma^{z_{2}}(e)\right)=\sigma^{z_{1}}\left(\sigma^{z_{2}}(e)\right)=\left(\sigma^{z_{1}} \circ \sigma^{z_{2}}\right)(e)=\sigma^{z_{1}+z_{2}}(e)=\left(z_{1}+z_{2}\right) \cdot e
$$

for every $z_{1}, z_{2} \in \mathbb{Z}, e \in E$. So we have defined an action of $\mathbb{Z}$ on $E$, which is then an object of $\mathbb{Z}$-sets. We define $F((E, \sigma))=E$, equipped with this action. Let now $f:\left(E_{1}, \sigma_{1}\right) \rightarrow\left(E_{2}, \sigma_{2}\right)$ be a morphism in $\mathbf{D}$. By definition, $\sigma_{2} \circ f=f \circ \sigma_{1}$. Then by induction we get $\sigma_{2}^{z} \circ f=f \circ \sigma_{1}^{z}$ for every $z \geq 0$. This implies $f \circ \sigma_{1}^{-z}=f \circ\left(\sigma_{1}^{z}\right)^{-1}=$ $\left(\sigma_{2}^{z}\right)^{-1} \circ f=\sigma_{2}^{-z} \circ f$ for every $z \geq 0$. So $\sigma_{2}^{z} \circ f=f \circ \sigma_{1}^{z}$ for every $z \in \mathbb{Z}$. Then

$$
f(z . e)=f\left(\sigma_{1}^{z}(e)\right)=\left(f \circ \sigma_{1}^{z}\right)(e)=\left(\sigma_{2}^{z} \circ f\right)(e)=\sigma_{2}^{z}(f(e))=z \cdot f(e)
$$

for every $z \in \mathbb{Z}, e \in E_{1}$. So $f$ is a morphism of $\mathbb{Z}$-sets. We define $F(f)=f$. For every object $(E, \sigma)$ of $\mathbf{D}$, we have that $F\left(\mathrm{id}_{E}\right)=\mathrm{id}_{E}=\mathrm{id}_{F(E)}$. Moreover, if $\left(E_{1}, \sigma_{1}\right),\left(E_{2}, \sigma_{2}\right),\left(E_{3}, \sigma_{3}\right)$ are objects of $\mathbf{D}$ with morphisms $f:\left(E_{1}, \sigma_{1}\right) \rightarrow\left(E_{2}, \sigma_{2}\right)$ and $g:\left(E_{2}, \sigma_{2}\right) \rightarrow\left(E_{3}, \sigma_{3}\right)$, then $F(g \circ f)=g \circ f=F(g) \circ F(f)$. So $F$ is a functor. We prove now that $F$ is an equivalence of categories. By lemma 1.4.5, we have to prove that $F$ is fully faithful and essentially surjective. Let $\left(E_{1}, \sigma_{1}\right),\left(E_{2}, \sigma_{2}\right)$ be objects of $\mathbf{D}$ with two morphisms $f, g:\left(E_{1}, \sigma_{1}\right) \rightarrow\left(E_{2}, \sigma_{2}\right)$ such that $F(f)=F(g)$. This means that $f=F(f)=F(g)=g$. So $F$ is faithful.
Let now $\left(E_{1}, \sigma_{1}\right),\left(E_{2}, \sigma_{2}\right)$ be objects of $\mathbf{D}$ and let $f: F\left(E_{1}\right)=E_{1} \rightarrow F\left(E_{2}\right)=E_{2}$ be a morphism of $\mathbb{Z}$-sets. For any $e \in E$, we have that

$$
f\left(\sigma_{1}(e)\right)=f\left(\sigma_{1}^{1}(e)\right)=f(1 . e)=1 . f(e)=\sigma_{2}^{1}(f(e))=\sigma_{2}(f(e)) .
$$

So $f \circ \sigma_{1}=\sigma_{2} \circ f$, i.e. $f$ is also a morphism in $\mathbf{D}$. Since $F(f)=f, F$ is full.
Finally, let $E$ be a $\mathbb{Z}$-set. Define $\sigma: E \rightarrow E, e \mapsto 1 e$. Then, by definition of action, $\sigma$
is invertible, with inverse $E \rightarrow E, e \mapsto(-1) e$. So $(E, \sigma)$ is an object of $\mathbf{D}$. We have that $F((E, \sigma))=E$ as sets, but we have to check that the two actions coincide. By definition, 1.e $=\sigma(e)=1 e$ for any $e \in E$. Then by induction (using the definition of action) we get that $z . e=z e$ for every $z \geq 0, e \in E$. This implies that

$$
(-z) \cdot e=(-z) \cdot(0 e)=(-z) \cdot(z((-z) e))=(-z) \cdot(z \cdot((-z) e))=0 \cdot((-z) e)=(-z) e
$$

for every $z \geq 0, e \in E$. Then $z . e=z e$ for any $z \in \mathbb{Z}, e \in E$, i.e. the two actions coincide. So $F((E, \sigma))=E$ in $\mathbb{Z}$-sets. Hence $F$ is essentially surjective.
Corollary 2.7. Let $\mathbf{D}$ be the category defined in lemma 2.6. Then $\hat{\mathbb{Z}}$-sets is equivalent to $\mathbf{D}$.

Proof. It follows immediately from the lemmas 2.5 and 2.6.
Proposition 2.8. Let $X$ be the pseudocircle (defined in 2.1). We have that $\hat{\pi}(X) \cong$ $\hat{\mathbb{Z}}$.

Proof. We have to show that $\mathbf{C o v}_{X}$ is equivalent to $\hat{\mathbb{Z}}$-sets, which by corollary 2.7 is equivalent to the category $\mathbf{D}$ defined in 2.6. So it is enough to prove that $\mathbf{C o v}_{X}$ is equivalent to $\mathbf{D}$.
We define a functor $F: \operatorname{Cov}_{X} \rightarrow \hat{\mathbb{Z}}$-sets as follows. Let $f: Y \rightarrow X$ be a finite covering of $X$. Then $f^{-1}(\{0\})$ is a finite set. Moreover, by definition of covering there exists an open subset $U$ of $X$ such that $1 \in U$ and the restriction $f: f^{-1}(U) \rightarrow U$ is a trivial covering. By definition of $X$, the only open subsets containing 1 are $\{0,1,2\}$ and $X$. But the restriction of a trivial covering is a trivial covering. So, if $f: f^{-1}(X)=Y \rightarrow X$ is a trivial covering, then also $f: f^{-1}(\{0,1,2\}) \rightarrow\{0,1,2\}$ is a trivial covering. So, in any case, we can choose $U=\{0,1,2\}$. Then there exist a discrete topological space $E_{1}$ and a homeomorphism $\varphi_{1}: f^{-1}(U) \rightarrow U \times E_{1}$ such that $p_{U} \circ \varphi_{1}=f$, where $p_{U}: U \times E_{1} \rightarrow U$ is the projection on the first factor. Since $p_{U} \circ \varphi_{1}=f$, we have that $f^{-1}(\{x\})=\varphi_{1}^{-1}\left(p_{U}^{-1}(\{x\})\right)=\varphi_{1}^{-1}\left(\{x\} \times E_{1}\right)$ for any $x \in U=\{0,1,2\}$. Then $\varphi_{1}\left(f^{-1}(\{0\})\right)=\{0\} \times E_{1}$ and $\varphi_{1}\left(f^{-1}(\{2\})\right)=$ $\{2\} \times E_{1}$ (we applied the fact that $\varphi_{1}$ is bijective), which allows us to restrict $\varphi_{1}$ to homeomorphisms $\varphi_{1}: f^{-1}(\{0\}) \rightarrow\{0\} \times E_{1}$ and $\varphi_{1}: f^{-1}(\{2\}) \rightarrow\{2\} \times E_{1}$. Analogously, by definition of covering there exists an open subset $V$ of $X$ such that $3 \in V$ and the restriction $f: f^{-1}(V) \rightarrow V$ is a trivial covering. We can choose $V=$ $\{0,2,3\}$ because, by definition of $X$, the only open subsets containing 3 are $\{0,2,3\}$ and $X$. Then there exist a discrete topological space $E_{3}$ and a homeomorphism $\varphi_{3}: f^{-1}(V) \rightarrow V \times E_{3}$ such that $p_{V} \circ \varphi_{3}=f$, where $p_{V}: V \times E_{3} \rightarrow V$ is the projection on the first factor. As above, we can restrict $\varphi_{3}$ to homeomorphisms $\varphi_{3}: f^{-1}(\{0\}) \rightarrow\{0\} \times E_{3}$ and $\varphi_{3}: f^{-1}(\{2\}) \rightarrow\{2\} \times E_{3}$. Define $i_{1,0}: E_{1} \rightarrow$ $\{0\} \times E_{1}, e \mapsto(0, e), i_{1,2}: E_{1} \rightarrow\{2\} \times E_{1}, e \mapsto(2, e), i_{3,0}: E_{3} \rightarrow\{0\} \times E_{3}, e \mapsto(0, e)$ and $i_{3,2}: E_{3} \rightarrow\{2\} \times E_{3}, e \mapsto(2, e)$. These maps are clearly bijective. Consider now

$$
\psi:=i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2}: E_{1} \rightarrow E_{3},
$$

which is bijective because it is a composition of bijections. We have that $\psi$ induces a bijection $\operatorname{id}_{\{0\}} \times \psi:\{0\} \times E_{1} \rightarrow\{0\} \times E_{3}$. Define $\sigma:=\varphi_{3}^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi\right) \circ \varphi_{1}$ :
$f^{-1}(\{0\}) \rightarrow f^{-1}(\{0\})$. We have that $\sigma$ is bijective, because it is a composition of bijections. So $\left(f^{-1}(\{0\}), \sigma\right)$ is an element of $\mathbf{D}$. We define $F(f):=\left(f^{-1}(\{0\}), \sigma\right)$ (for the sake of brevity, we omit to check that the definition of $\sigma$ does not depend on the choice of the discrete topological spaces $E_{1}^{\prime}, E_{3}^{\prime}$ and of the homeomorphisms $\left.\varphi_{1}^{\prime}, \varphi_{3}^{\prime}\right)$.
Now we have to define $F$ on morphisms. Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings of $X$ and let $h: Y \rightarrow Z$ be a morphism of coverings from $f$ to $g$. As above, let $F(f)=\left(f^{-1}(\{0\}), \sigma\right), F(g)=\left(g^{-1}(\{0\}), \sigma^{\prime}\right)$. Since $h$ is a morphism of coverings, we have that $f=g \circ h$. Then $g\left(h\left(f^{-1}(\{0\})\right)=f\left(f^{-1}(\{0\})\right) \subseteq\{0\}\right.$, which implies that $h\left(f^{-1}(\{0\})\right) \subseteq g^{-1}(\{0\})$. So we can restrict $h$ and get a map $h$ : $f^{-1}(\{0\}) \rightarrow g^{-1}(\{0\})$. We claim that this map is a morphism in $\mathbf{D}$ from $\left(f^{-1}(\{0\}), \sigma\right)$ to $\left(g^{-1}(\{0\}), \sigma^{\prime}\right)$. Let $U, V, E_{1}, E_{3}, \varphi_{1}, \varphi_{3}, i_{1,0}, i_{1,2}, i_{3,0}, i_{3,2}$ and $\psi$ be as above. Moreover, we denote by $E_{1}^{\prime}, E_{3}^{\prime}, \varphi_{1}^{\prime}, \varphi_{3}^{\prime}, i_{1,0}^{\prime}, i_{1,2}^{\prime}, i_{3,0}^{\prime}, i_{3,2}^{\prime}$ and $\psi^{\prime}$ the topological spaces and the maps obtained in the same way, but starting from the finite covering $g$. Then $\sigma=\varphi_{3}^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi\right) \circ \varphi_{1}$ and $\sigma^{\prime}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi^{\prime}\right) \circ \varphi_{1}^{\prime}$. By lemma 1.5 , there exists an open subset of $X$ that contains 1 and above which $f, g$ and $h$ are trivial. Since the only open subsets containing 1 are $U$ and $X$ and triviality above $X$ implies triviality above $U$, we have that $f, g$ and $h$ are trivial above $U$. Then there exists a map $\alpha: E_{1} \rightarrow E_{1}^{\prime}$ such that the following diagram is commutative, where $p_{U}: U \times E_{1} \rightarrow U$ and $p_{U}^{\prime}: U \times E_{1}^{\prime} \rightarrow U$ are the projections on the first factor.


Analogously, by lemma 1.5, there exists an open subset of $X$ that contains 3 and above which $f, g$ and $h$ are trivial. Since the only open subsets containing 3 are $V$ and $X$ and triviality above $X$ implies triviality above $V$, we have that $f, g$ and $h$ are trivial above $V$. Then there exists a map $\beta: E_{3} \rightarrow E_{3}^{\prime}$ such that the following diagram is commutative, where $p_{V}: V \times E_{3} \rightarrow V$ and $p_{V}^{\prime}: V \times E_{3}^{\prime} \rightarrow V$ are the projections on the first factor.


Now (restricting $h$ to $\left.f^{-1}(\{0\})\right)$ we have that

$$
\sigma^{\prime} \circ h=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi^{\prime}\right) \circ \varphi_{1}^{\prime} \circ h=
$$

$$
=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi^{\prime}\right) \circ\left(\operatorname{id}_{U} \times \alpha\right) \circ \varphi_{1}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times\left(\psi^{\prime} \circ \alpha\right)\right) \circ \varphi_{1}
$$

and

$$
\begin{aligned}
h \circ \sigma= & h \circ \varphi_{3}^{-1} \circ\left(\operatorname{id}_{\{0\}} \times \psi\right) \circ \varphi_{1}= \\
& =\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{V} \times \beta\right) \circ\left(\operatorname{id}_{\{0\}} \times \psi\right) \circ \varphi_{1}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times(\beta \circ \psi)\right) \circ \varphi_{1} .
\end{aligned}
$$

For any $e \in E_{1}$, we have that

$$
i_{1,2}^{\prime}(\alpha(e))=(2, \alpha(e))=\left(\operatorname{id}_{\{2\}} \times \alpha\right)((2, e))=\left(\operatorname{id}_{\{2\}} \times \alpha\right)\left(i_{1,2}(e)\right)
$$

So $i_{1,2}^{\prime} \circ \alpha=\left(\operatorname{id}_{\{2\}} \times \alpha\right) \circ i_{1,2}$. On the other hand, for any $e \in E_{3}$ we have that $i_{3,2}^{\prime}(\beta(e))=(2, \beta(e))=\left(\operatorname{id}_{\{2\}} \times \beta\right)((2, e))=\left(\operatorname{id}_{\{2\}} \times \beta\right)\left(i_{3,2}(e)\right)$. So $i_{3,2}^{\prime} \circ \beta=$ $\left(\operatorname{id}_{\{2\}} \times \beta\right) \circ i_{3,2}$ and $\beta \circ i_{3,2}^{-1}=\left(i_{3,2}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{2\}} \times \beta\right)$. Then

$$
\begin{aligned}
& \psi^{\prime} \circ \alpha=\left(i_{3,2}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ\left(\varphi_{1}^{\prime}\right)^{-1} \circ i_{1,2}^{\prime} \circ \alpha= \\
& \quad=\left(i_{3,2}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ\left(\varphi_{1}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{2\}} \times \alpha\right) \circ i_{1,2}=\left(i_{3,2}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ h \circ \varphi_{1}^{-1} \circ i_{1,2}= \\
& \quad=\left(i_{3,2}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{2\}} \times \beta\right) \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2}=\beta \circ i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2}=\beta \circ \psi
\end{aligned}
$$

So $\sigma^{\prime} \circ h=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \times\left(\psi^{\prime} \circ \alpha\right)\right) \circ \varphi_{1}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\mathrm{id}_{\{0\}} \times(\beta \circ \psi)\right) \circ \varphi_{1}=h \circ \sigma$, i.e. $h: f^{-1}(\{0\}) \rightarrow g^{-1}(\{0\})$ is a morphism in $\mathbf{D}$ from $\left(f^{-1}(\{0\}), \sigma\right)=F(f)$ to $\left(g^{-1}(\{0\}), \sigma^{\prime}\right)=F(g)$. Then we can define $F(h):=h_{\left.\right|_{f-1}(\{0\})}: F(f) \rightarrow F(g)$.
For every finite covering $f: Y \rightarrow X$ we have that $F\left(\operatorname{id}_{Y}\right)=\left(\operatorname{id}_{Y}\right)_{\left.\right|_{f-1}(\{0\})}=$ $\operatorname{id}_{f^{-1}(\{0\})}=\operatorname{id}_{F(f)}$. Moreover, if $f_{1}: Y_{1} \rightarrow X, f_{2}: Y_{2} \rightarrow X$ and $f_{3}: Y_{3} \rightarrow X$ are finite coverings of $X$ with morphisms of coverings $h_{1}: Y_{1} \rightarrow Y_{2}$ and $h_{2}: Y_{2} \rightarrow Y_{3}$, we have that

$$
F\left(h_{2} \circ h_{1}\right)=\left(h_{2} \circ h_{1}\right)_{\left.\right|_{f-1}(\{0\})}=\left(h_{2}\right)_{\left.\right|_{g^{-1}(\{0\})}} \circ\left(h_{1}\right)_{\left.\right|_{f-1}(\{0\})}=F\left(h_{2}\right) \circ F\left(h_{1}\right)
$$

So $F$ is a functor.
We prove now that $F$ is an equivalence of categories. By lemma 1.4.5, we have to prove that $F$ is fully faithful and essentially surjective. Let $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings of $X$ with two morphisms of coverings $h, h^{\prime}: Y \rightarrow Z$ such that $F(h)=F\left(h^{\prime}\right)$. Let $U, V, E_{1}, E_{3}, E_{1}^{\prime}, E_{3}^{\prime}, \varphi_{1}, \varphi_{3}, \varphi_{1}^{\prime}, \varphi_{3}^{\prime}, \alpha$ and $\beta$ be as above. Also, as above, we can find maps $\alpha^{\prime}: E_{1} \rightarrow E_{1}^{\prime}$ and $\beta^{\prime}: E_{3} \rightarrow E_{3}^{\prime}$ such that restricting $h^{\prime}$ to $f^{-1}(U)$ we have $\varphi_{1}^{\prime} \circ h^{\prime}=\left(\mathrm{id}_{U} \times \alpha^{\prime}\right) \circ \varphi_{1}$ and restricting $h^{\prime}$ to $f^{-1}(V)$ we have $\varphi_{3}^{\prime} \circ h^{\prime}=\left(\mathrm{id}_{V} \times \beta\right) \circ \varphi_{3}$. Since $h_{\left.\right|_{f^{-1}(\{0\})}} F(h)=F\left(h^{\prime}\right)=\left(h^{\prime}\right)_{\left.\right|_{f^{-1}(\{0\})}} F(h)$, restricting $h$ and $h^{\prime}$ to $f^{-1}(\{0\})$ we have that

$$
\operatorname{id}_{\{0\}} \times \alpha=\varphi_{1}^{\prime} \circ h \circ \varphi_{1}^{-1}=\varphi_{1}^{\prime} \circ h^{\prime} \circ \varphi_{1}^{-1}=\operatorname{id}_{\{0\}} \times \alpha
$$

So $\alpha=\alpha^{\prime}$, which implies that $h_{\left.\right|_{f-1}(U)}=\left(\varphi_{1}^{\prime}\right)^{-1} \circ\left(\mathrm{id}_{U} \times \alpha\right) \circ \varphi_{1}=\left(\varphi_{1}^{\prime}\right)^{-1} \circ\left(\mathrm{id}_{U} \times \alpha^{\prime}\right) \circ$ $\varphi_{1}=\left(h^{\prime}\right)_{\left.\right|_{f^{-1}(U)}}$. Now, restricting $h$ and $h^{\prime}$ to $\{1,3\}$, we have that

$$
\operatorname{id}_{\{1,3\}} \times \beta=\varphi_{3}^{\prime} \circ h \circ \varphi_{3}^{-1}=\varphi_{3}^{\prime} \circ h^{\prime} \circ \varphi_{3}^{-1}=\operatorname{id}_{\{1,3\}} \times \beta
$$

So $\beta=\beta^{\prime}$, which implies that $h_{\left.\right|_{f-1}(V)}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{V} \times \beta\right) \circ \varphi_{3}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\mathrm{id}_{V} \times \beta^{\prime}\right) \circ$ $\varphi_{3}=\left(h^{\prime}\right)_{\left.\right|_{f^{-1}(V)}}$. Since $X=U \cup V$, we have that $Y=f^{-1}(X)=f^{-1}(U \cup V)=$ $f^{-1}(U) \cup f^{-1}(V)$. So we must have $h=h^{\prime}$. This proves that $F$ is faithful.
Let now $f: Y \rightarrow X, g: Z \rightarrow X$ be finite coverings of $X$ and consider a morphism $\chi: F(f) \rightarrow F(g)$ in $\mathbf{D}$. This means that $\chi: f^{-1}(\{0\}) \rightarrow g^{-1}(\{0\})$ is a map such that $\sigma^{\prime} \circ \chi=\chi \circ \sigma$, where $F(f)=\left(f^{-1}(\{0\}), \sigma\right)$ and $F(g)=\left(g^{-1}(\{0\}), \sigma^{\prime}\right)$. Let $U, V, E_{1}, E_{3}, E_{1}^{\prime}, E_{3}^{\prime}, \varphi_{1}, \varphi_{3}, \varphi_{1}^{\prime}, \varphi_{3}^{\prime}, i_{1,0}, i_{1,2}, i_{3,0}, i_{3,2}, i_{1,0}^{\prime}, i_{1,2}^{\prime}, i_{3,0}^{\prime}, i_{3,2}^{\prime}$, $\psi$ and $\psi^{\prime}$ be as above. Define $\alpha:=\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0}: E_{1} \rightarrow E_{1}^{\prime}$ and $\beta:=\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0}: E_{3} \rightarrow E_{3}^{\prime}$. Then $\alpha$ and $\beta$ are continuous because $E_{1}$, $E_{1}^{\prime}, E_{3}, E_{3}^{\prime}$ are all discrete. Moreover, let $h_{1}:=\left(\varphi_{1}^{\prime}\right)^{-1} \circ\left(\mathrm{id}_{U} \times \alpha\right) \circ \varphi_{1}: f^{-1}(U) \rightarrow$ $g^{-1}(U) \subseteq Z$ and $h_{3}:=\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{V} \times \beta\right) \circ \varphi_{3}: f^{-1}(V) \rightarrow g^{-1}(V) \subseteq Z$. Then $h_{1}$ and $h_{3}$ are both continuous, because they are compositions of continuous maps ( $\mathrm{id}_{U} \times \alpha$ and $\operatorname{id}_{V} \times \beta$ are continuous because $\alpha$ and $\beta$ are continuous). Moreover,

$$
\begin{aligned}
\left(\operatorname{id}_{U} \times \alpha\right)((0, e))=(0, \alpha(e))= & i_{1,0}^{\prime}\left(\left(\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0}\right)(e)\right)= \\
& =\left(\varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1}\right)\left(i_{1,0}(e)\right)=\left(\varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1}\right)((0, e))
\end{aligned}
$$

for any $e \in E_{1}$. Since $\varphi_{1}\left(f^{-1}(\{0\})\right)=\{0\} \times E_{1}$ (see above), this implies that $\left(h_{1}\right)_{f_{f^{-1}(\{0\})}}=\left(\varphi_{1}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ \varphi_{1}=\chi$. Analogously, we have that

$$
\begin{aligned}
\left(\operatorname{id}_{U} \times \beta\right)((0, e))=(0, \beta(e))= & i_{3,0}^{\prime}\left(\left(\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0}\right)(e)\right)= \\
& =\left(\varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1}\right)\left(i_{3,0}(e)\right)=\left(\varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1}\right)((0, e))
\end{aligned}
$$

for any $e \in E_{3}$ and, since $\varphi_{3}\left(f^{-1}(\{0\})\right)=\{0\} \times E_{3}$ (see above), this implies that $\left(h_{3}\right)_{\left.\right|_{f-1}(\{0\})}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ \varphi_{3}=\chi$. So $\left(h_{1}\right)_{\left.\right|_{f-1(\{0\})}}=\left(h_{1}\right)_{\left.\right|_{f^{-1}(\{0\})}}$. On the other hand, we have that

$$
\begin{aligned}
\left(\operatorname{idd}_{U} \times \alpha\right)((2, e))=(2, \alpha(e))= & i_{1,2}^{\prime}\left(\left(\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0}\right)(e)\right)= \\
& =\left(i_{1,2}^{\prime} \circ\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0} \circ i_{1,2}^{-1}\right)((2, e))
\end{aligned}
$$

for any $e \in E_{1}$. Since $\varphi_{1}\left(f^{-1}(\{2\})\right)=\{2\} \times E_{1}$ (see above), this implies that $\left(h_{1}\right)_{\left.\right|_{f-1}(\{2\})}=\left(\varphi_{1}^{\prime}\right)^{-1} \circ i_{1,2}^{\prime} \circ\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0} \circ i_{1,2}^{-1} \circ \varphi_{1}$. Analogously,

$$
\begin{aligned}
\left(\operatorname{id}_{U} \times \beta\right)((2, e))=(2, \beta(e))= & i_{3,2}^{\prime}\left(\left(\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0}\right)(e)\right)= \\
& =\left(i_{3,2}^{\prime} \circ\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0} \circ i_{3,2}^{-1}\right)((2, e))
\end{aligned}
$$

for any $e \in E_{3}$ and, since $\varphi_{3}\left(f^{-1}(\{2\})\right)=\{2\} \times E_{3}$ (see above), this implies that $\left(h_{3}\right)_{\left.\right|_{f-1}(\{2\})}=\left(\varphi_{3}^{\prime}\right)^{-1} \circ i_{3,2}^{\prime} \circ\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0} \circ i_{3,2}^{-1} \circ \varphi_{3}$. Recalling the definition of $\psi$, we have that

$$
\begin{aligned}
\left(\operatorname{id}_{\{0\}} \times \psi\right)((0, e))=(0, \psi(e))=i_{3,0}(\psi(e)) & =i_{3,0}\left(\left(i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2}\right)(e)\right)= \\
& =\left(i_{3,0} \circ i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2} \circ i_{1,0}^{-1}\right)((0, e))
\end{aligned}
$$

for any $e \in E_{1}$. So $\operatorname{id}_{\{0\}} \times \psi=i_{3,0} \circ i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2} \circ i_{1,0}^{-1}$. Analogously, $\mathrm{id}_{\{0\}} \times \psi^{\prime}=$ $i_{3,0}^{\prime} \circ\left(i_{3,2}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ\left(\varphi_{1}^{\prime}\right)^{-1} \circ i_{1,2}^{\prime} \circ\left(i_{1,0}^{\prime}\right)^{-1}$. Then

$$
\begin{aligned}
& \left(\varphi_{3}^{\prime}\right)^{-1} \circ i_{3,0}^{\prime} \circ\left(i_{3,2}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ\left(\varphi_{1}^{\prime}\right)^{-1} \circ i_{1,2}^{\prime} \circ\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi= \\
& =\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{\{0\}} \circ \psi^{\prime}\right) \circ \varphi_{1}^{\prime} \circ \chi=\sigma^{\prime} \circ \chi=\chi \circ \sigma=\chi \circ \varphi_{3}^{-1} \circ\left(\operatorname{id}_{\{0\}} \circ \psi\right) \circ \varphi_{1}= \\
& =\chi \circ \varphi_{3}^{-1} \circ i_{3,0} \circ i_{3,2}^{-1} \circ \varphi_{3} \circ \varphi_{1}^{-1} \circ i_{1,2} \circ i_{1,0}^{-1} \circ \varphi_{1}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
\left.\left(h_{1}\right)\right|_{\left.\right|_{f-1}(\{2\})} & =\left(\varphi_{1}^{\prime}\right)^{-1} \circ i_{1,2}^{\prime} \circ\left(i_{1,0}^{\prime}\right)^{-1} \circ \varphi_{1}^{\prime} \circ \chi \circ \varphi_{1}^{-1} \circ i_{1,0} \circ i_{1,2}^{-1} \circ \varphi_{1}= \\
& =\left(\varphi_{3}^{\prime}\right)^{-1} \circ i_{3,2}^{\prime} \circ\left(i_{3,0}^{\prime}\right)^{-1} \circ \varphi_{3}^{\prime} \circ \chi \circ \varphi_{3}^{-1} \circ i_{3,0} \circ i_{3,2}^{-1} \circ \varphi_{3}=\left(h_{3}\right)_{\left.\right|_{f-1}(\{2\})}
\end{aligned}
$$

Then $\left(h_{1}\right)_{\left.\right|_{f^{-1}(\{0\}) \cup f^{-1}(\{2\})}}=\left(h_{3}\right)_{\left.\right|_{f^{-1}(\{0\}) \cup f^{-1}(\{2\})}}$. Since $f^{-1}(U) \cap f^{-1}(V)=f^{-1}(U \cap$ $V)=f^{-1}(\{0,2\})=f^{-1}(\{0\}) \cup f^{-1}(\{2\})$ and $f^{-1}(U) \cup f^{-1}(V)=f^{-1}(U \cup V)=$ $f^{-1}(X)=Y$, we can glue $h_{1}$ and $h_{3}$ to get a continuous map $h: Y \rightarrow Z$. Recall that $p_{U} \circ \varphi_{1}=f$ and $p_{U}^{\prime} \circ \varphi_{1}^{\prime}=g$, where $p_{U}: U \times E_{1} \rightarrow U$ and $p_{U}^{\prime}: U \times E_{1}^{\prime} \rightarrow U$ are the projections on the first factors. Then

$$
g \circ h_{1}=g \circ\left(\varphi_{1}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{U} \times \alpha\right) \circ \varphi_{1}=p_{U}^{\prime} \circ\left(\operatorname{id}_{U} \times \alpha\right) \circ \varphi_{1}=\operatorname{id}_{U} \circ p_{U} \circ \varphi_{1}=f
$$

Analogously, we have that $p_{V} \circ \varphi_{3}=f$ and $p_{V}^{\prime} \circ \varphi_{3}^{\prime}=g$, where $p_{V}: V \times E_{3} \rightarrow V$ and $p_{V}^{\prime}: V \times E_{3}^{\prime} \rightarrow V$ are the projections on the first factors, and so

$$
g \circ h_{3}=g \circ\left(\varphi_{3}^{\prime}\right)^{-1} \circ\left(\operatorname{id}_{V} \times \beta\right) \circ \varphi_{3}=p_{V}^{\prime} \circ\left(\operatorname{id}_{V} \times \beta\right) \circ \varphi_{3}=\operatorname{id}_{V} \circ p_{V} \circ \varphi_{3}=f
$$

Then $g \circ h=f$. So $h$ is a morphism of coverings from $f$ to $g$. Moreover, $F(h)=$ $h_{\left.\right|_{f-1}(\{0\})}=\chi$. This proves that $F$ is full.
Finally, let $(E, \sigma)$ be an object of $\mathbf{D}$. Consider the discrete topology on $E$ and define $Y_{1}:=U \times E$ and $Y_{3}:=V \times E$, with the product topology. Moreover, consider the maps

$$
\gamma_{1}:\{0,2\} \times E \rightarrow Y_{3},(x, e) \mapsto(x, e)
$$

and

$$
\gamma_{3}:\{0,2\} \times E \rightarrow Y_{3}, \quad(x, e) \mapsto \begin{cases}\left(x, \sigma^{-1}(e)\right) & \text { if } x=0 \\ (x, e) & \text { if } x=2\end{cases}
$$

(recall that $\sigma$ is bijective, by definition of $\mathbf{D}$ ). Notice that the subspace topology on $\{0,2\}$ is the discrete topology, so also the product $\{0,2\} \times E$ has the discrete topology, which implies that $\gamma_{1}$ and $\gamma_{3}$ are continuous. Moreover, $\gamma_{1}$ and $\gamma_{3}$ are both injective (for $\gamma_{3}$, this follow from the injectivity of $\sigma^{-1}$ ). Define on the disjoint union $Y_{1} \amalg Y_{3}$ the following equivalence relation: given $y, y^{\prime} \in Y_{1} \amalg Y_{3}$, we say that $y \sim y^{\prime}$ if and only if $y=y^{\prime}$ or there exists a pair $(x, e) \in\{0,2\} \times E$ such that $y=\gamma_{i}((x, e))$ and $y^{\prime}=\gamma_{j}((x, e))$, with $i, j \in\{1,3\}$ (it is immediate to check that this is an equivalence relation, using the fact that $\gamma_{1}$ and $\gamma_{3}$ are injective). Consider then the quotient space $Y:=\left(Y_{1} \amalg Y_{3}\right) / \sim$. Let $p_{U}: Y_{1}=U \times E \rightarrow U \subseteq X$ and $p_{V}: Y_{2}=V \times E \rightarrow V \subseteq X$ be the projections on the first factors, which are
continuous by definition of product topology. Gluing them, we get a continuous map $p: Y_{1} \amalg Y_{3} \rightarrow X$. For any $(x, e) \in\{0,2\} \times E$, we have that

$$
\begin{aligned}
p\left(\gamma_{1}((x, e))\right)=p_{U}\left(\gamma_{1}((x, e))\right) & =p_{U}((x, e))=x= \\
& =p_{U}\left(\left(x, \sigma^{-1}(e)\right)\right)=p_{U}\left(\gamma_{3}((x, e))\right)=p\left(\gamma_{3}((x, e))\right) .
\end{aligned}
$$

It follows that $p(y)=p\left(y^{\prime}\right)$ whenever $y, y^{\prime} \in Y_{1} \amalg Y_{3}$ are such that $y \sim y^{\prime}$. Then, by the universal property of the quotient of topological spaces, we can factor $p$ through a continuous map $f: Y=\left(Y_{1} \amalg Y_{3}\right) / \sim \rightarrow X$ such that $p=f \circ \pi$, where $\pi: Y_{1} \amalg Y_{3} \rightarrow\left(Y_{1} \amalg Y_{3}\right) / \sim$ is the canonical projection on the quotient. We claim that $f$ is a finite covering. Since $\pi$ is surjective, we have

$$
\begin{aligned}
f^{-1}(U)=\pi\left(\pi^{-1}\left(f^{-1}(U)\right)\right) & =\pi\left(p^{-1}(U)\right)=\pi\left(p_{U}^{-1}(U) \amalg p_{V}^{-1}(U)\right)= \\
& =\pi\left(Y_{1} \amalg((U \cap V) \times E)\right)=\pi\left(Y_{1}\right) \cup \pi((U \cap V) \times E) .
\end{aligned}
$$

For any $(x, e) \in(U \cap V) \times E=\{1,2\} \times E \subseteq Y_{3}$, we have that $(x, e)=\gamma_{3}((x, \sigma(e)))$ and so $(x, e) \sim \gamma_{1}((x, \sigma(e)))=(x, \sigma(e))$, which implies that $\pi((x, e))=\pi((x, \sigma(e))) \in$ $\pi\left(Y_{1}\right)$. This shows that $\pi((U \cap V) \times E) \subseteq \pi\left(Y_{1}\right)$. So $f^{-1}(U)=\pi\left(Y_{1}\right) \cup \pi((U \cap$ $V) \times E)=\pi\left(Y_{1}\right)$. We claim that the restriction $\pi_{\left.\right|_{Y_{1}}}: Y_{1} \rightarrow \pi\left(Y_{1}\right)=f^{-1}(U)$ is a homeomorphism. Surjectivity and continuity are clear. If $y, y^{\prime} \in Y_{1}$ are such that $\pi(y)=\pi\left(y^{\prime}\right)$, then $y \sim y^{\prime}$. By definition of $\sim$, this means that $y=y^{\prime}$ or there exist $(x, e) \in\{0,2\} \times E, i, j \in\{1,3\}$ such that $y=\gamma_{i}((x, e))$ and $y^{\prime}=\gamma_{j}((x, e))$. In the last case, since $y, y^{\prime} \in Y_{1}$, we must have $i=j=1$ and so $y=\gamma_{1}((x, e))=y^{\prime}$. Then $\pi_{\left.\right|_{Y_{1}}}$ is injective. It remains to prove that $\pi_{\left.\right|_{Y_{1}}}: Y_{1} \rightarrow \pi\left(Y_{1}\right)$ is open. By definition of product topology, it is enough to show that $\pi(W \times\{e\})$ is open for every $W \subseteq U$ open, $e \in E$. Fix such $W$ and $e$. By definition of quotient topology, we have to show that $\pi^{-1}(\pi(W \times\{e\})) \subseteq Y_{1} \amalg Y_{3}$ is open. We have that

$$
\pi^{-1}(\pi(W \times\{e\}))=\left(\pi^{-1}(\pi(W \times\{e\})) \cap Y_{1}\right) \amalg\left(\pi^{-1}(\pi(W \times\{e\})) \cap Y_{3}\right) .
$$

Since $\pi_{\mid Y_{1}}$ is injective, $\pi^{-1}(\pi(W \times\{e\})) \cap Y_{1}=W \times\{e\}$, which is open in $Y_{1}$. On the other hand, let $y \in \pi^{-1}(\pi(W \times\{e\})) \cap Y_{3}$. Then there exists $y^{\prime} \in W \times\{e\} \subseteq Y_{1}$ such that $\pi(y)=\pi\left(y^{\prime}\right)$. This means that $y \sim y^{\prime}$. Since $y \in Y_{3}$ and $y^{\prime} \in Y_{1}$, we cannot have $y=y^{\prime}$. Then there exist $\left(x, e^{\prime}\right) \in\{0,2\} \times E, i, j \in\{1,3\}$ such that $y=\gamma_{i}\left(\left(x, e^{\prime}\right)\right)$ and $y^{\prime}=\gamma_{j}\left(\left(x, e^{\prime}\right)\right)$. Since $y \in Y_{3}$ and $y^{\prime} \in Y_{1}$, we must have $i=3$ and $j=1$. Then $\left(x, e^{\prime}\right)=\gamma_{1}\left(\left(x, e^{\prime}\right)\right)=y^{\prime} \in W \times\{e\}$, which means that $x \in W$ and $e^{\prime}=e$. It follows that $y=\gamma_{3}((x, e)) \in \gamma_{3}((W \cap\{0,2\}) \times\{e\})$. So $\pi^{-1}(\pi(W \times\{e\})) \cap Y_{3} \subseteq \gamma_{3}((W \cap\{0,2\}) \times\{e\})$. Conversely, if $x \in W \cap\{0,2\}$, then $\gamma_{3}((x, e)) \sim \gamma_{1}((x, e))=(x, e)$. So $\pi\left(\gamma_{3}((x, e))\right)=\pi((x, e)) \in \pi(W \times\{e\})$, which implies that $\gamma_{3}((x, e)) \in \pi^{-1}(\pi(W \times\{e\})) \cap Y_{3}$. Then

$$
\begin{aligned}
\pi^{-1}(\pi(W \times\{e\})) \cap Y_{3} & =\gamma_{3}((W \cap\{0,2\}) \times\{e\})= \\
& =\left\{\gamma_{3}((x, e)) \mid x \in W \cap\{0,2\}\right\}=\bigcup_{x \in W \cap\{0,2\}}\left\{\gamma_{3}((x, e))\right\}
\end{aligned}
$$

Let $x \in W \cap\{0,2\}$. Then we have that either $x=0$ or $x=2$. If $x=0$, then $\left\{\gamma_{3}((x, e))\right\}=\left\{\left(0, \sigma^{-1}(e)\right)\right\}=\{0\} \times\left\{\sigma^{-1}(e)\right\}$. We have that $\{0\}$ is open in $X$ and
then also in $V$. Moreover, $\left\{\sigma^{-1}(e)\right\}$ is open in $E$ (which is discrete). So $\left\{\gamma_{3}((x, e))\right\}=$ $\{0\} \times\left\{\sigma^{-1}(e)\right\}$ is open in $V \times E=Y_{3}$. Analogously, one can show that, if $x=2$, then $\left\{\gamma_{3}((x, e))\right\}=\{2\} \times\{e\}$ is open in $V \times E=Y_{3}$. It follows that $\pi^{-1}(\pi(W \times\{e\})) \cap Y_{3}=$ $\bigcup_{x \in W \cap\{0,2\}}\left\{\gamma_{3}((x, e))\right\}$ is open in $Y_{3}$. Then $\pi^{-1}(\pi(W \times\{e\}))=\left(\pi^{-1}(\pi(W \times\{e\})) \cap\right.$ $\left.Y_{1}\right) \amalg\left(\pi^{-1}(\pi(W \times\{e\})) \cap Y_{3}\right)$ is open in $Y_{1} \amalg Y_{3}$. This proves that $\pi_{\left.\right|_{Y_{1}}}$ is open. So $\pi_{\left.\right|_{Y_{1}}}: Y_{1} \rightarrow f^{-1}(U)$ is a homeomorphism. Then its inverse $\pi_{\left.\right|_{Y_{1}}}^{-1}: f^{-1}(U) \rightarrow$ $Y_{1}=U \times E$ is also a homeomorphism. By definition of $f$ and $p$, we have that $f \circ \pi_{\left.\right|_{Y_{1}}}=p_{\left.\right|_{Y_{1}}}=p_{U}$ and so $p_{U} \circ \pi_{\left.\right|_{Y_{1}}}^{-1}=f$. This shows that $f: f^{-1}(U) \rightarrow U$ is a trivial covering. Analogously, one can show that $f^{-1}(V)=\pi\left(Y_{3}\right)$ and that $\pi_{\left.\right|_{Y_{3}}}: Y_{3} \rightarrow \pi\left(Y_{3}\right)$ is a homeomorphism with $p_{V} \circ \pi_{\left.\right|_{Y_{3}}}^{-1}=f$. So $f: f^{-1}(V) \rightarrow V$ is a trivial covering. Then, since $X=U \cup V$, we have that $f$ is a covering. Moreover, $f^{-1}(\{x\})=\left(p_{U} \circ \pi_{\left.\right|_{Y_{1}}}^{-1}\right)^{-1}(\{x\})=\pi_{\left.\right|_{Y_{1}}}\left(p_{U}^{-1}(\{x\})\right)=\pi_{\left.\right|_{Y_{1}}}(\{x\} \times E) \cong\{x\} \times E$ for any $x \in U$ and $f^{-1}(\{x\})=\left(p_{V} \circ \pi_{\left.\right|_{Y_{3}}}^{-1}\right)^{-1}(\{x\})=\pi_{\left.\right|_{Y_{3}}}\left(p_{V}^{-1}(\{x\})\right)=\pi_{\left.\right|_{Y_{3}}}(\{x\} \times E) \cong$ $\{x\} \times E$ for any $x \in V$. In any case, $f^{-1}(\{x\})$ is finite. So $f$ is a finite covering of $X$.
Consider now $F(f)=\left(f^{-1}(\{0\}), \tau\right)$. We have that $f^{-1}(\{0\})=\pi_{\left.\right|_{Y_{1}}}(\{0\} \times E)=$ $\pi_{\left.\right|_{Y_{3}}}(\{0\} \times E)$. Since $\pi_{\left.\right|_{Y_{1}}}: Y_{1} \rightarrow \pi\left(Y_{1}\right)$ is a homeomorphism, restricting to $\{0\} \times E$ we get a homeomorphism (in particular, a bijection) $\pi_{\left.\right|_{Y_{1}}}:\{0\} \times E \rightarrow \pi_{\left.\right|_{Y_{1}}}(\{0\} \times$ $E)=f^{-1}(\{0\})$. Moreover, we have a bijection $i_{0}: E \rightarrow\{0\} \times E, e \mapsto(0, e)$. Define $\varphi:=\pi_{\left.\right|_{Y_{1}}} \circ i_{0}: E \rightarrow f^{-1}(\{0\})$. Let also $i_{2}: E \rightarrow\{2\} \times E, e \mapsto(2, e)$ and $\psi=i_{2}^{-1} \circ\left(\pi_{\left.\right|_{Y_{3}}}\right)^{-1} \circ \pi_{\left.\right|_{Y_{1}}} \circ i_{2}: E \rightarrow E$ (this definition makes sense because $\left.\pi_{\left.\right|_{Y_{1}}}(\{2\} \times E)=f^{-1}(\{2\})=\pi_{\left.\right|_{Y_{3}}}(\{2\} \times E)\right)$. By definition of $F$, we have that $\tau=\pi_{\left.\right|_{Y_{3}}} \circ\left(\operatorname{id}_{\{0\}} \times \psi\right) \circ\left(\pi_{\left.\right|_{Y_{1}}}\right)^{-1}: f^{-1}(\{0\}) \rightarrow f^{-1}(\{0\})$ (see the construction above). For any $e \in E$, we have that

$$
\pi_{\left.\right|_{Y_{1}}}\left(i_{2}(e)\right)=\pi_{\left.\right|_{Y_{1}}}((2, e))=\pi\left(\gamma_{1}((2, e))\right)=\pi\left(\gamma_{3}((2, e))\right)=\pi_{\left.\right|_{Y_{3}}}((2, e))=\pi_{\left.\right|_{Y_{3}}}\left(i_{2}(e)\right),
$$

because $\gamma_{1}((2, e)) \sim \gamma_{3}((2, e))$. Then $\pi_{Y_{1}} \circ i_{2}=\pi_{Y_{3}} \circ i_{2}$, which implies that $\psi=$ $i_{2}^{-1} \circ\left(\pi_{\left.\right|_{Y_{3}}}\right)^{-1} \circ \pi_{\left.\right|_{Y_{1}}} \circ i_{2}=\operatorname{id}_{E}$. So $\tau=\pi_{\left.\right|_{Y_{3}}} \circ\left(\operatorname{id}_{\{0\}} \times \operatorname{id}_{E}\right) \circ\left(\pi_{\left.\right|_{Y_{1}}}\right)^{-1}=\pi_{\left.\right|_{Y_{3}}} \circ$ $\operatorname{id}_{\{0\} \times E} \circ\left(\pi_{\left.\right|_{Y_{1}}}\right)^{-1}=\pi_{\left.\right|_{Y_{3}}} \circ\left(\pi_{\left.\right|_{Y_{1}}}\right)^{-1}$. Moreover, for any $e \in E$ we have that

$$
\begin{aligned}
\pi_{\left.\right|_{Y_{3}}}\left(i_{0}(e)\right)=\pi_{\left.\right|_{Y_{3}}}((0, e))= & \pi\left(\gamma_{3}((0, \sigma(e)))\right)= \\
& =\pi\left(\gamma_{1}((0, \sigma(e)))\right)=\pi_{\left.\right|_{Y_{1}}}((0, \sigma(e)))=\pi_{\left.\right|_{Y_{1}}}\left(i_{0}(\sigma(e))\right)
\end{aligned}
$$

because $\gamma_{1}((0, \sigma(e))) \sim \gamma_{3}((0, \sigma(e)))$. Then $\pi_{\left.\right|_{Y_{3}}} \circ i_{0}=\pi_{\left.\right|_{Y_{1}}} \circ i_{0} \circ \sigma$. So

$$
\tau \circ \varphi=\pi_{\left.\right|_{Y_{3}}} \circ\left(\pi_{\left.\right|_{Y_{1}}}\right)^{-1} \circ \pi_{\left.\right|_{Y_{1}}} \circ i_{0}=\pi_{\left.\right|_{Y_{3}}} \circ i_{0}=\pi_{\left.\right|_{Y_{1}}} \circ i_{0} \circ \sigma=\varphi \circ \sigma
$$

which implies also that $\varphi^{-1} \circ \tau=\sigma \circ \varphi^{-1}$. Then $\varphi$ and $\varphi^{-1}$ are morphisms in D. So $\varphi$ is an isomorphism in $\mathbf{D}$ from $(E, \sigma)$ to $\left(f^{-1}(\{0\}), \tau\right)=F(f)$. Hence $F(f) \cong(E, \sigma)$ and so $F$ is essentially surjective.
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