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environment during the stage.

I thank the Department of Statistics and all the teachers, because I was fully sat-

isfied for all their lessons, for the seriousness and the excellent organization of the

offices of St. Catherine, if I go back I certainly would choose this course of study

again.

I thank all my statistic friends met at the University, for helping me during exams

and for making happier the study days in their company.

I thank Marta because she has been a reference point with which I could constantly

confront in the past three academic years.

I thank Gaspare, for the bond of true friendship that is created between us from the

first day of lesson.

I thank my parents, Luana and Sandro, because they grew up me with healthy val-

ues, for taught me what it means the sacrifice and for supporting me morally and

3



4

economically in all the choices I made in the almost 22 years.

I thank my brothers Luca and Giacomo beacuse despite the misunderstandings, we

learned to share everything and to help us.
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Aim of the thesis

The studies of functional magnetic resonance images (fMRI) are very diffuse and

important because the researchers study the neuronal activity of the brain through

this technique. In this studies there are many problem of reliability to understand

which are the areas in the brain that are activated at the stimulus, because the

results change from subject to subject and also between a test and another. In

a previous article (“Improving the reliability of single-subject fMRI by weighting

intra-run variability”, Bertoldi et al., 2015), the authors have proposed a solution

to alleviate this problem using an index to penalized the p-value of those voxels

(volumetric pixels in the brain) that have an instable signal during the stimulus

but they have left open a problem. In this thesis we propose a possible solution to

control the 1-st tipe error of the weighted p-value proposed by Bertoldi et al. using

some properties of F distribution.
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Chapter 1

fMRI: data acquisition and

preprocessing

Most of the material in this chapter has been taken from “The statistical analysis of

fMRI data”, Lindquist, 2008. This thesis work was limited to part of these aspects

but however they can help to better understand the statistical method which will

be discussed in the following chapters.

1.1 Introduction

Functional Magnetic Resonance Imaging (fMRI) is a noninvasive technique for study-

ing brain activity. During the course of an fMRI experiment, a series of brain images

are acquired while the subject performs a set of tasks. Changes in the measured

signal between individual images are used to make inferences regarding task-related

activations in the brain. The data comprise a sequence of magnetic resonance images

(MRI), each consisting of a number of uniformly spaced volume elements, or voxels,

that partition the brain into equally sized boxes. Changes in brain hemodynamics,

in reaction to neuronal activity, impact the local intensity of the MR signal, and

therefore changes in voxel intensity across time can be used to infer when and where

activity is taking place.

Though a good number of these voxels consist solely of background noise, and can be

excluded from further analysis, the total amount of data that needs to be analyzed
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10 CHAPTER 1. FMRI: DATA ACQUISITION AND PREPROCESSING

is staggering. In addition, the data exhibit a complicated temporal and spatial noise

structure with a relatively weak signal. A full spatiotemporal model of the data is

generally not considered feasible and a number of short cuts are taken throughout

the course of the analysis. Statisticians play an important role in determining which

short cuts are appropriate in the various stages of the analysis, and determining

their effects on the validity and power of the statistical analysis.

1.2 Acquiring fMRI Data

The data collected during an fMRI experiment consists of a sequence of individual

magnetic resonance images, acquired in a manner that allows one to study oxy-

genation patterns in the brain with an MRI scanner. Therefore, to understand the

nature of fMRI data and how these images are used to infer neuronal activity, one

must first study the acquisition of individual MR images. The standard approach

toward 3D imaging is to acquire a stack of adjacent slices (e.g., 20 - 30) in quick

succession.

An fMRI study consists of a series of brain volumes collected in quick succession.

The temporal resolution of the acquired data will depend on the time between acqui-

sitions of each individual volume; once the k-space has been sampled, the procedure

is ready to be repeated and a new volume can be acquired. This is one reason why

efficient sampling of k-space is important. Typically, brain volumes of dimensions

64 64 30 (i.e. 122,880 voxels) are collected at separate time points throughout the

course of an experiment, where varies between 100 - 2000. Hence, the resulting data

consists of roughly 100,000 time series of length . On top of this, the experiment is

often repeated for M subjects, where M usually varies between 10 and 40. It quickly

becomes clear that fMRI data analysis is a time series analysis problem of massive

proportions.



1.3. UNDERSTANDING FMRI DATA 11

1.3 Understanding fMRI Data

Functional magnetic resonance imaging is most commonly performed using blood

oxygenation level dependent (BOLD) contrast (Ogawa et al., 1992) to study local

changes in deoxyhemoglobin concentration in the brain. BOLD imaging takes ad-

vantage of inherent differences between oxygenated and deoxygenated hemoglobin.

Each of these states has different magnetic properties, diamagnetic and paramag-

netic respectively, and produces different local magnetic fields. Due to its paramag-

netic properties, deoxy-hemoglobin has the effect of suppressing the MR signal, while

oxy-hemoglobin does not. The cerebral blood flow refreshes areas of the brain that

are active during the execution of a mental task with oxygenated blood, thereby

changing the local magnetic susceptibility and the measured MR signal in active

brain regions (see Figure 1.1). A series of properly acquired MR images can there-

fore be used to study changes in blood oxygenation which, in turn, can be used to

infer brain activity. The underlying evoked hemodynamic response to a neural event

is typically referred to as the hemodynamic response function (HRF, see Figure 1.2).

The increased metabolic demands due to neuronal activity lead to an increase in

the inflow of oxygenated blood to active regions of the brain. Since more oxygen

is supplied than actually consumed, this leads to a decrease in the concentration of

deoxy-hemoglobin which, in turn, leads to an increase in signal. This positive rise

in signal has an onset approximately 2 seconds after the onset of neural activity

and peaks 5-8 seconds after that neural activity has peaked (Aguirre et al., 1998).

After reaching its peak level, the BOLD signal decreases to a below baseline level

which is sustained for roughly 10 seconds. This effect, known as the post-stimulus

undershoot, is due to the fact that blood flow decreases more rapidly than blood vol-

ume, thereby allowing for a greater concentration of deoxy-hemoglobin in previously

active brain regions. The measured fMRI signal is also corrupted by random noise

and various nuisance components that arise due both to hardware reasons and the

subjects themselves. For instance, fluctuations in the MR signal intensity caused by

thermal motion of electrons within the subject and the scanner gives rise to noise

that tends to be highly random and independent of the experimental task. Another
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Figure 1.1: The comparison in the BOLD effect between task and rest.

Figure 1.2: The standard canonical model for the HRF used in fMRI data analysis

illustrates the main features of the response.
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source of variability in the signal is due to scanner drift, caused by scanner instabil-

ities, which result in slow changes in voxel intensity over time (low-frequency noise).

Finally, physiological noise due to patient motion, respiration and heartbeat cause

fluctuations in signal across both space and time. Physiological noise can often be

modeled and the worst of its effects removed.

The temporal resolution of an fMRI study depends on the time between acquisition

of each individual image, or the repetition time (RT). Heart-rate and respiration

gives rise to periodic fluctuations that are difficult to model. In this situation the

periodic fluctuations will be distributed throughout the time course giving rise to

temporal autocorrelation. If these terms are properly removed, there is evidence

that the resulting error term corresponds to white noise (Lund et al., 2006). Note

that for high temporal resolution studies, heart-rate and respiration can be esti-

mated and included in the model, or alternatively removed through application of

a band-pass filter, a passive device that allows the passage of frequencies within a

given interval (the bandwidth) and attenuates frequencies outside of it.

1.4 Preprocessing

Prior to statistical analysis, fMRI data typically undergoes a series of preprocess-

ing steps aimed at removing artifacts and validating model assumptions. The main

goals are to minimize the influence of data acquisition and physiological artifacts,

to validate statistical assumptions and to standardize the locations of brain regions

across subjects in order to achieve increased validity and sensitivity in group analysis.

When analyzing fMRI data it is typically assumed that all of the voxels in a par-

ticular brain volume were acquired simultaneously. Further, it is assumed that each

data point in a specific voxel’s time series only consists of a signal from that voxel

(i.e., that the participant did not move in between measurements). Finally, when

performing group analysis and making population inference, all individual brains are

assumed to be registered, so that each voxel is located in the same anatomical re-

gion for all subjects. Without preprocessing the data prior to analysis, none of these

assumptions would hold and the resulting statistical analysis would be invalid. The



14 CHAPTER 1. FMRI: DATA ACQUISITION AND PREPROCESSING

major steps involved in fMRI preprocessing are slice timing correction, realignment,

coregistration of structural and functional images, normalization and smoothing.

When analyzing 3D fMRI data it is typically assumed that the whole brain is mea-

sured simultaneously. In reality, because the brain volume consists of multiple slices

that are sampled sequentially, and therefore at different time points, similar time

courses from different slices will be temporally shifted relative to one another. Slice

timing correction involves shifting each voxel’s time course so that one can assume

they were measured simultaneously.

An important issue involved in any fMRI study is the proper handling of any subject

movement that may have taken place during data acquisition. Even small amounts

of head motion during the course of an experiment can be a major source of error

if not treated correctly. When movement occurs, the signal from a specific voxel

will be contaminated by the signal from neighboring voxels and the resulting data

can be rendered useless. Therefore, it is of great importance to accurately estimate

the amount of motion and to use this information to correct the images. If the

amount of motion is deemed too severe, it may result in the subject being removed

completely from the study.

Functional MRI data is typically of low spatial resolution and provides relatively

little anatomical detail. Therefore, it is common to map the results obtained from

functional data onto a high resolution structural MR image for presentation pur-

poses. Is called coregistration the process of aligning structural and functional im-

ages. For group analysis, it is important that each voxel lie within the same brain

structure for each individual subject. Of course individual brains have different

shapes and features, but normalization attempts to register each subjects anatomy

to a template brain. The main benefits of normalizing data are that spatial locations

can be reported and interpreted in a consistent manner, results can be generalized

to a larger population and results can be compared across studies and subjects. It

is common practice to spatially smooth fMRI data prior to analysis. The smooth

function is used as a final step in spatial pre-processing to blur the functional im-

ages. The reason to do this is to correct for slight remaining functional/anatomical

difference between subjects. The trade-off, homever, is that you lose resolution by
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smoothing.

1.5 Data Analysis

There are several common objectives in the analysis of fMRI data. These include

localizing regions of the brain activated by a certain task, determining distributed

networks that correspond to brain function and making predictions about psycho-

logical or disease states. All of these objectives are related to understanding how

the application of certain stimuli leads to changes in neuronal activity. In fMRI

the signal typically drifts slowly over time due to scanner instabilities. Therefore,

most of the power lies in the low-frequency portion of the signal. To remove the

effects of drift, it is common to remove fluctuations below a specified frequency cut-

off using a high-pass filter. The most important issue when using a high-pass filter

is to ensure that the fluctuations induced by the task design are not in the range

of frequencies removed by the filter, as we do not want to throw out the signal of

interest. Physiological noise can in certain circumstances be directly estimated from

the data (Lindquist et al., 2008), or it can be removed using a properly designed

band-pass filter. Some groups have therefore begun directly measuring heart beat

and respiration during scanning and using this information to remove signal related

to physiological fluctuations from the data (Glover et al., 2000). In standard time

series analysis, model identification techniques are used to determine the appropri-

ate type and order of a noise process. In fMRI data analysis this approach is not

feasible due to the large number of time series being analyzed, and noise models are

specified a priori.

Statistical parametric maps (SPM) are used to present the results of the statistical

analysis. Voxelwhose-values are below a certain threshold are color-coded to signify

that they contain significant task-related signal. The results are superimposed onto

a high-resolution anatomical image for presentation purposes (see figure 1.3).
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Figure 1.3: An anatomical image in a 2D map open with MRIcron.



Chapter 2

The experiment

Most of the material in this chapter has been taken from “Improving the reliability

of single-subject fMRI by weighting intra-run variability”, Bertoldi et al., 2015.

2.1 Subjects

Seven healthy subjects (4 males, 3 females, aged 19 - 24), all previously fMRI naive,

were scanned while performing 4 identical runs with a block design (15/15 seconds of

task/rest conditions, with 45 volumes recorded; 4 blocks for each run). The subjects

performed a self-paced finger-tapping task with their right hand (all the subjects

were right-handed). To minimize subject error, all underwent specific training before

the start of the experiment. Four runs were acquired in 2 sessions of 2 runs each,

with a 15 min gap between one session and the next. All subjects gave their informed

consent and the experimental protocol was approved by the Udine Hospital Ethics

Committee. In this thesis we analyze only the 4 runs of the subject 3.

2.2 MRI acquisition and SPM8 preprocessing

The MR images were acquired using a Siemens 1.5 T MRI whole-body scanner

(Siemens Avanto, Erlangen, Germany, see Figure 2.1), a 12-channel matrix head coil,

and a custom-built head restrainer to minimize head movements. Both structural

and functional images were recorded during the MRI sessions. The subjects wore

17



18 CHAPTER 2. THE EXPERIMENT

special MR-compatible glasses while receiving instructions.

Figure 2.1: A Siemens 1.5 T MRI whole-body scanner used to record the functional

images during the MRI session.

We have preprocessed data using Spm8 (Friston et al., 2007, see Figure 2.2), a

open source package that runs within MATLAB (MathWorks Inc., 2012). In every

subject, for each run, at the start of the process we have a number N of raw brain

images (f-data with ”.img” extension) that we need to preprocess, where N is the

number of scan for every run, in our case 45. So, the first step is to realing these

images because we do delete the error of head motion produced during the test.

This step create 45 realigned images (rf-data) that we have to coregistrate using (in

the settings of SPM8) the anatomical image as reference image and the mean image

as source image. The third step is to smooth the same raw images and set full width

half maximum (FWHM) values with double ratio of voxel dimensions. With this

step the software create the final images which we use to studing the appropriate

model (srf-data).

2.3 General Linear Model

To estimate the correct model we have used a general linear model (GLM). GLM

is an equation Y = X ∗ β + ε (see Figure 2.3) that expresses the observed response
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Figure 2.2: The initial settings of the software SPM8.

variable Y in terms of a linear combination of explanatory variables X plus an error

term (Friston et al., 1995). The GLM is variously known as ”analysis of covariance”

or ”multiple regression analysis” and subsumes simpler variants, like the ”t test” for

a difference in means. The matrix X that contains the explanatory variables is called

the design matrix and each column of the design matrix corresponds to some effect

one has built into the experiment. The effects on the response variable by certain

conditions are modeled in terms of functions of the presence of these conditions and

constitute the columns of the design matrix. The relative contribution of each of

these columns is assessed using standard least squares and inferences about these

contributions are made using t or F statistics. In our case Y is the BOLD signal at

various time points at a single voxel, X is the design matrix with several components

which explain the observed data, i.e. the BOLD time series for the voxel, β define

the contribution of each component of the design matrix to the value of Y and

estimated so as to minimise the error, ε, i.e. least sums of squares, and ε is the

difference between the observed data, Y, and that predicted by the model, X*β.

Normally, the degrees of freedom in a general linear model are calculated as the

number of observations minus the number of regressors in the model, whereas the

GLM in this case has been extended (Worsley and Friston, 1995) to incorporate

intrinsic non-sphericity, or correlations among the error terms. This generalization
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brings with it the notion of effective degrees of freedom, which are less than under

i.i.d. assumptions. They are smaller because the temporal correlations reduce the

effective number of independent observations (Friston, 2003).

Y1
...

Yj
...

YJ


=



X11 . . . X1l . . . X1L

...
...

...

Xj1 . . . Xjl . . . XjL

...
...

...

XJ1 . . . XJl . . . XJL


*



β1
...

βl
...

βL


+



ε1
...

εj
...

εJ


Figure 2.3: The matricial form of general linear model: YJx1 = XJxL ∗ βLx1 + εJx1.

2.4 Experimental Design

A good experimental design attempts to maximize both statistical power and psy-

chological validity. The statistical performance can be characterized by its estima-

tion efficiency (i.e., the ability to estimate the HRF) and its detection power (i.e.,

the ability to detect significant activation). The psychological validity is often mea-

sured by the randomness of the stimulus presentation, as this helps control for issues

related to anticipation, habituation and boredom. When designing an experiment

there is inherent trade-offs between estimation efficiency, detection power and ran-

domness. The optimal balance between the three ultimately depends on the goals of

the experiment and the combination of conditions one is interested in studying. For

example, a design used to localize areas of brain activation stresses high detection

power at the expensive of estimation efficiency and randomness.

In a block design the different experimental conditions are separated into extended

time intervals, or blocks. For example, one might repeat the process of interest

(e.g., finger tapping) during an experimental block and have the subject rest during

a control block. The A-B comparison can than be used to compare differences in

signal between the conditions (see figure 2.4). In general, increasing the length of

each block will lead to a larger evoked response during the task. This increases the

separation in signal between blocks, which, in turn, leads to higher detection power.
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In addition, it is important that the same mental processes are evoked throughout

each block. If block lengths are too long, this assumption may be violated due to

the effects of fatigue and/or boredom. The main advantages to using a block de-

sign are that they offer high statistical power to detect activation and are robust to

uncertainties in the shape of the HRF. The latter advantage is due to the fact that

the predicted response depends on the total activation caused by a series of stimuli,

which makes it less sensitive to variations in the shape of responses to individual

stimulus. The flip side is that block designs provide imprecise information about

the particular processes that activated a brain region and cannot be used to directly

estimate important features of the HRF (e.g., onset or width).

Figure 2.4: A simple graphic of block design.

On SPM8 for estimate the model we have to set the interval interscan (the differ-

ence in seconds between two successive scan), all conditions (onsets and durations

of every task) and the high-pass filter (1,5 multiplied for the duration in second of

one task/rest block, in our case 30 seconds).

2.5 Simple and Complex Model

The method presented here is for a simple task/rest design (see Figure 2.5), called

for convenience Model 0. The prototypical model for the task/rest design can be

described as follows:

Y = α0 + β0D + ε (1)
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where D is a 0/1 indicator function which is 0 in the scans of rest and which is 1 in

Figure 2.5: The simple model of task/rest design.

the scans under task condition, α0 is the average effect at rest scan, β0 is the extra

activation induced by the stimulus and ε is the error term (i.e., the homoschedastic

white noise with null mean and variance σ2). The matricial design of the simple

model is represented in Figure 2.6.
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...
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Figure 2.6: The matricial design of the simple model: Y45x1 = X45x2 ∗ β2x1 + ε45x1

The present study assumes that the effect (i.e. the true coefficient of the model)
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of the task may change over time (i.e., between the 4 blocks). Thus, we defined a

slightly more complex model, called for convenience Model 1:

Y = α0 + β0D + α1Z1 + α2Z2 + α3Z3 + α4Z4 + β1D1 + β2D2 + β3D3 + ε (2)

where Zi has a value of 1 in the block i and 0 otherwise, and Di has a value of 1

Figure 2.7: The complex model of task/rest design.

under the stimulus in the block i and 0 otherwise (see Figure 2.7). Likewise, the

ai coefficients represent the effects at rest, and bi denotes the effect of the stimu-

lus in trial i, except β0 that represents the value of the stimulus of the block 4 to

avoid the dummy’s trap. The white noise ε is assumed homoschedastic, but it can

be trivially extended to noise which has equal variance only within the block (i.e.,

heteroschedastic errors). The matricial design of the simple model is represented in

Figure 2.8.

After fitting the models, 2 quantities were computed for each model: the explained

deviance by the model (ESS) and the residual deviance (RSS). The F statistic, which

is typically used to infer the effect of a stimulus, was derived from the comparison

of RSS of Model (1) and Model (2):

F = (RSS0−RSS1)/RDF0−1

RSS1/RDF1
= FRDF0−1;RDF1

where we define:

RSS0 =Residuals Sum of Square of the simple model,

RSS1 = Residuals Sum of Square of the complex model,

RDF0 = Residuals Degrees of Freedom of the simple model,

RDF1 = Residuals Degrees of Freedom of the complex model,

RDF0−1 = Difference of residuals degrees of freedom between simple and complex
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Figure 2.8: The matricial design of the complex model: Y45x1 = X45x9 ∗ β9x1 + ε45x1

model.

2.6 Test F with SPM8

An alternative and very common way to calculate the Test F is through the contrasts.

This is the prefered method in SPM8 which provides a convenient Gui for this (see

Figure 2.9). In this case we have four regressors for the task, the columns from

second to fourth estimate respectively the value of task of the first, second and third

block while the first column estimate the value of task of the fourth block (so we

avoid the dummy’s trap). The columns from fifth to eighth estimate the value of

all the four blocks while the last column estimate the value of the firsts five scans

of rest (see Figure 2.10 and Figure 2.11). We call the values of F Fblock. We can

calculate the expected value of the Fblock in our case as:

Fblock ∼ F7,30 → 1
Fblock

∼ F30,7 → E[F30,7] = 7/(7− 2) = 7/5 = 1.4
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Figure 2.9: Contrasts setting in Spm8.



0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0
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Figure 2.10: The matricial design of the contrasts. The two colums with only zero

are those of the simple model.
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Figure 2.11: The design of the model to calculate F.



Chapter 3

How improve reliability

3.1 IRV index used in the paper

Bertoldi et al., 2015 defined ESS1 as the explained deviance of Model 1, ESS0 as

the explained deviance of Model 0 and ESS1−0 as the difference between the two

models. It can be interpreted as the gain in the explained deviance when moving

from Model 0 to Model 1 (i.e., moving from a common stimulus effect among the

trials to a different effect in each trial). If the effect of the stimulus in each block

was constant, then ESS1−0 would be (about) equal to zero.

So we can formulated two Hypothesis Test for every voxel:

the first is

{
H0 : β0 = 0

H1 : β0 6= 0

where the null hypothesis tests if there is a difference in signal between the task/rest

scans.

The second is

{
S0 : α1 = α2 = α3 = α4 = β1 = β2 = β3 = 0

S1 : S̄0

where the null hypothesis tests if there is a difference in signal among blocks.

Normalizing ESS1−0 in a zero-one interval, we obtained an initial raw indicator of

the IRV as follows:

IRV = ESS1−0

ESS1−0+RSS1
= ESS1−0

RSS0
= RSS0−RSS1

RSS0

with RSS1 = RSS0 − ESS1−0 being the residual deviance of the Model 1.

The IRV index resembled the definition of the R2 index of regression analysis. In-

deed, IRV index can be interpreted as the proportion of residual deviance due to the

27
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difference in the estimated effects between blocks. Small IRV values (i.e., close to

0) indicate that the coefficients vary little between the blocks, whereas IRV values

close to one suggest that there is large variation between the blocks.

We can compare two voxels with similar t-value but very different values of IRV (see

Figure 3.1 and Figure 3.2). We can see that IRV index is able to understand how

much a model can correctly provide the signal of a voxel. So, although both voxels

have an high t-value only the first voxel is significant at a low threshold α, i.e. the

voxel with stable signal of the stimulus among blocks (see Figure 3.3).

Figure 3.1: Voxel 1: t=2.28 and IRV=0.02

Figure 3.2: Voxel 2: t=2.36 and IRV=0.52

Until now we have concentrated our analysis on an only run but now we need all

runs of the subject. The measure of reliability of a given voxel was defined as the
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Figure 3.3: In the center IRV map we can see like voxel 1 with small IRV is significant

while we can’t see voxel 2 because it has high IRV.

overlap score, which denoted the proportion of runs in which the significance of a

given voxel was p<0.05 (the index assumes values 0, 0.25, 0.5, 0.75, or 1 when there

are four valid runs and 0, 0.33, .66, or 1 when there are only three). Then in the

article they explored the relationship between IRV and the reliability of the over-

lap score (i.e., inter-runs). For each map of the seven subjects, they computed the

correlation between the overlap score and the IRV. For each t-map, they calculated

a correspondent IRV-weighted map in order to assess the potential improvement of

the standard GLM analysis after the introduction of the IRV parameter (see Figure

3.4). The values of the computed IRV maps were standardized using the overall

mean for each subject:

wi = 1−IRVi∑m
i=1

1−IRVi
m

where
∑m

i=1
1−IRVi

m
means the average of (1-IRV) among all the m voxels. Subse-

quently, the t-maps were converted to p-maps (i.e., maps of p values), and the value

of each voxel was divided by the correspondent weighted value. In this way, the

voxels with stable signal among blocks (i.e. small IRV and high w) are favored,

while voxels signal changing over blocks (i.e. high IRV and small w) are penalized.

The resulting IRV-weighted p-map was then thresholded with the same threshold
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used in the other steps of the analysis (p<0.05 or p<0.01).

Figure 3.4: These are the maps of p-values, Overlap Area and IRV weighted p-values

3.2 Reliability of this IRV method and its prob-

lems

The Theorem 1 of the article Bertoldi et al., 2015 is the following.

Theorem 1

Let be pi, i=1,...,m the p-values derived from the test statistics, that is, testing the

null hypothesis H0 of coefficient b0 = 0 for the voxel i.

i) Define wi for each voxel and pwi = pi
wi

. The average type I error among all m tests

is bounded by α for each α in (0,1], that is:∑m
i=1

P (pwi ≤α|H0)

m
≤ α

ii) More, generally, for any choice of wi subject to a) the weights wi are a function

of the observed data only trough IRVi and b)
∑

i=1,...,mwi = m. (i.e., their sum

equals m) the same property holds.

Theorem 1 states that the Type I error (i.e., 1-Specificity) is controlled at level α

on average among all voxels. This mean that, considering all voxels together, the

proportion of false positives is the same as in the standard analysis. We can make

additional comments about any single voxel. The condition pwi = pi
wi
≤ α used to

select the active voxels can be restated as pi ≤ αwi . This means that weighting the

p-values is equivalent to thresholding the (unweighted) p-values at different levels,
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i.e. αwi , which depends on the IRVi of the single voxel.

The problems of this method is that is not true to control the threshold on average

of the voxels under the S0 hipotesis because:

E[IRV |S0] ≤ E[IRV |S1]

E[IRV |S0] ≤
m0 ∗ E[IRV |S0] +m1 ∗ E[IRV |S1]

m

E[IRV |S0] ≤ E[IRV ]

E[1− IRV |S0] ≥ E[1− IRV ]

1 =
E[1− IRV |H0]

E[1− IRV |S0]
≤ E[1− IRV |H0]

E[1− IRV ]

1 = E[w|S0] ≤ E[w]

where mj is the sum of all voxel under the hipotesis Sj and m =
∑
mj, with j =

0,1. So, if the weights of all the voxels are on average bigger than 1 we threshold

the voxels under S0 on average with a value bigger than α:

α ≤ αE[w]

i.e. ∑m0

i=1
P (pwi ≤α|H0)

m0
≤ αE[w] 6= α

while we want ∑m0

i=1
P (pwi ≤α|H0)

m0
≤ αE[w|S0] = α

3.3 Some possible solutions

To solve this problem we want to find E[w|S0], starting from the real distribution

of the voxels under the S0 hipotesis (E[1 − IRV |S0]), like a relationship between

IRV and the statistic F distribution. We use F in this way because we know its

distribution and this means that we know its expected value.

The Test F is: (RSS0−RSS1)/RDF0−1

RSS1/RDF1
= FRDF0−1;RDF1

where:

RDF0=37

RDF1=30

RDF0−1=7

There are two properties of distribution F that will be useluf subsequently:
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� 1/Fa;b = Fb;a

� E[Fa;b] = b
b−2

We know that IRV = RSS0−RSS1

RSS0
so, starting by this formule, we can find

E[(1− IRV )|S0] and E[(1/IRV )|S0]:

E[(1− IRV)|S0]

E[(1− IRV )|S0] = 1− RSS0 −RSS1

RSS0

=
RSS0 −RSS0 +RSS1

RSS0

=
RSS1

RSS0

= (
RSS0

RSS1

)−1

= (
RSS0

RSS1

− 1 + 1)−1

= (
RSS0 −RSS1

RSS1

+ 1)−1

= (
RSS0 −RSS1

RSS1

:
RDF0−1

RDF1

∗ RDF0−1

RDF1

+ 1)−1

= (FRDF0−1;RDF1 ∗
RDF0−1

RDF1

+ 1)−1

which substituting with the data of ours experiment we have:

E[(1− IRV )|S0] = E[(F7;30 ∗
7

30
) + 1)−1]

= mean((F7;30 ∗
7

30
+ 1)−1)

where F7;30 is a vector with 100000 casual value Fisher’s F with 30 and 7 degrees of

freedom. E[(1− IRV )|S0] result approximately 0.81 (calculated with Rstudio).
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E[(1/IRV)|S0]

E[(1/IRV )|S0] =
RSS0

RSS0 −RSS1

=
RSS0

RSS0 −RSS1

− 1 + 1

=
RSS0 −RSS0 +RSS1

RSS0 −RSS1

+ 1

=
RSS1

RSS0 −RSS1

+ 1

=
RSS1

RSS0 −RSS1

:
RDF1

RDF0−1
∗ RDF1

RDF0−1
+ 1

= FRDF1;RDF0−1 ∗
RDF1

RDF0−1
+ 1

which substituting with the data of ours experiment we have:

E[(1/IRV )|S0] = E[FRDF1;RDF0−1 ∗
RDF1

RDF0−1
+ 1]

= E[FRDF1;RDF0−1 ] ∗
RDF1

RDF0−1
+ 1

=
RDF0−1

RDF0−1 − 2
∗ RDF1

RDF0−1
+ 1

=
RDF1

RDF0−1 − 2
+ 1

=
30

7− 2
+ 1

=
30

5
+ 1

= 7

The new weights become:

I) w1 = 1−IRV
E[(1−IRV )|S0]

II) w2 = 1/IRV
E[(1/IRV )|S0]
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Chapter 4

Results

4.1 P value of Fblock

We can see in Figure 4.1 the p-value distribution of F of all runs compared with

a F7;30. This p-values are very near to zero in all runs, specially in Run 2 and

Run 3, it means that there are high values of F (specially in these runs), that is,

signal instability between the blocks. Under the S0 hipotesis the p-value distribution

should be an uniform distribution.

4.2 Reliability Index

From the single-run t-maps of each subject, the index of reliability (Irel) between

all possible pairs of runs (e.g., run 1 vs. run 2, run 1 vs. run 3, etc.,) is computed

using the overlap method (Rombouts et al., 1997). More specifically, for each pair

of runs, we considered the size of the activated area in the first (Va) and second

(Vb) runs at the 2 chosen thresholds (p<0.01 and p<0.05). In Figure 4.2 we can

see an example of a map of an overlap area. Next, as a measure of reproducibility,

we computed the size of the areas activated in both runs (V overlap). Finally, the

reliability of each pair of runs is defined as 2∗V overlap
V a+V b

. To obtain a single value of Irel

for each subject, we averaged the various indices calculated for the different pairs of

runs. The Irel ranged between zero and one.

At both the thresholds adopted (p<0.01 and p<0.05), we calculated the Irel index

35
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Figure 4.1: Histograms of the distribution of p-value of F taken from Rstudio.

Figure 4.2: An example: a map of reliability of overlap areas.
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for the standard t-maps (Irel std) and the IRV-weighted t-maps (Irel wgt). Sub-

sequently, for each subject, we quantified the gain in reliability reached with the

proposed IRV-weighting method (gain Irel), as follows:

gain Irel= Irelwgt
Irelstd

- 1

The results of reliability of the methods used here are listed in the tabels of Figure

4.3 and 4.4. We provide a graphical rapresentation overlaying ours maps of thresh-

olded voxels to the reference brain image using MRIcron (http://www.mricro.com

by C. Rorden, see Figure 4.5).

Method Overlap Area Mean Areas Reliability

1−IRV∑
(1−IRV )/m

243 1289,75 0,2108

1/IRV∑
(1/IRV )/m

243,1667 1280 0,2127

1−IRV
E[(1−IRV )|S0]

203,5 1150,75 0,1998

1/IRV
E[(1/IRV )|S0]

118,8333 814,75 0,1718

Figure 4.3: Results with the threshold 0.01

Method Overlap Area Mean Areas Reliability

1−IRV∑
(1−IRV )/m

1027,6667 3356 0,3178

1/IRV∑
(1/IRV )/m

1038,1667 3352,75 0,3216

1−IRV
E[(1−IRV )|S0]

866,6667 2995,25 0,3023

1/IRV
E[(1/IRV )|S0]

504,8333 2090,25 0,2576

Figure 4.4: Results with the threshold 0.05

In this case we had no earnings, then it is possible that the method is less powerful

than the standard method, but it will need to make further investigations (in other

subjects and studies), because there are many aspects that could be discussed in

future.
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Figure 4.5: An anatomical image (open with MRIcron) where the red voxels are

those that are actives with the thresold α.
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