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A B S T R AC T

In this work we analyze a novel distributed clock synchroniza-
tion protocol. The algorithm compensates for both initial off-
sets and differences in internal clock speeds and is based on a
Proportional-Integral (PI) controller that treats the different clock
speeds as unknown constant disturbances and the different clock
offsets as different initial conditions for the system dynamics.

The clocks are assumed to exchange information through ei-
ther a symmetric-gossip or an asymmetric-gossip communica-
tion protocols.

Convergence of the algorithm is proved and analyzed with re-
spect to the controller parameter. An intensive simulation study
is provided to compare our algorithm with other distributed
strategies presented in literature.

S O M M A R I O

In questo lavoro analizziamo un nuovo protocollo distribuito per
la sincronizzazione di orologi. L’algoritmo compensa sia gli off-
set iniziali che le velocità interne degli orologi e si basa su un
controllore Proporzionale-Integrativo (PI) che tratta le diverse
velocità come incogniti disturbi costanti e i differenti offset come
distinte condizioni iniziali.

Assumeremo che gli orologi possano scambiarsi informazioni
attraverso protocolli di comunicazione di tipo gossip simmetrico
o asimmetrico.

Verrà fornita una prova della convergenza dell’algoritmo ed
analizzata con riferimento ad i parametri di controllo. Inoltre,
sarà presentato un intensivo studio simulativo per confronta-
re il nostro algoritmo con altre strategie distribuite presenti in
letteratura.
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WSN Wireless Sensor Network

Consists of spatially distributed autonomous sensors to cooper-
atively monitor physical or environmental conditions, such as
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ATS Average Time-Sync
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an averaging consensus approach. This algorithm is based on
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local information.
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1 I N T RO D U C T I O N

The recent technological advances in Wireless Sensor Networks
(WSNs) and the decreasing in cost and size of electronic devices
have promoted the appearance of large inexpensive intercon-
nected systems, each with computational and sensing capabil-
ities. These complex networks of agents are used in a large
number of applications covering a wide range of fields, such as,
surveillance, targeting systems, controls, power scheduling and
Time Division Multiple Access (TDMA) communications, moni-
toring areas, intrusion detection, vehicle tracking and mapping.
One key problem in many of these applications is clock synchro-
nization. Indeed, very often, it is essential that the agents act in
a coordinated and synchronized fashion requiring global clock
synchronization, that is, all the agents of the network need to
refer to a common notion of time.

A wide variety of clock synchronization protocols have been
proposed recently in the literature. Depending upon the archi-
tectures adopted, these protocols can be divided into three cat-
egories: tree-structure-based, cluster-structure-based, and fully-
distributed.

Tree-structure-based protocols such as the Timing-sync syn-
chronization Protocol for Sensor Networks (TPSN) by Ganeriwal
et al. [2003] and the Flooding Time Synchronization Protocol
(FTSP) by Maróti et al. [2004] consist in electing a reference node
and creating a spanning tree rooted at this reference node, where
each children synchronizes itself with respect to its parent. In
cluster-structure-based protocols such as in Elson et al. [2002],
the network is divided into distinct clusters, each with an elected
cluster-head. All nodes within the same cluster synchronize
themselves with the corresponding cluster-head, and each cluster-
head synchronizes itself with an another cluster-head. Although
these two strategies have been experimentally tested showing
remarkable performance, they suffer from robustness and scala-
bility issues. For instance, if a node dies or a new node is added,
then it is necessary to rebuild the tree or the clusters, at the price
of additional implementation overhead and possibly long peri-
ods in which the network or part of it is poorly synchronized.

Fully distributed algorithms for clocks synchronization have
appeared in Werner-Allen et al. [2005], Simeone and Spagno-
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2 I N T RO D U C T I O N

lini [2007], Solis et al. [2006] and Schenato and Fiorentin [2009].
Werner-Allen et al. [2005] introduced a protocol inspired by the
fireflies integrate-and-fire synchronization mechanism, able to
compensate for different clock offsets but not for different clock
skews. On the opposite, the algorithm proposed by Simeone
and Spagnolini [2007] adopting a P-controller, compensates for
the clock skews but not for the offsets. Distributed protocols
that can compensate for both clock skews and offsets have been
proposed by Solis et al. [2006] with the Distributed Time-Sync
Protocol (DTSP) and by Schenato and Fiorentin [2009] with the
Average Time-Sync (ATS). The first one is based on the cascade
of two distributed least-squared algorithms, while the second
one is based on the cascade of two first order consensus algo-
rithms. Of note is the fact that both these strategies are highly
non-linear and do not lead to a simple characterization of the
effects of noise on the steady-state performance.

Differently, Carli et al. [2008] and Carli and Zampieri [2010]
proposed a synchronization algorithm that can be formally ana-
lyzed not only in the noiseless scenario in terms of rate of con-
vergence, but also in a noisy setting in terms of the steady-state
synchronization error. This algorithm compensates for both ini-
tial offsets and differences in internal clock speeds and is based
on a Proportional-Integral (PI) controller that treats the differ-
ent clock speeds as unknown constant disturbances and the dif-
ferent clock offsets as different initial conditions for the system
dynamics. Both convergence guarantees as well optimal design
using standard optimization tools when the underlying commu-
nication graph is known, can be provided as shown by Carli et al.
[2011]. It is important to remark that the time-synchronization
algorithm proposed by Carli and Zampieri [2010] requires each
node to perform all the operations related to the k-th iteration of
the algorithm, including transmitting messages, receiving mes-
sages and updating estimates, within a short time window. This
pseudo-synchronous implementation might be very sensitive to
packet losses, node and link failure.

In this dissertation we developed and analyzed a far more
practical version of the PI synchronization algorithm, assuming
that clocks can exchange information through either a symmetric-
gossip or an asymmetric-gossip communication protocols. This
applies very well to real sensor networks, and drastically re-
duces the network requirements in terms of reliability, band-
width, and synchronization. Theoretical results are provided
when the underlying communication topology is given by the
complete graph, while more general families of graphs are con-
sidered by means of simulations.



I N T RO D U C T I O N 3

The presentation of the work is structured as follows:

I N T H E S E C O N D C H A P T E R we propose a mathematical model
of each local clock, then we introduce the reader to the
synchronization problem we want to solve, namely the fact
that the time is an unknown variable, which has to be esti-
mated.

I N T H E T H I R D C H A P T E R we propose a Proportional-Integral (PI)
consensus controller based on the gossip communication model.
We first describe a symmetric implementation of the algo-
rithm, where at each iteration two neighboring units estab-
lish a communication link and exchange their time stamp
to each others. Then we report the asymmetric version of
the protocol, where the communication link is directional,
reducing the network requirements in terms of reliability
and bandwidth.

I N T H E F O U R T H C H A P T E R we provide a numerical comparison
of our protocol with ATS, another asynchronous and fully
distributed algorithm, focusing our attention to performance
and accuracy.

I N T H E L A S T C H A P T E R we briefly summarize the work done,
the results achieved, and the possible directions of investi-
gation.





2 T H E S Y N C H RO N I Z AT I O N
P RO B L E M

We start by proposing a model of each local clock which is sim-
ple enough but which captures the main difficulty of the prob-
lem we want to solve, namely the fact that the time is an un-
known variable, which has to be estimated.

2.1 M AT H E M AT I C A L M O D E L I N G O F A C LO C K

Assume that each unit has a clock, which is an oscillator capable
to produce an event at time t(k), k = 0, 1, 2, . . . The clock has
to use these clicks in order to estimate the time. The following
cumulative function well describes the time evolution of the tick
counter that can be implemented in the clock

s(t) =

∫t
−∞ f(σ)dσ,

where

f(t) =

∞∑
k=0

δ(t− t(k)). (2.1)

In this way the counter output is a step shaped function. In case
the clock period is small, in order to simplify the analysis, it
is convenient to approximate step shaped function s(t) with a
continuous one by approximating the delta shaped function f(t)
with a regularized version. One way is to take

f(t) :=
1

t(k+ 1) − t(k)
for all t ∈ [t(k), t(k+ 1)[ (2.2)

The graphs of the stepwise and of the regularized version of s(t)
is shown in Figure 1.

Notice that f(t) can be interpreted as the oscillator frequency
at time t. Typically an estimate f̂ of f(t) is available and it is
known that f(t) ∈ [fmin fmax]. From the counter one can build a
time estimate t̂(t) by letting

t̂(t) = t̂(t0)+ ∆̂(t)[s(t)− s(t0)] = t̂(t0)+ ∆̂(t)

∫t
t0

f(σ)dσ (2.3)

5
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Figure 1: The graphs of of s(t) resulting from the impulse shaped ver-
sion of f(t) given in (2.1) (continuous line) and from the reg-
ularized version of f(t) given in (2.2) (dashed line).

where ∆̂(t) is an estimate of the oscillation period 1/f(t). It is
reasonable to initialize ∆̂(t) to 1/f̂.

Both t̂(t) and ∆̂(t) can be modified when the unit obtains infor-
mation allowing it to improve its time and oscillator frequency
estimates. Assume that these corrections are applied at time in-
stants Tup(h), where h = 0, 1, . . . , called updating time instants.
In this case we have 1{

t̂(T+up(h)) = t̂(T
−
up(h)) + u

′(h)

∆̂(T+up(h)) = ∆̂(T
−
up(h)) + u

′′(h)

where u ′ and u ′′ denote the control inputs applied to t̂ and ∆̂,
respectively.

For t ∈ [T+up(h) T
−
up(h+ 1)] the estimates evolve according to{

t̂(t) = t̂(T+up(h)) + ∆̂(T
+
up(h))

(
s(t) − s(Tup(h))

)
∆̂(t) = ∆̂(T+up(h))

(2.4)

or according to{
t̂(t) = t̂(T+up(h)) + ∆̂(T

−
up(h))

(
s(t) − s(Tup(h))

)
∆̂(t) = ∆̂(T+up(h))

(2.5)

Intuitively the updating rule (2.4) should perform better than
the updating rule (2.5). However, for the sake of simplicity — as
we will see later — in this dissertation we assume that the units
adopt the updating rule (2.5).

1 Given the time t, with the symbols t+ and t− we mean, respectively, the time
instant just after t and time instant just before t.



2.2 C LO C K S Y N C H RO N I Z AT I O N 7

2.2 C LO C K S Y N C H RO N I Z AT I O N

Assume now that we have a network composed by N clocks.
For i ∈ { 1, . . . ,N }, let fi(t) be the evolution of the oscillator
frequency of the clock i. Moreover, for i ∈ { 1, . . . ,N }, let xi(t) =
[x ′i(t) x

′′
i (t)]

∗ = [t̂i(t) ∆̂i(t)]
∗

denote the local state of the clock i.
The objective is to synchronize the variables x ′i(t), i ∈ { 1, . . . ,N },
namely, to find a law which allows the clocks to obtain the same
time estimate.

Assume that the clocks can exchange their local state accord-
ing to a graph G = (V ,E), where V = { 1, . . . ,N } and where
(i, j) ∈ E whenever the clock i can send its state xi to the clock j.

Specifically, each clock i, i ∈ { 1, . . . ,N }, transmits its state
xi(t) at some time instants Ttx,i(h), h = 0, 1, . . . , and can use any
information it receives from the neighboring nodes to perform a
control at the time instants Tup,i(h), h = 0, 1, . . .

More precisely

xi(T
+
up,i(h)) = xi(T

−
up,i(h)) + ui(h), (2.6)

where ui(h) = [u ′i(h) u
′′
i (h)]

∗ is the control action applied at
time Tup,i(h). Moreover for t ∈ [T+up,i(h) T

−
up,i(h+ 1)] we assume

that the state xi is updated according to (2.5).
For simplicity in this dissertation we assume the following

properties.

Assumption 2.2.1. The oscillator frequencies fi are constant but
unknown, i.e., for i ∈ { 1, . . . ,N }, fi(t) = f̄i for all t > 0.

Assumption 2.2.2. The transmission delays are negligible, namely,
if clock i perform its h-th transmission to clock j, then clock j re-
ceives the information xi(Ttx,i(h)) exactly at time Ttx,i(h)

2.

From Assumption 2.2.1 and from (2.3), it follows that (2.5), for
the i-th clock, can be equivalently rewritten as{

x ′i(t) = x
′
i(T

+
up(h)) + x

′′
i (T

−
up(h)) f̄i (t− Tup(h))

x ′′i (t) = x
′′
i (T

+
up(h))

(2.7)

The objective is to find a control strategy yielding the clock
synchronization, namely such that there exist constants a ∈ R>0
and b ∈ R such that synchronization errors

ei(t) := x
′
i(t) − (at+ b), i = { 1, . . . ,N } (2.8)

converge to zero or remain small.

2 In general, the information xi(Ttx,i(h)) is received by clock j ∈ Ni at a delayed
time Trx,i,j(h) > Ttx,i(h) where Trx,i,j(h) = Ttx,i(h) + γi,j(h) being γi,j(h) a
nonnegative real number representing the deliver delay between i and j.





3 T H E P I P ROTO CO L

In this chapter, following the work of Carli et al. [2008], we
propose and analyze a Proportional-Integral (PI) consensus con-
troller based on more practical communication schemes. In-
deed, as emphasize by Carli and Zampieri [2010], a relevant
limitation in their protocol is that the nodes data transmission
and algorithm updating steps cannot occur exactly at the same
time. To avoid this problem the authors introduced a pseudo-
synchronous implementation which require each node to per-
form all the computing burden in a short time window. How-
ever, this strategy might be very sensitive to packet drop, node
and link failure. To reduce the communication requirements
we consider a different protocol, more precisely the gossip com-
munication model, i. e. a model in which only a pair of clocks
can exchange their information at any time. We first describe a
symmetric implementation of the algorithm, where at each iter-
ation two neighboring units establish a communication link and
exchange their time stamp to each others. Then we report the
asymmetric version of the protocol, where the communication
link is directional, reducing the network requirements in terms
of reliability and bandwidth.

3.1 S Y M M E T R I C G O S S I P

In this section we assume the clocks exchange information with
each other through a symmetric gossip communication protocol
over an undirected connected graph G = (V ,E).

Informally, we assume that, for i ∈ { 1, . . . ,N }, clock i wakes
up at the sample times of a Poisson process of a certain inten-
sity λ > 0 and establishes a bidirectional link with one of its
neighbors randomly selected.

Specifically let { ti,k,k ∈N } denote the time instants in which
clock i wakes up. Then at time ti,k,

• clock i randomly chooses with probability 1/di a clock j
within the set of its neighbors Ni = { j ∈ V : (i, j) ∈ E, j 6= i },
where di denote the cardinality of Ni;

9



10 T H E P I P ROTO CO L

• clock i sends to clock j only the information related to the
first component of its state, i. e. x ′i(ti,k);

• clock j instantaneously responds back to node i sending the
information related to the first component of its state, i. e.
x ′j(ti,k).

Notice that for some h,h ′ ∈N we have that

ti,k = Ttx,i(h) = Ttx,j(h
′) = Tup,i(h) = Ttx,j(h

′).

Based on the information received clock i and clock j applies
to their current states xi and xj the following correction

ui =

[
u ′i
u ′′i

]
=
1

2

[
1

α

] (
x ′j(ti,k) − x

′
i(ti,k)

)
,

uj =

[
u ′j
u ′′j

]
=
1

2

[
1

α

] (
x ′i(ti,k) − x

′
j(ti,k)

)
,

where α is a control parameter such that α > 0. From (2.6), it
follows

x ′i(t
+
i,k) =

1

2

(
x ′i(ti,k) + x

′
j(ti,k)

)
, (3.1a)

x ′j(t
+
i,k) =

1

2

(
x ′i(ti,k) + x

′
j(ti,k)

)
(3.1b)

and

x ′′i (t
+
i,k) = x

′′
i (ti,k) +

α

2

(
x ′j(ti,k) − x

′
i(ti,k)

)
, (3.2a)

x ′′j (t
+
i,k) = x

′′
j (ti,k) +

α

2

(
x ′i(ti,k) − x

′
j(ti,k)

)
. (3.2b)

Remark 3.1.1. The control above introduced can be seen as a
PI controller where u ′i = x ′j(tk) − x

′
i(tk) and u ′′i = α(x ′j(tk) −

x ′i(tk)) represent, respectively, the proportional and the integral
action on node i.

Now let { tk,k ∈N } be the set of all the transmitting/updat-
ing time instants of the clocks’ network, i. e.

{ tk,k ∈N } =

N⋃
i=1

{ ti,k,k ∈N } .

We assume the N Poisson processes generating the transmission
in which the clocks wake up are independent from one another,
the updating time instants { tk,k ∈N } can be seen as the sample
times of a Poisson process of intensity Nλ.
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Next we provide a convenient vector-form description of the
evolution of the clocks’ network. To do so, we need some auxil-
iary definitions. First, let us introduce the following vectors

x ′ := [x ′1 . . . x
′
N]
∗ ∈ RN,

x ′′ := [x ′′1 . . . x
′′
N]
∗ ∈ RN,

x = [x ′1 . . . x
′
N x

′′
1 . . . x

′′
N]
∗ ∈ R2N.

Second, for i, j ∈ { 1, . . . ,N } let the matrix Ei↔j ∈ RN×N be
defined as

Ei↔j := (ei − ej)(ei − ej)
∗,

and let the matrix D ∈ RN×N be defined as

D = diag{f̄1, . . . , f̄N}.

Finally let δtk := tk+1 − tk. Then, combining (2.7) with (3.1)
and (3.2), we can write

x(t−k+1) =

[
I− 1

2Ei↔j δtkD

−α2Ei↔j I

]
x(t−k ).

To simplify the notation we define x(k) := x(t−k ), hence the above
system becomes

x(k+ 1) =

[
I− 1

2E(k) δtkD

−α2E(k) I

]
x(k), (3.3)

where E(k) = Ei↔j if, during the k-th iteration communication
between node i and node j take place.

We extensively simulated algorithm in (3.3), for several com-
munication graphs G and for different values ofD, λ and α. Next
we summarize some of the numerical evidences we extrapolated
from the simulations we run:

1. Typically, for α > λ, the algorithm does not reach the syn-
chronization, independently from the values of f̄i.

2. For α 6 λ the synchronization is achieved depending on
how spread the values

{
f̄i, i = 1, . . . ,N

}
are. More pre-

cisely suppose that, for i ∈ { 1, . . . ,N }, f̄i ∈ [1 − ε 1 + ε]
where 0 6 ε < 1. Then the smaller the value of α is, the
greater the value of ε is while still reaching the synchro-
nization. In particular, if α ≈ λ then the synchronization is
attained only if ε << 1, while if α ≈ 0 then ε can be also
very close to 1.
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3. When the synchronization is achieved, then

lim
k→∞ x ′′(k) = β1,

where β is in general close to 1
N

∑N
i=1 f̄i. This value β

represents the oscillator frequency of the “virtual clock” to
which all the clocks synchronize.

Providing a theoretical analysis of the above evidences is quite
challenging in general. In the next section we restrict to complete
and circulant graphs. In these cases we will be able to provide
some theoretical insights on the convergence properties of algo-
rithm (3.3).

3.1.1 Mean-Square Analysis

To our aims it is convenient to consider the synchronization error

y(k) = Ωx ′(k) =

(
I−

1

N
11
∗
)
x ′(k)

and the new variable

z(k) = ΩDx ′′(k) =

(
I−

1

N
11
∗
)
Dx ′′(k).

Since for any i, j ∈ { 1, . . . ,N }, i 6= j, Ei↔jΩ = Ei↔jΩ = Ei↔j,
system (3.3) can be rewritten as[

y(k+ 1)
z(k+ 1)

]
=

[
I− 1

2E(k) δtk
−α2ΩDE(k) I

] [
y(k)
z(k)

]
(3.4)

Clearly x ′ reaches the asymptotic synchronization if and only if
limk→∞ y(k) = 0.

Now observe that, according to the data transmission and
communication model described above, system (3.4) evolves as
a random process such that

• for any k ∈N, the matrix E(k) is randomly selected within
the set

S =
{
Ei↔j : (i, j) ∈ E

}
and

P[E(k) = Ei↔j] =
1

N

(
1

di
+
1

dj

)
;

• the selection of the matrix E(k) is independent from the
selection of E(k ′), k ′ 6= k;
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• { δtk : k ∈N } are the interarrival times of a Poisson pro-
cess of intensity Nλ.

It is useful to introduce the following N×Nmatrix as the matrix
having W(i,j) as element in the ith row and jth column and in the
jth row and ith column, namely

Wij =Wji :=W
(i,j). (3.5)

Note that, since i 3 Ni, we have that Wii = 0.

The goal is to perform a mean-square analysis of (3.4). To do
so, we introduce the matrix

Σ(k) := E

[[
y(k)
z(k)

] [
y∗(k) z∗(k)

]]
=

[
Σyy(k) Σyz(k)
Σ∗yz(k) Σzz(k)

]
,

where

Σyy(k) := E[y(k)y∗(k)],
Σyz(k) := E[y(k)z∗(k)],
Σzz(k) := E[z(k)z∗(k)].

The objective is to study the evolution of

Σ(k+ 1) = E[Γ(k)Σ(k)Γ∗(k)] (3.6)

where

Γ(k) :=

[
I− 1

2E(k) δtk
−α2ΩDE(k) I

]
.

In what follows, we perform our analysis by assuming that D
is a small perturbation of the matrix I. Accordingly, we will de-
sign the parameter α only for D = I. From the fact that the
eigenvalues of the expectation operator in (3.6) depend continu-
ously on the matrix D, it will follow that this choice of α yields
the stability also for a small enough perturbation of D.
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Assuming that D = I, from (3.6) we obtain the following re-
cursive equations1

Σ+
yy = Σyy −

1

2

{
E[Ei↔j]Σyy + ΣyyE[Ei↔j]

}
+
1

4
E[Ei↔jΣyyEi↔j] +

1

Nλ

{
Σyz + Σ

∗
yz

}
−

1

2Nλ

{
E[Ei↔j]Σyz + Σ

∗
yzE[Ei↔j]

}
+

2

N2λ2
Σzz,

(3.7a)

Σ+
yz = −

α

2
ΣyyE[Ei↔j] +

α

4
E[Ei↔jΣyyEi↔j] + Σyz

−
1

2
E[Ei↔j]Σyz −

α

2Nλ
Σ∗yzE[Ei↔j] +

1

Nλ
Σzz, and

(3.7b)

Σ+
zz =

α2

4
E[Ei↔jΣyyEi↔j]

−
α

2

{
E[Ei↔j]Σyz + Σ

∗
yzE[Ei↔j]

}
+ Σzz, (3.7c)

where we used the fact that

E[δtk] =
1

Nλ
and E[δtk

2] =
2

N2λ2
.

The covariance matrix Σ then updates according to a linear trans-
formation

Σ(k+ 1) = F[Σ(k)] (3.8)

defined by the recursive equations that we just computed, and
whose initial conditions can be obtained once we state the fol-
lowing assumption on x ′(0) and x ′′(0).

Assumption 3.1.1. The initial condition x ′(0) is a random vector
such that E[x ′(0)] = 0, E[x ′(0)x ′(0)∗] = σ2xI. The vector x ′′(0) is
such that x ′′(0) = 1.

It then follows that

Σ(0) =

[
σ2xΩ 0

0 0

]
. (3.9)

The analysis of the previous recursive equations is a challeng-
ing problem when G is an arbitrary communication graph. In
the next section we provide a detailed theoretical analysis for the
complete graph. Later we consider the more general family of

1 For the sake of notational simplicity, time dependence has been omitted here;
the notation Σ+ij stand for Σij(k+ 1).
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circulant graphs, then we also yield an analysis for the random
geometric graphs by meaning of numerical simulations. Before
that let us introduce now a useful technical Lemma from Carli
[2008].

Lemma 3.1.1. Let G = (V ,E) be a given graph without any self-loops
and let W be the matrix defined as in (3.5). Let Q any symmetric
matrix. Then

E[Ei↔j] = diag(W1) −W (3.10)

and

E[Ei↔jQEi↔j] = diag(W1)dg(Q) + 2W �Q
+ diag(W dg(Q)1) − {dg(Q)W +W dg(Q)}

− 2dg(A(W �Q)),
(3.11)

where the matrix A represent the adjacency matrix of the graph G,
namely

Aij = Aji =

{
1, if (i, j) ∈ E

0, otherwise.

P RO O F We have that

E[Ei↔j] =
∑

(i,j)∈E

Wij(ei − ej)(ei − ej)
∗

=
∑

(i,j)∈E

Wij(eie
∗
i + eje

∗
j )

−
∑

(i,j)∈E

Wij(eie
∗
j + eje

∗
i ) = diag(W1) −W.

Then we have that

E[Ei↔jQEi↔j] =

=
∑

(i,j)∈E

Wij(ei − ej)(ei − ej)
∗Q(ei − ej)(ei − ej)

∗

=
∑

(i,j)∈E

Wij(eie
∗
i + eje

∗
j )Q(eie

∗
i + eje

∗
j )

−
∑

(i,j)∈E

Wij(eie
∗
j + eje

∗
i )Q(eie

∗
i + eje

∗
j )

−
∑

(i,j)∈E

Wij(eie
∗
i + eje

∗
j )Q(eie

∗
j + eje

∗
i )

+
∑

(i,j)∈E

Wij(eie
∗
j + eje

∗
i )Q(eie

∗
j + eje

∗
i ).
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Consider now the first term of the last equality. It follows that∑
(i,j)∈E

Wij(eie
∗
i + eje

∗
j )Q(eie

∗
i + eje

∗
j ) =

=
∑

(i,j)∈E

Wij(eie
∗
iQeie

∗
i + eje

∗
jQeje

∗
j )

+
∑

(i,j)∈E

Wij(eje
∗
jQeie

∗
i + eie

∗
iQeje

∗
j ) =

=
∑

(i,j)∈E

(WijQiieie
∗
i +WijQjjeje

∗
j )

+
∑

(i,j)∈E

(WjiQjieje
∗
i +WijQijeie

∗
j ) =

= diag(W1)dg(Q) +W �Q.

In a similar way it can be shown that∑
(i,j)∈E

Wij(eie
∗
j + eje

∗
i )Q(eie

∗
i + eje

∗
j )

+
∑

(i,j)∈E

Wij(eie
∗
i + eje

∗
j )Q(eie

∗
j + eje

∗
i ) =

= dg(Q)W +W dg(Q) + 2dg(A(W �Q))

and that∑
(i,j)∈E

Wij(eie
∗
j + eje

∗
i )Q(eie

∗
j + eje

∗
i ) =

=W �Q+ dg(W diag(Q)1).

Plugging together all the contributions we obtain (3.11).

Complete Graph

Assume that the graph G describing the feasible communication
between nodes is the complete graph. Moreover, assume that
each edge has the same probability of being selected. Hence

W =
2

N(N− 1)
(11∗ − I). (3.12)

We have the following

Proposition 3.1.2. In the case of complete graph it holds

E[Ei↔j] =
2

N− 1
Ω,

and

E[Ei↔jΩEi↔j] =
4

N− 1
Ω.
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P RO O F From the technical Lemma 3.1.1 we have that

E[Ei↔j] = diag(W1) −W

=
2

N
I−

2

N(N− 1)
(11∗ − I) =

2

N− 1
Ω

and, observing that

Ei↔jΩEi↔j = E
2
i↔j = (ei − ej)(ei − ej)

∗(ei − ej)(ei − ej)
∗

= 2(ei − ej)(ei − ej)
∗ = 2Ei↔j,

we obtain

E[Ei↔jΩEi↔j] =
4

N− 1
Ω.

We can now state the following

Proposition 3.1.3. In the case of complete graph, the set

J =

{
Σ : Σ =

[
a b

b c

]
⊗Ω

}
is invariant under the transformation in (3.8).

P RO O F Let Σ(k) = Σ with Σ ∈ J. Then, applying Proposi-
tion 3.1.2 to (3.8), one can obtain

Σ+
yy =

N− 2

N− 1
aΩ+

2(N− 2)

Nλ(N− 1)
bΩ+

2

N2λ2
cΩ

Σ+
yz =

Nλ(N− 2) −α

Nλ(N− 1)
bΩ+

1

Nλ
cΩ

Σ+
zz =

α2

N− 1
aΩ−

2α

N− 1
bΩ+ cΩ

therefore Σ(k+ 1) ∈ J.

Corollary. In the case of a complete graph and under Assumption 3.1.1,
we have

Σyy(k) = ξyy(k)Ω,
Σyz(k) = ξyz(k)Ω,
Σzz(k) = ξzz(k)Ω,

where

ξ+ =

ξ+yyξ+yz
ξ+zz

 =


N−2
N−1

2(N−2)
Nλ(N−1)

2
N2λ2

0
Nλ(N−2)−α
Nλ(N−1)

1
Nλ

α2

N−1 − 2α
N−1 1


ξyyξyz
ξzz

 = Φsξ
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P RO O F The result just follows form the fact that the initial
condition Σ(0) in (3.9) is in J and, therefore we can parametrized
the trajectories of the system as

Σ(k) =

[
ξyy(k) ξyz(k)
ξyz(k) ξzz(k)

]
⊗Ω

because of the invariance stated in proposition above. The proof
of the same proposition gives also the update equations for the
three parameters of the covariance matrix.

Theorem 3.1.4. Consider the network of clocks described before with
a symmetric gossip communication protocol over a complete graph and
an edge selection probability matrix as in (3.12). Then the covariance
Σ of the synchronization error converges exponentially to zero if and
only if

α <
Nλ

2

{√
N2 − 2N+ 5−N+ 1

}
=: ᾱ(N)

P RO O F The stability of the update equation can be studied by
eigenvalue analysis of the matrix Φs. The characteristic polyno-
mial is

ψ(z) = det(zI−Φs) =
q3z

3 + q2z
2 + q1z+ q0

N3λ3(N− 1)2
,

where

q3 = N
3λ3(N− 1)2;

q2 = N
2λ2(N− 1)[α−Nλ(3N− 5)];

q1 = Nλ[−2(N− 1)α2 +Nλα+N2λ2(N− 2)(3N− 4)];

q0 = −2α3 −N2λ2(N− 2)α−N3λ3(N− 2)2.

An efficient way to study the stability of ψ(z) is to apply the
Routh criterion to the numerator of the continuous time version
obtained by the Möbius transformation z = (1+ s)/(1− s)

ψc(s) =
r3s

3 + r2s
2 + r1s+ r0

N3λ3(N− 1)2(s− 1)3
,

where

r3 = α
3 −Nλ(N− 1)α2 +N3λ3(2N− 3)2;

r2 = −3α3 +Nλ(N− 1)α2 −N2λ2(2N− 3)α

+ 2N3λ3(2N− 3);

r1 = 3α
3 +Nλ(N− 1)α2 + 2N2λ2(N− 2)α+N3λ3;

r0 = −α3 −Nλ(N− 1)α2 +N2λ2α.
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To have stability all the four terms ri must have the same sign.
We will now show that, under the technical assumptions N > 2

(which is a necessary condition to have a properly randomized
algorithm) and λ > 0 (a necessary condition to have a properly
Poisson process) all terms are positive under the condition α <
ᾱ.

Observe that the term r1 is always positive then we have to
test the positivity of the remaining terms.

S I G N O F T H E T E R M r0 : It is clear that r0 is positive if and only
if

α2 +Nλ(N− 1)α−N2λ2 < 0

which turns out to be true for

α <
Nλ

2

{√
N2 − 2N+ 5−N+ 1

}
= ᾱ.

Our goal now is to proof that r2, r3 > 0 if α < ᾱ.

S I G N O F T H E T E R M r2 : Observing that

N− 1 < ζ < N,

where

ζ :=
√
N2 − 2N+ 5,

we have

r2(0) = N
3λ3(4N− 6),

r2(ᾱ) >
3

8
N3λ3(8N− 13),

both greater than zero for all N > 2.

To show that r2 is positive in the entire interval (0, ᾱ) we
study the derivative of r2, that is

r ′2(α) = −9α2 + 2Nλ(N− 1)α−N2λ2(2N− 3).

We have that r ′2(α) = 0 for

α1,2 =
Nλ

9

{
N− 1∓

√
N2 − 20N+ 28

}
.

For N 6 18, α1,2 are complex conjugate and hence r2 is
monotonically decreasing for α ∈ R (see Figure 2). Other-
wise, if N > 18, then r2 has a local minimum in α1 and a
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Figure 2: Behavior of r2(α) for N = 15 and λ = 0.05 (solid line) and the
evaluation r2(ᾱ) (dashed line)

local maximum in α2 (as reported in Figure 3). However,
in this case we have that ᾱ < α1 if and only if

9ζ+ 2γ < 11(N− 1), γ :=
√
N2 − 20N+ 28

or, equivalently, if and only if

γζ < N2 − 11,

which, in turn, conduct to

22N3 − 95N2 + 156N− 19 > 0, ∀N > 0,

which implies that r2 restricted to the interval [0 ᾱ] is still
monotonically decreasing.

S I G N O F T H E T E R M r3 : Similarly to r2 we have that

r3(0) = N3λ3(2N − 3)2 > 0 ,

r3(ᾱ) > N
3λ3(2N − 3)2 > 0 .

One can see that r3 is a concave function for α ∈ [0 ᾱ].
Indeed we have that

r ′′3 (α) = 6α − 2Nλ(N − 1) ,

where r ′′3 < 0 if and only if

α <
1

3
Nλ(N − 1) =: ρ

and it holds true that ᾱ < ρ for all N > 2.
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Figure 3: Behavior of r2(α) for N = 22 and λ = 0.05 (solid line) and the
evaluation r2(ᾱ) (dashed line)

Corollary. Under the same hypothesis of Theorem 3.1.4, a sufficient
condition on α for the covariance Σ of the synchronization error to go
to zero is that

0 < α 6 λ

P RO O F It is not difficult to see that λ < ᾱ(N), indeed

Nλ

2

{
1 − N +

√
N2 − 2N + 5

}
> λ

if and only if

N
√
N2 − 2N + 5 > 2 + N(N − 1) ,

or, equivalently, 4(N − 1) > 0 clearly true for all N > 1. Fur-
thermore results that the bound is tight if the number of agents
is unknown. This is equivalent to assert that

Nλ

2

{
1 − N +

√
N2 − 2N + 5

}
→ λ , N → +∞

that is

lim
N→+∞ 2

1 + 1
N +

√
1 − 2

N + 5
N2

λ = λ .
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Remark 3.1.2. Instead of (2.5), we might consider the updating
rule in (2.4). The algorithm resulting in this case satisfies the
same properties of (3.4). In particular, for the complete graph,
it is possible to see that there still exists a function ᾱ(N), such
that ᾱ(N) > λ for all N, limN→∞ ᾱ(N) = λ and such that
the synchronization is attained if and only if α < ᾱ. However
the analysis in this case is much more involved; for this reason,
in this dissertation, we decide to analyze the algorithm adopt-
ing (2.5).

Circulant Graphs

Assume that the graph G describing the feasible communication
between nodes is a circulant graph, i. e. its adjacency matrix A is
a circulant (symmetric) matrix. Moreover assume that each edge
(i , j) ∈ E has the same probability of being selected. Hence

W =
2

νN
A ,

where ν is the degree of the graph, i. e. the number of link of
each node. We have the following

Proposition 3.1.5. In the case of circulant graph with degree ν it
holds

E[Ei↔j ] =
2

νN
(νI − A) , (3.13)

and

E[Ei↔jQEi↔j ] =
4

νN
[ν dg(Q) + A � Q]

−
4

νN
(A dg(Q) + dg(AQ)) ,

(3.14)

for every symmetric circulant matrix Q.

P RO O F From the technical Lemma 3.1.1 we have that

E[Ei↔j ] = diag(W1) −W

=
2

νN
diag(A1) −

2

νN
A =

2

N

(
I −

1

ν
A

)
.

Then we have the following

• diag(W dg(Q)1) = 2
N dg(Q);

• dg(Q)W = W dg(Q) = 2
νNA dg(Q);

• dg(A(W � Q)) = 2
νN dg(AQ),
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where we used the facts that if M is circulant, then dg(M) =
M11I. Finally, substituting the above equations in (3.11) we ob-
tain (3.14).

Thus we have that the covariances update (3.7) become

Σ+
yy = Σyy − {ZΣyy + ΣyyZ} +

1

4
X +

1

Nλ

{
Σyz + Σ

∗
yz

}
−

1

Nλ

{
ZΣyz + Σ

∗
yzZ
}
+

2

N2λ2
Σzz , (3.15a)

Σ+
yz = −αΣyyZ +

α

4
X + Σyz − ZΣyz

−
α

Nλ
Σ∗yzZ +

1

Nλ
Σzz , and (3.15b)

Σ+
zz =

α2

4
X − α

{
ZΣyz + Σ

∗
yzZ
}
+ Σzz , (3.15c)

where

Z :=
1

2
E[Ei↔j ] =

1

νN
(νI − A) ,

and

X := E[Ei↔jQEi↔j ]

=
4

νN
[ν dg(Q) + A � Q − (A dg(Q) + dg(AQ))] .

Notice that from Assumption 3.1.1 results that Σyy, Σyz and
Σzz are circulant matrix for all t > 0.

Observe now that a circulant matrix is completely determined
by the values of one of its row or column. Let πM be the gen-
erator of the circulant matrix M (e. g. πM = col1(M)), and let
define

πyy := πΣyy , πyz := πΣyz , and πzz := πΣzz .

In order to find useful recursive equations for πyy, πyz and πzz,
we introduce the N × N matrices as follows

B := diag(Ae1) , C := e1e
∗
1 , and

D := e1e
∗
1A + Ae1e

∗
1 .

(3.16)

We can now state the following

Proposition 3.1.6. In the case of a circulant graph with degree ν and
an edge selection probability W = 2

νNA, results that

π+ =

π+
yy

π+
yz

π+
zz

 =

F11 F12 F13
F21 F22 F23
F31 F32 F33

 πyyπyz
πzz

 = Fπ , (3.17)
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where

F11 =
1

νN
[(N − 2)νI + 2A + B + νC − D] ;

F12 =
2

νN2λ
[(N − 1)νI + A] ;

F13 =
2

N2λ2
I ;

F21 =
α

νN
(−νI + A + B + νC − D) ;

F22 =
1

νN2λ
[(N2λ − Nλ − α)νI + (Nλ + α)A] ;

F23 =
1

Nλ
I ;

F31 =
α2

νN
(B + νC − D) ;

F32 = −
2α

νN
(νI − A) ;

F33 = I .

P RO O F From the definition of A, B, C, and D we have that

πAΣyy = Aπyy , πAΣyz = Aπyz , πAΣzz = Aπzz ,

πA�Σyy = Bπyy , πA�Σyz = Bπyz , πA�Σzz = Bπzz ,

πdg(Σyy) = Cπyy , πdg(Σyz) = Cπyz , πdg(Σzz) = Cπzz ,

and

πA dg(Σyy)+dg(AΣyy) = Dπyy ,

πA dg(Σyz)+dg(AΣyz) = Dπyz ,

πA dg(Σzz)+dg(AΣzz) = Dπzz .

Hence, substituting the above equations in (3.15), and bearing in
mind that if the matrices K and T are circulant, then KT = T K,
we obtain (3.17).

From directly computation, one can see that the 3N-dimensional
vectors

v(1) =

10
0

 , v(2) =

 1

Nλ
2 1

0

 , and v(3) =
N2λ2

2

00
1

 ,

belong to the same Jordan chain relative to the eigenvalue 1 of
the operator matrix F, namely

(F− I)v(1) = 0 , (F− I)v(2) = v(1) , and (F− I)v(3) = v(2) .
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Figure 4: Structure of the matrix S for N = 4 (left) and N = 5 (right).

We persuade ourselves that these (generalized) eigenvectors are
the only ones related to the eigenvalue 1, and that the remain-
ing eigenvalues are inside the unit disc. In support of our guess
we will provide some numerical insights. To do that, in order
to further simplify the problem, we perform a system reduc-
tion exploiting the fact that the covariances are symmetric ma-
trices. Indeed, only part of the generators is essential. More
precisely, only the first r := dN+1

2 e elements2 of the generators
πyy, πyz, and πzz are strictly necessary, because the other ones
are a merely repetition. Consequently the system (3.17) could be
rewritten as

γ+ =

γ+yyγ+yz
γ+zz

 =

G11 G12 G13
G21 G22 G23
G31 G32 G33

γyyγyz
γzz

 = Gγ,

where G = (I3 ⊗ R)F(I3 ⊗ S), R = S†, and S is an N× r matrix
such that

Sij =


1, if i = j,
1, if i = r+ k, j = r− k+ 1, k = 1, . . . , r− 1, and N odd,
1, if i = r+ k, j = r− k, k = 1, . . . , r− 2, and N even,
0, otherwise.

An illustration of the matrix S is shown in Figure 4.
So the 3r-dimensional G operator just computed encode the

information that the covariances Σyy, Σyz, and Σzz are both cir-
culant and symmetric matrices. Let Λ(G) the spectrum of G

2 with dxe we denote the smallest integer not less than x.
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Figure 5: Spectrum of the operator G for N = 50, ν = 4, and α = λ/2.

and let sort the eigenvalues by their absolute value (descending
order), namely

Λ(G) = { λ1, λ2, . . . , λ3r } , |λ1| > |λ2| > · · · > |λ3r|.

We report an example of this set in Figure 5. From numerical
simulation we notice that the absolute values of λi, i = 1, . . . , 3r
cluster around 1 as N growth and, although is not supported by
theoretical results, seems that all the eigenvalues belong to the
unit disc.

3.2 A S Y M M E T R I C G O S S I P

In this case we suppose that for i ∈ { 1, . . . ,N } and for k ∈ N,
the information x ′i(Ttx,i(k)) is sent by node i to only one of its
neighbors, which is randomly selected within the set Ni.

Now, without loss of generality, assume that the node i trans-
mits, at time Ttx,i(k), the information x ′i(Ttx,i(k)) to node j. Based
on the information received, the node j instantaneously applies to
its current state xj(Ttx,i(k)) the following correction

u =

[
u ′

u ′′

]
=
1

2

[
1

α

] (
x ′i(Ttx,i(k)) − x

′
j(Ttx,i(k))

)
,
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where α, as before, is a control parameter such that α > 0.
From (2.6), it follows that

x ′j(T
+
tx,i(k)) =

1

2

(
x ′j(Ttx,i(k)) + x

′
i(Ttx,i(k))

)
, (3.18a)

x ′′j (T
+
tx,i(k)) = x

′′
j (Ttx,i(k))

+
α

2

(
x ′i(Ttx,i(k)) − x

′
j(Ttx,i(k))

)
. (3.18b)

Observe we have that Ttx,i(k) represents an update time instant
for node j, i. e. Ttx,i(k) = Tup,j(k

′) for some k ′ ∈N.
From now on, all the deductive reasonings follow the same

operating principles outlined in the symmetric case. Let us start
by providing a convenient vector-form description of the evolu-
tion of the clocks’ network. Combining (2.7) with (3.18), we can
write

x(k+ 1) =

[
I− 1

2Ei→j δtkD

−α2Ei→j I

]
x(k), (3.19)

where

Ei→j := eje
∗
j − eje

∗
i , tk := T−up(k),

δtk = tk+1 − tk, x(k) := x(t−k ).

In next sections, as done for the symmetric protocol, we pro-
vide a mean square analysis focusing our attention on the com-
plete and the circulant graph topologies.

3.2.1 Mean-Square Analysis

Since for any i, j ∈ { 1, . . . ,N }, i 6= j, Ei→jΩ = Ei→j, system (3.19)
can be rewritten as[

y(k+ 1)
z(k+ 1)

]
=

[
I− 1

2ΩE(k) δtk
−α2ΩDE(k) I

] [
y(k)
z(k)

]
, (3.20)

where y(k) and z(k) are defined as in Section 3.1.1, and where
E(k) = Ei→j if, during the k-th iteration node i and node j are,
respectively, the transmitting and the receiving nodes. Clearly
x ′ reaches the asymptotic synchronization if and only if

lim
k→∞y(k) = 0.

The goal is to perform a mean-square analysis of (3.20). The
objective is to study the evolution of

Σ(k+ 1) = E[A(k)Σ(k)A∗(k)] (3.21)
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where

A(k) :=

[
I− 1

2ΩE(k) δtk
−α2ΩDE(k) I

]
.

Also in this case we perform our analysis assuming D = I.
From the above recursive equation we obtain the following

Σ+
yy = Σyy −

1

2

{
ΩE[Ei→j]Σyy + ΣyyE[E∗i→j]Ω

}
+
1

4
ΩE[Ei→jΣyyE

∗
i→j]Ω+

1

Nλ

{
Σyz + Σ

∗
yz

}
−

1

2Nλ

{
ΩE[Ei→j]Σyz + Σ

∗
yzE[E∗i→j]Ω

}
+

2

N2λ2
Σzz,

(3.22a)

Σ+
yz = −

α

2
ΣyyE[E∗i→j]Ω+

α

4
ΩE[Ei→jΣyyE

∗
i→j]Ω+ Σyz

−
1

2
ΩE[Ei→j]Σyz −

α

2Nλ
Σ∗yzE[E∗i→j]Ω+

1

Nλ
Σzz,

(3.22b)

Σ+
zz =

α2

4
ΩE[Ei→jΣyyE

∗
i→j]Ω

−
α

2

{
ΩE[Ei→j]Σyz + Σ

∗
yzE[E∗i→j]Ω

}
+ Σzz, (3.22c)

therefore, as for the symmetric algorithm, the covariance matrix
Σ updates according to a linear transformation

Σ(k+ 1) = F[Σ(k)]. (3.23)

Let us introduce the following technical result.

Lemma 3.2.1. Let G = (V ,E) be a given graph without any self-loop
and let W be the matrix defined as in (3.5). Let Q any symmetric
matrix. Then

E[Ei→j] = diag(W1) −W (3.24)

and

E[Ei→jQE
∗
i→j] = diag(W1)dg(Q)

+ diag(dg(Q)W1) − 2diag((W �Q)1).
(3.25)

P RO O F We have that

E[Ei→j] =
∑

(i,j)∈E

Wij(eje
∗
j − eje

∗
i ) = diag(W1) −W,
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and also that

E[Ei→jQE
∗
i→j] =

∑
(i,j)∈E

Wij(eje
∗
j − eje

∗
i )Q(eje

∗
j − eie

∗
j )

=
∑

(i,j)∈E

Wij(Qjj −Qij −Qji +Qii)eje
∗
j ,

or, equivalently

E[Ei→jQE
∗
i→j] = diag(W1)dg(Q)

− 2diag((W �Q)1) + diag(dg(Q)W1).

Notice that a relevant difference with the symmetric version
of the protocol is the probability edge selection. Indeed, due to
the one-way link pattern, results that each edge (i, j) ∈ E has
half probability of being selected, namely

W =
1

N(N− 1)
(11∗ − I), (3.26)

for the complete graph, and

W =
1

νN
A, (3.27)

for a circulant graph of degree ν.

Complete Graph

We can now state the following

Proposition 3.2.2. In the case of complete graph it holds

E[Ei→j] =
1

N− 1
Ω,

and

E[Ei→jΩE
∗
i→j] =

2

N
I.

P RO O F From the technical Lemma 3.2.1 we have that

E[Ei→j] = diag(W1) −W

=
1

N
I−

1

N(N− 1)
(11∗ − I) =

1

N− 1
Ω
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and

E[Ei→jQE
∗
i→j] = diag(W1)dg(Q)

− 2diag((W �Q)1) + diag(dg(Q)W1)

=
N− 1

N2
I+

N− 1

N2
I+

2

N2
I =

2

N
I.

Furthermore we have that

Proposition 3.2.3. In the case of complete graph, the set

J =

{
Σ : Σ =

[
a b

b c

]
⊗Ω

}
is invariant under the transformation in (3.23).

P RO O F Let Σ(k) = Σ with Σ ∈ J. Then, applying Proposi-
tion 3.2.2 to (3.23), one can obtain

Σ+
yy =

2N2 − 3N− 1

2N(N− 1)
aΩ+

2N− 3

Nλ(N− 1)
bΩ+

2

N2λ2
cΩ

Σ+
yz = −

α

2N(N− 1)
aΩ+

2N2λ− 3Nλ−α

2Nλ(N− 1)
bΩ+

1

Nλ
cΩ

Σ+
zz =

α2

2N
aΩ−

α

N− 1
bΩ+ cΩ

therefore Σ(k+ 1) ∈ J.

Corollary. In the case of a complete graph and under Assumption 3.1.1,
we have

Σyy(k) = ξyy(k)Ω,
Σyz(k) = ξyz(k)Ω,
Σzz(k) = ξzz(k)Ω,

where

ξ+ =

ξ+yyξ+yz
ξ+zz

 =


2N2−3N−1
2N(N−1)

2N−3
Nλ(N−1)

2
N2λ2

− α
2N(N−1)

2N2λ−3Nλ−α
2Nλ(N−1)

1
Nλ

α2

2N − α
N−1 1


ξyyξyz
ξzz

 = Φaξ

P RO O F The result just follows form the fact that the initial
condition Σ(0) in (3.9) is in J and, therefore we can parametrized
the trajectories of the system as

Σ(k) =

[
ξyy(k) ξyz(k)
ξyz(k) ξzz(k)

]
⊗Ω
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because of the invariance stated in proposition above. The proof
of the same proposition gives also the update equations for the
three parameters of the covariance matrix.

Theorem 3.2.4. Consider the network of clocks described before with
an asymmetric gossip communication protocol over a complete graph
and an edge selection probability matrix as in (3.26). Then the covari-
ance Σ of the synchronization error converges exponentially to zero if
and only if

α <
Nλ

N− 1

{√
N4 − 4N3 + 9N2 − 8N+ 3−N2 + 2N− 2

}
=: ᾱ(N)

P RO O F The stability of the update equation can be studied by
eigenvalue analysis of the matrix Φa. The characteristic polyno-
mial is

ψ(z) = det(zI−Φa) =
q3z

3 + q2z
2 + q1z+ q0

4N4λ3(N− 1)2
,

where

q3 = 4N
4λ3(N− 1)2;

q2 = −2N3λ2(N− 1)(6N2λ− 8Nλ− λ−α);

q1 = −Nλ[4(N− 1)2α2 − 5Nλ(N− 1)α

−N2λ2(4N2 − 4N− 1)(3N− 5)];

q0 = −2(N− 1)α3 − 4Nλα2

−N2λ2(2N2 +N− 7)α

−N3λ3(4N3 − 12N2 + 7N+ 3).

An efficient way to study the stability of ψ(z) is to apply the
Routh criterion to the numerator of the continuous time version
obtained by the Möbius transformation z = (1+ s)/(1− s)

ψc(s) =
r3s

3 + r2s
2 + r1s+ r0

2N4λ3(N− 1)2(s− 1)3
,

where

r3 = −(N− 1)α3 + 2N2λ(N− 2)α2 − 2N2λ2(2N− 3)α

−N3λ3(4N2 − 5N− 1)(4N− 5);

r2 = 3(N− 1)α3 − 2Nλ(N2 − 2N− 2)α2

+N2λ2(4N2 + 3N− 13)α− 2N3λ3(4N2 − 3N− 3);

r1 = −3(N− 1)α3 − 2Nλ(N2 − 2N+ 4)α2

− 2N2λ2(2N2 −N− 4)α−N3λ3(N+ 1);

r0 = (N− 1)α3 + 2Nλ(N2 − 2N+ 2)α2 −N2λ2(N+ 1)α.
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To have stability all the four terms ri must have the same sign.
We will now show that, under the technical assumptions N > 2

(which is a necessary condition to have a properly randomized
algorithm) and λ > 0 (a necessary condition to have a properly
Poisson process) all terms are negative under the condition α <
ᾱ.

Observe that the term r1 is always negative then we have to
test the negativity of the remaining terms.

S I G N O F T H E T E R M r0 : It is clear that r0 is negative if and only
if

(N− 1)α2 + 2Nλ(N2 − 2N+ 2)α−N2λ2(N+ 1) < 0

which turns out to be true for

α <
Nλ

N− 1

{√
N4 − 4N3 + 9N2 − 8N+ 3−N2 + 2N− 2

}
= ᾱ.

Our goal now is to proof that r2, r3 < 0 if α < ᾱ.

S I G N O F T H E T E R M r2 : We have that

r2(0) = −2N3λ3(4N2 − 3N− 3),

r2(ᾱ) = 2N
3λ3
{
8N2(ζ−N2) + 2N(15N2 − 7ζ)

+ 21ζ− 73N2 − 35
}

,

where

ζ :=
√
N4 − 4N3 + 9N2 − 8N+ 3.

One can easily see that r2(0) < 0 for all N > 0 whereas
r2(ᾱ) < 0 if and only if

(8N2 − 14N+ 21)ζ < 8N4 − 30N3 + 73N2 + 35,

or, equivalently, if and only if

ζ < N2 − 2N+ 3︸ ︷︷ ︸
q(N)

+

r(N)︷ ︸︸ ︷
84N− 28

8N2 − 14N+ 21
,

where q(N) and r(N) denote respectively the quotient and
the remainder of the polynomial long division

d(N) =
8N4 − 30N3 + 73N2 + 35

8N2 − 14N+ 21
.
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Figure 6: Behavior of r2(α) for N = 10 and λ = 0.01 (solid line) and the
evaluation r2(ᾱ) (dashed line).

It is not difficult to see that ζ < q(N) and this prove the
negativity of r2(ᾱ). Sure enough we have

ζ2 < q2(N) if and only if N2 − 4N+ 6 > 0,

clearly true for all N ∈N.

To show that r2 is negative in the entire interval (0, ᾱ) we
study the derivative of r2, that is

r ′2(α) = 9(N− 1)α2 − 4Nλ(N2 − 2N− 2)α

+N2λ2(4N2 + 3N− 13).

We have that r ′2(α) = 0 for

α1,2 =
Nλ

9(N− 1)

{
2(N2 − 2N− 2)

∓
√
4N4 − 52N3 + 9N2 + 176N− 101

}
.

For N 6 12, α1,2 are complex conjugate and hence r2 is
monotonically increasing for α ∈ R (see Figure 6). Other-
wise, if N > 12, then r2 has a local maximum in α1 and a
local minimum in α2 (as reported in Figure 7). However,
in this case, we have that ᾱ < α1 if and only if A < B,
where

A = 9ζ+ γ, γ :=
√
4N4 − 52N3 + 9N2 − 176N− 101;

B = 11N2 − 22N+ 14,
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Figure 7: Behavior of r2(α) for N = 15 and λ = 0.01 (solid line) and the
evaluation r2(ᾱ) (dashed line).

or, equivalently, A2 < B2 that leads to

γζ < 2N4 − 6N3 + 3N2 − 8N+ 3,

which, in turn, conduct to

44N7 − 205N6 + 292N5 + 413N4

− 1844N3 + 2372N2 − 1384N+ 312 > 0, ∀N > 2,

which implies that r2 restricted into the interval [0 ᾱ] is
still monotonically increasing.

S I G N O F T H E T E R M r3 : Similarly to r2 , observing that

(N − 1)2 < ζ < N2 ,

we have

r3(0) = −N3λ3(4N − 5)(4N2 − 5N − 1) < 0 ,

r3(ᾱ) < −N3λ3(4N − 5)(4N2 − 5N + 3) < 0 .

One can see that, if N > 5, then r3 is a convex function for
α ∈ [0 ᾱ]. Indeed we have that

r ′′3 (α) = −6(N − 1)α + 4N2λ(N − 2) ,

where r ′′3 > 0 if and only if

α <
2

3

N − 2

N − 1
N2λ =: ρ

and, for N > 5, it holds true that ᾱ < ρ.

Finally for N = 2 , 3 , 4 we obtain respectively:
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Figure 8: Behavior of r3(α) for N = 4 and λ = 0.01.

• r ′3(α) = −3α2 − 8λ < 0 ∀α;

• r ′3(α) = −6(α − 3λ)2 6 0 ∀α;

• r ′3(α) = −9α2 + 128λα + 160λ2 > 0 if and only if

αm := 1 .38λ < α < 12 .84λ =: αM ,

so αM is a local maximum and r3(αM) < 0 (as illus-
trated in Figure 8).

Corollary. Under the same hypothesis of Theorem 3.2.4, a sufficient
condition on α for the covariance Σ of the synchronization error to go
to zero is that

0 < α 6
λ

2

P RO O F It is not difficult to see that λ/2 < ᾱ(N) for all N > 2,
indeed

Nλ

N− 1

{√
N4 − 4N3 + 9N2 − 8N+ 3−N2 + 2N− 2

}
>
λ

2
,

if and only if

12N3 − 21N2 + 10N− 1 > 0,

clearly true for all N > 1. Furthermore results that the bound is
tight if the number of agents is unknown. This is equivalent to
assert that

lim
N→∞ Nλ

N− 1

{√
N4 − 4N3 + 9N2 − 8N+ 3−N2 + 2N− 2

}
→ λ

2
,
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that is

lim
N→+∞

1+ 1
N√

1− 4
N + 9

N2
− 8
N3

+ 3
N4

+ 1− 2
N + 2

N2

λ =
λ

2
.

Circulant Graphs

As highlighted in the previous section, the edge selection proba-
bility matrix W is as in (3.27), therefore we have the following

Proposition 3.2.5. In the case of circulant graph with degree ν it holds

E[Ei→j] =
1

νN
(νI−A), (3.28)

and

E[Ei→jQE
∗
i→j] =

2

νN
[νdg(Q) − dg(AQ))], (3.29)

for every symmetric circulant matrix Q.

P RO O F From the technical Lemma 3.2.1 we have that

E[Ei→j] = diag(W1) −W

=
1

νN
diag(A1) −

1

νN
A =

1

N

(
I−

1

ν
A

)
.

Then we have the following

• diag(dg(Q)W1) = 1
N dg(Q);

• dg((W �Q)1) = 1
νN dg(AQ),

where we used the facts that, if M is circulant, then dg(M) =
M11I. Finally, substituting the above equations in (3.25) we ob-
tain (3.29).

Thus we have that the covariances update (3.22) become

Σ+
yy = Σyy − {ΩZΣyy + ΣyyZΩ}+

1

4
ΩXΩ

+
1

Nλ

{
Σyz + Σ

∗
yz

}
−
1

Nλ

{
ΩZΣyz + Σ

∗
yzZΩ

}
+

2

N2λ2
Σzz, (3.30a)

Σ+
yz = −αΣyyZΩ+

α

4
ΩXΩ+ Σyz −ΩZΣyz

−
α

Nλ
Σ∗yzZΩ+

1

Nλ
Σzz, and (3.30b)

Σ+
zz =

α2

4
ΩXΩ−α

{
ΩZΣyz + Σ

∗
yzZΩ

}
+ Σzz, (3.30c)
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where

Z :=
1

2
E[Ei↔j] =

1

2νN
(νI−A),

and

X := E[Ei↔jQEi↔j] =
2

νN
[νdg(Q) − dg(AQ))].

Notice that from Assumption 3.1.1 results that Σyy, Σyz and Σzz
are circulant matrix for all t > 0.

As done in the symmetric case, we want to find useful recur-
sive equations for the generators πyy, πyz, and πzz of the covari-
ances just mentioned. In order to simplify the notation, let us
introduce the following N×N matrices

Θ := e1e
∗
1A, L := 1e∗1, and M := 1e∗1A. (3.31)

We can now state the following

Proposition 3.2.6. In the case of a circulant graph with degree ν and
an edge selection probability W = 1

νNA, results that

π+ =

π+yyπ+yz
π+zz

 =

F11 F12 F13
F21 F22 F23
F31 F32 F33

πyyπyz
πzz

 = Fπ, (3.32)

where

F11 =
1

2νN2
[2(N− 1)NνI+ 2NA+ νNC−NΘ− νL+M];

F12 =
1

νN2λ
[(2N− 1)νI+A];

F13 =
2

N2λ2
I;

F21 =
α

2νN2
(−νNI+NA+ νNC−NΘ− νL+M);

F22 =
1

2νN2λ
[(2N2λ−Nλ−α)νI+ (Nλ+α)A];

F23 =
1

Nλ
I;

F31 =
α2

2νN2
(νNC−NΘ− νL+M);

F32 = −
α

νN
(νI−A);

F33 = I.
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P RO O F Observe that we are interested in the generators

πΩZQ, Q = Σyy,Σyz and πΩXΩ.

Moreover, notice that

πΩZQ = πZQ and πΩXΩ = πX −
1

N
πX11∗ .

Now, from Proposition 3.1.6 we have that

πAΣyy = Aπyy, πAΣyz = Aπyz, πAΣzz = Aπzz,

πdg(Σyy) = Cπyy, πdg(Σyz) = Cπyz, πdg(Σzz) = Cπzz,

and, from the definition of Θ, L, and M in (3.31) result

πdg(AΣyy) = Θπyy, πdg(Σyy)11∗ = Lπyy,

πdg(AΣyz) = Θπyz, πdg(Σyz)11∗ = Lπyz,

πdg(AΣzz) = Θπzz, πdg(Σzz)11∗ = Lπzz,

and

πdg(AΣyy)11∗ =Mπyy,

πdg(AΣyy)11∗ =Mπyy,

πdg(AΣyy)11∗ =Mπyy.

Hence, substituting the above equations in (3.30), and bearing in
mind that if the matrices K and T are circulant, then KT = TK,
we obtain (3.32).

3.3 S O M E S I M U L AT I O N S

In this section we provide some numerical results illustrating the
asymmetric synchronization algorithm we propose in this thesis.
We run our simulations over three different topologies of net-
work, namely, the complete graph, the circulant graph, and the
random geometric graph. In all the simulations we considered
a network of N = 50 clocks, and we assumed that the transmis-
sions’ time instants were generated by N independent Poisson
processes of the same intensity λ = 0.1. For circulant graph
we assumed that ν = 4, i. e. every clock can exchange informa-
tion to only four neighboring clocks. All the random geometric
graphs were connected graphs and were generated by choosing
the N = 50 points uniformly distributed in the unit square and
by connecting with an edge each pair of points at distance less
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Figure 9: Random geometric graph withN = 50 agents. The minimum,
maximum and average degree of nodes are respectively of 1,
10 and 5.4.

than 0.15. An example of a geometric graph is illustrated in Fig-
ure 9.

We report our results in Figures 10–15. In all the plots we de-
pict the behavior of log ‖y(k)‖ obtained by averaging over 100
Monte Carlo runs, randomized with respect to the initial con-
ditions and, as far as the geometric topology is concerned, also
with the respect to the graph. In particular, for i ∈ { 1, . . . ,N },
x ′(0) has been randomly chosen within the interval [−1, 1] while
f̄i has been randomly chosen within the interval [1 − ε, 1 + ε],
where 0 6 ε 6 1 (the values of ε used will be specified in the
captions of the figures).

In Figures 10, 11, and 12, we analyzed the behavior of log ‖y(k)‖
for different values of α while keeping fixed the value of ε to the
value 10−4. One can see that the value of α heavily influences
the speed of convergence to the synchronization. In particular,
small values of α drastically slower down the algorithm.

In Figures 13, 14, and 15 we analyzed the behavior of log ‖y(k)‖
for different values of ε, while keeping fixed the value of α to
the value of λ/8, λ/50, and λ/100 for the complete, circulant,
and random geometric graph respectively. It is remarkable that,
for all topologies, the algorithm asymptotically achieves the syn-
chronization, even though the drifts f̄i, i ∈ { 1, . . . ,N }, are signif-
icantly spread, i.e., ε = 0.1. However, as expected, it turns out
that the smaller the value of ε is, the better the performance of
the algorithm are.
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Figure 10: Behavior of the algorithm for the complete graph topology
as α changes: λ/4 (solid line), λ/8 (dashed line), and λ/16
(dotted line).
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Figure 11: Behavior of the algorithm for the circulant graph topology
as α changes: λ/4 (solid line), λ/8 (dashed line), and λ/16
(dotted line).
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Figure 12: Behavior of the algorithm for the random geometric graph
topology as α changes: λ/10 (solid line), λ/10 (dashed line),
and λ/1000 (dotted line).
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Figure 13: Behavior of the algorithm for the complete graph topology
as ε changes: 10−7 (solid line) and 0.1 (dashed line).
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Figure 14: Behavior of the algorithm for the circulant graph topology
as ε changes: 10−7 (solid line) and 0.1 (dashed line).
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Figure 15: Behavior of the algorithm for the random geometric graph
topology as ε changes: 10−7 (solid line) and 0.1 (dashed
line).
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In this chapter we provide a numerical comparison of our proto-
col with Average Time-Sync the algorithm introduced by Schen-
ato and Fiorentin [2009]. We focus our attention to performance
and accuracy. More precisely, we start considering the ideal
noiseless scenario and evaluating the speed of convergence of
both algorithms, then we look at the noisy communication chan-
nel and we compare the steady-state synchronization error.

4.1 T H E AV E R AG E T I M E S Y N C H P ROTO CO L

First of all let us summarize the ATS protocol. The algorithm is
divided into three main steps: the relative skew estimation, the
skew compensation, and the offset compensation.

4.1.1 Relative Skew Estimation

This step of the protocol is concerned with deriving an algorithm
to estimate for each clock i the relative skew, i. e. the oscillator
period, with respect to its neighbors j. Namely, every node i
tries to estimate the relative skew fij := fj/fi with respect to its
neighbor nodes j. This is accomplished by transmitting the cur-
rent local time x ′j(Ttx,j(k)) to node jwhich instantaneously records
its own local time x ′i(Ttx,j(k)). Therefore, node j records in its
memory the pair (x ′i(Ttx,j(k)), x ′j(Ttx,j(k))). When a new packet
from node j arrives to node i, the same procedure is applied to
get the new pair (x ′i(Ttx,j(k

′)), x ′j(Ttx,j(k
′))) and the estimate of

the relative skew fij is performed as follows

η+ij = ρηηij + (1− ρη)
x ′j(k

′) − x ′j(k)

x ′i(k
′) − x ′i(k)

, (4.1)

where, for the sake of notational simplicity we define

x ′l(h) := x
′
l(Ttx,j(h)),

and ρη ∈ (0, 1) is a tuning parameter. The authors prove that, if
there is no measurement error and the oscillator frequencies are
constant as stated in Assumption 2.2.1, then the variable ηij con-
verges to f̄ij. They also highlight that (4.1) acts a low pass filter
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where the parameter ρη is used to tune the trade-off between the
speed of convergence (ρη close to zero) and noise immunity (ρη
close to unity).

4.1.2 Skew Compensation

This step is the core of the protocol, as it forces all clocks to
converge to a common virtual clock rate, a, as defined in (2.8).
Basically is a distributed consensus algorithm where any node
keeps its own estimate of the global variable a, and it updates
its value by averaging it relative to the estimate of its neighbors,
i. e.

â+i = ρaâi + (1− ρa)ηijâj, (4.2)

where âj is the virtual clock skew estimate of j ∈ Ni.
The authors prove that if âi(0) = 1, ρa ∈ (0, 1), and assuming

that ηij = fij for all i, j and the underlying communication graph
is strongly connected, then

lim
t→∞ âi(k)fi = a, ∀i

exponentially fast.

4.1.3 Offset Compensation

At this point it is only necessary to compensate for possible off-
set errors. Once again, the protocol adopt a consensus algorithm
to update the virtual clock offset as follows

ôi = ôi + (1− ρo)(τ̂j − τ̂i), (4.3)

where

τ̂i = âix
′
i + ôi, and

τ̂j = âjx
′
j + ôj,

are the virtual time estimates of clock i and j respectively and
are computed at the same time instant. In their work the authors,
as done for the skew compensation, prove that

lim
k→∞ τ̂i(k) = τj(k) ∀(i, j)

exponentially fast.
Remark 4.1.1. The algorithm requires extra memory to record the
virtual reference estimate τ̂i, the relative skew estimates ηij and
the last clock pairs (x ′i(k), x

′
j(k)) for every node i. Moreover, at

every transmission instant Ttx,i(k), node i must send the three
variables x ′i, âi, and τ̂i to its neighbor j.
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Figure 16: Comparison between the pi protocol and the ats algorithm
for a complete graph topology in a noiseless scenario.

4.2 S O M E S I M U L AT I O N S

In this section we provide a numerical comparison between the
asymmetric synchronization algorithm we propose in this disser-
tation and the ATS protocol. As done in the previous chapter, we
run our simulation over three different topologies of network,
namely, the complete graph, the circulant graph, and the ran-
dom geometric graph. In all the simulations we considered a
network ofN = 50 units, and we assumed that the transmissions’
time instant were generated by N independent Poisson process
of the same intensity λ = 0.1. For circulant graph we assumed
that ν = 4, i. e. every clock can exchange information to only
four neighboring clocks. All the random geometric graphs were
connected graphs and were generated by choosing the N = 50

points uniformly distributed in the unit square and by connect-
ing with an edge each pair of points at distance less than 0.15.

We report our results in Figures 16–21. In all the plots we de-
pict the behavior of log ‖y(k)‖ obtained by averaging over 100
Monte Carlo runs, randomized with respect to the initial con-
ditions and, as far as the geometric topology is concerned, also
with the respect to the graph. In particular, for i ∈ { 1, . . . ,N },
x ′(0) has been randomly chosen within the interval [−1, 1] while
f̄i has been randomly chosen within the interval [1 − ε, 1 + ε],
where ε = 10−5.
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Figure 17: Comparison between the pi protocol and the ats algorithm
for a circulant graph topology in a noiseless scenario.
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Figure 18: Comparison between the pi protocol and the ats algorithm
for a random geometric graph topology in a noiseless sce-
nario.
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Figure 19: Comparison between the pi protocol and the ats algorithm
for a complete graph topology and a noisy communication
channel

In Figures 16, 17, and 18, we compared the behavior of log ‖y(k)‖
in the noiseless scenario. The tuning parameters for the ATS pro-
tocol were

ρη = 0, ρa = 0.5, and ρo = 0.5,

while the control parameter α for the asynchronous PI algorithm
were

α = λ/8, α = λ/50, and α = λ/100,

for the complete, circulant, and complete graph respectively. One
can see, except for the complete graph topology, that the ATS pro-
tocol is faster than the PI algorithm.

In Figures 19, 20, and 21 we compared the behavior of log ‖y(k)‖
in a noisy communication channel. We assumed the noise addi-
tive and bounded by the maximum magnitude of 10−6. Specif-
ically, at every transmission instant Ttx,i(k) a number uniformly
distributed in the interval [0, 10−6] was added to any transmit-
ted variable, i. e. x ′i (for both algorithms), âi, and τ̂i (only for
the ATS protocol). It is remarkable that, for all the topologies, the
steady-state of the PI algorithm is decidedly better than the ATS
protocol.
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Figure 20: Comparison between the pi protocol and the ats algorithm
for a circulant graph topology and a noisy communication
channel
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Figure 21: Comparison between the pi protocol and the ats algorithm
for a random geometric graph topology and a noisy com-
munication channel



5 CO N C LU S I O N S A N D F U T U R E
WO R K

We developed a version of the PI algorithm that relies either
on a symmetric gossip or on an asymmetric gossip communica-
tion scheme to achieve synchronization of a network of clocks.
We provided a theoretical stability analysis of the protocol, with
respect to the control parameter α, if the underlying graph is
the complete graph. In particular we proved that, if the con-
trol parameter is under the value of λ (symmetric case) or λ/2
(asymmetric version), where λ represent the Poisson processes’
intensity, then the algorithm scales with the number of nodes.
This makes the strategy independent of the network size and eas-
ier to implement in a completely distributed fashion. Moreover,
we provide some interesting insights if the underlying graph
is circulant. Indeed, even thought not supported by theoreti-
cal results, we numerically showed that all the eigenvalues re-
sponsible for the dynamics of the synchronization error are in-
side the unit disc. Finally we compared our algorithm to an-
other fully distributed protocol presented in literature showing
strength and weaknesses of both strategies.

Future direction of investigation include different communi-
cation graphs and protocols (e.g. multicast communication), ro-
bustness stability and performance analysis, and modeling some
of the most common non-idealities like packet drops, time deliv-
ery delays and time-varying speed of the oscillators.
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