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Abstract

The way we listen to music has changed drastically in the past decade. Now we can play any
kind of music from various artists around the world through our smart devices. Many music
streaming providers, if not most, are built with systems to track users’ music preferences and
suggest new content.
The music we listen to reveals a great deal about who we are. In general, people share their

playlists and songs of their favorite artists on the music platform; find people with common
music genres and connect with them. It is not always easy to make friends with unknown
people, but music is a good way to accomplish that. In spite of that, we must also look at other
sides of the coin from a security perspective. Is it a good idea to share music interests with
others or will it compromise our privacy? According to privacy experts and developers, there
is no purposeless data. Everything can be used to infer private information, even a single like
on social media, which seems, at first sight, meaningless, but it can reveal more information
than it promises. In the case that our musical tastes reveal our information, wemay be profiled
for targeted advertisement, by surveillance agencies, or in general, become potential victims of
malicious activities Since music is part of our daily lives, and there are many providers that let
us listen to music, we are even more at risk of being profiled and having our data sold.
In this research, we demonstrate the feasibility of inferring personal data based on playlists

and songs people publicly shared on Spotify. Through an online survey, we collected a new
dataset containing the private information of 750 Spotify users and we downloaded around
402,999 songs extracted from a total of 8777 playlists. Our statistical analysis shows significant
correlations between users’ music preferences (e.g., music genre) and private information (e.g.,
age, gender, economic status).
As a consequence of significant correlations, we built several machine-learning models to

infer private information and our results demonstrated that such inference is possible, posing
a real privacy threat to all music listeners. In particular, we accurately predicted the gender
(71.7% f1-score), and several other private attributes, such as whether a person drinks (62.8%
f1-score) or smokes (60.2% f1-score) regularly.
The purpose of this project is to raise awareness about how seemingly purposeless data can

reveal personal information and educate users about how to better protect their privacy.
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1
Introduction

Music has played certainly an important role in human history. Since prehistoric times, cave-
men used to play instruments and music to express their sensations, emotions, and feelings.
Thousandyears later, it still influences ourmodern society and throughout the last half-century,
digitalization has considerably increased the amount of new music produced and available di-
rectly to consumers. Nowadays, online services facilitate many of our daily activities, from
social interaction to content consumption in the majority of case. Streaming services provide
users with the ability to download an application for free, which allows them to access the full
service, rather than the main website, and they become increasingly popular as a result of the
availability of smartphones with internet connection on a regular basis. Presently, the most
prominent and famous streaming services are the following: Spotify, Apple Music, and Tidal
[1]. Apparently, Spotify is the most popular one and this may be due to the fact that it of-
fers a freemium service alongside a paid service. Today, Spotify is currently available in 180+
countries with over 422millionmonthly active users, including 182million paying subscribers
[2]. Spotify was founded in Sweden in 2006 and was officially launched as a music streaming
platform in 2008. It has expanded quickly across the world, offering users the opportunity to
listen to the music of their favorite artists without needing to own the music themselves. The
platform offers also users who are based in European countries a paid subscription service of
€10 a month [3] and it consists of the benefits of no advertisements between songs, unlimited
skipping through the tracks, and the ability to use the app on their mobile devices also offline
[3].

1



Contemporary research on musical preferences has applied interactionist theories to music
positing that people select musical genres that reflect their psychological traits and needs. An
important study conducted byMichal Kosinski et al. [4] shows private traits and attributes are
predictable from digital records of human behavior and this leads us to what this research is
about: how easily accessible digital records of behavior (e.g. playlists/song) can be used auto-
matically and maliciously.

According to privacy experts and developers, there is no purpose-less data, everything can be
used to infer, even a like or comment, which seems, at first sight, meaningless, but it can reveal
more information than it promises. In light of this, the question arises: Can users’ musical
preferences, which seem innocuous, reveal private information?

In this work, we demonstrate the possibility of inferring users’ private attributes by exploit-
ing their music preferences, publicly retrievable from streaming services websites. More for-
mally, we set up an Attribute Inference Attack on Spotify from two points of view: first, using
the public playlists created by users and then, using public single songs since we want also to
find out the impact of singularity over the group.

We used Spotify as a case study to demonstrate the applicability of the attribute inference at-
tack usingmusic data, in fact, with 422millionmonthly listeners, exposing such a vulnerability
would be detrimental to the privacy of millions of people.

We risk being seen as transparent and being profiled by data brokers who want to make a
profit via selling the user attribute information to other parties such as advertisers, banking
companies, and insurance industries [5]. Moreover, surveillance agencies can use the attributes
to identify users and monitor their activities or even worse case, for minors to be tracked by
attackers as victims of malicious activity like cyberbullying [6] and cyberharassment.

In the attack, an attacker collectsmanyusers’ private information (the ground truth), through
social networks or deceiving surveys, to train a classifier that, given in input the public data of
a victim, returns their private attributes. We focus on 11 private attributes, such as gender, age,
occupation, economic status, or personality traits. The attacker’smotivations aremultiple. For
instance, it could search for particular categories of victims (e.g., kids, rich people,) to perform
targetedmalicious activities such as stalking or harassment, phenomena that unfortunately are
very much present nowadays.

To conduct our experiments, we collected a new dataset containing the private information
of 750 Spotify users from 80 different countries aged between 12 and 55 which have at least
one playlist in their Spotify public profile and we considered around e 402,999 songs extracted
from a total of 8777 playlists. Our results show significant correlations between users’ music
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preferences and private information, and accordingly, the possibility to infer such private fea-
tures from the classifiers we built. The success of this attack highlights a crucial privacy threat,
not just for Spotify users, but for millions of users worldwide also on other streaming services
websites.

ContributionThe contribution of this thesis can be summarized as follows:

1. A threat model of Attribute Inference Attack against Spotify users. We describe how
to (legitimately) launch an Attribute Inference Attack to infer private information on
users while knowing only their Spotify id.

2. we perform an in-depth correlation analysis between Spotify users’ music data and dif-
ferent private information, to assess the feasibility of our attack;

3. we conduct our attack on Spotify, by testing several classifiers to infer the private infor-
mation demonstrating the impact of our attack;

4. we provide a detailed analysis of music streaming services and the applicability of our
attack to other streaming music services.

Structure
The rest of the thesis is organized as follows. Chapter 2 presents the related works. Chap-

ter 3 analyzes the music streaming service panorama and gives background information useful
to understand the following detailed comments on the correlations found. Chapter 4 presents
the threat model and overview of our attack, while the dataset used in the experiments is de-
scribed in Chapter 5. Correlation analysis and prediction are conducted in Chapters 6 and 7,
respectively. Discussions are reported in Chapter 8, and Chapter 9 concludes the thesis.
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2
Related works

In this chapter, we focus on related works mainly on attribute inference attacks and privacy in
music streaming services.

2.1 Attribute Inference Attacks

An attribute inference attack occurs when an attacker has access to a set of public data of a
target user and uses them to infer private attributes of such target. The public data could be
anything present on the web starting from photo [7, 8], posts, or even public ratings or emoji
posted on a social platform by a given user can be used to infer their private information such
as gender [9, 10, 11].
Most of the time. the attacker first trains a machine learning model, which takes in input

the user’s public data and outputs their private information. To train such classifiers, the at-
tacker needs first to construct a dataset that contains both public data and private attributes
of individuals who have made their private characteristics public. Attribute Inference Attacks
are becoming problematic due to the lack of education of most internet users, who publicly
share their data while overlooking (or ignoring) the corresponding risks. In general, many of
these attacks have been conducted on social networks, given the ease of retrieving public data
on these platforms. Nowadays, online social networks facilitate many third-party applications
that offer users additional functionality and services. However, they also pose a serious user
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privacy risk [12]. Most data published on social networks can be easily retrieved via OSINT
[13] and then used to setup an Attribute Inference Attack by developing anMLmodel.

Indeed, most prior research considers the ecosystem of social networks, due to the ease of
retrieving information linking public data with private attributes: Goelbeck et al. [14] infer
personality traits of social media users. Jurgens et al. [15] consider Twitter, and predict the
location of the users based on their tweets.

Gong andLiu [16] successfully inferred attributes likemajor, employer, and cities lived from
Google+ users by leveraging both their social connections and behavior.

Chaabane et al. [17] exploited users’ interests (e.g., music interests) shared on Facebook
to predict their private attributes such as ageand gender. Kosinski et al. [4] were able to pre-
dict sexual orientation, religious and political views of Facebook users by using their networks,
other popular attacks exploit data coming frommobile devices to retrieve information such as
the geographical position. Other examples are [18, 19]. All such works show that Attribute
Inference Attacks can be enacted in the real world, representing a subtle privacy risk.

To the best of our knowledge, no attacks exploited public Spotify data to infer the private
information of users.

2.2 Music and Private Data

Although we did not find too much evidence of Attribute Inference Attacks in Spotify, there
are few previous works that analyzed the correlations between music data and users’ attributes
on other music streaming service platforms.
Most closely connected to our study on predicting listener attributes is the work by Liu et

al. [20] using Last.fm data. They determined the gender of Last.fm users based on listening
history and in addition, the age is evaluated as being belowor beyond 24 years old. The features
for the classification are constructedpurely from the listening events of the user. They are based
on three factors: the listening timestamps, the meta-data of the song, and the artist (e.g., artist
and song tags), as well as signal features of the songs. For both tasks, a support vector machine
classifier (SVM) with RBF kernel is used and the average of five runs with 80% of the users as a
training set is reported. The accuracy for age is 71.1%; the accuracy for gender is 66.1%.
Moreover, in 2017, Thomas Krismayer1 et al. [21] investigated the prediction of personal

information of users, such as age, gender, and nationality using the API of the social music
platformLast.FM and the set that they usedwas from the public dataset provided byM.Schedl
[22].
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Instead, in ourwork,we focus onSpotify and leverage songs andplaylists as our attack vector,
which the user publicly releases on the platform. From Spotify, we collected directly through
API the information regarding their music preference and we extracted features based on it.
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3
Panorama overview

This chapter serves as a background to fully understand the rest of this work since the utilized
attributes are strictly related to the music streaming service. We analyze popular music stream-
ing services under multiple general aspects, explain which are themain vectors of our inference
attack, and conclude by giving details of Spotify, the main one we chose for our experiment
because it is more widely used and can afflict more people.

3.1 PopularMusic streaming service

The most common way for people to listen to music now is through streaming services. Cus-
tomers have unrestricted access to enormous music libraries. These services store the music in
a server that users can connect to via their laptops and mobile devices.

In Table 3.1, we aggregated statistics from the four most significant and well-known stream-
ing services [1], stating their release years,monthly active users, subscriber payingusers, website,
and the accessibility of general user information about songs and playlists, as well as the ability
to retrieve them. We will provide a brief overview of each of them in the following sections.

3.1.1 AppleMusic

Over the past year, Apple Music has emerged as one of Spotify’s top rivals. But without the
framework that iTunes offered, this would not have been possible. iTunes was created as a
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music platform that allowed users of Apple Mac products to save and play their CDs on their
computers. In response to conflicts in the music industry over illegal song downloads, iTunes
introduced amusic store. iTuneswas essential in the proliferationof digitalmusic, but itwasn’t
untilMay 2014 that Apple launched its first foray intomusic streamingwith the acquisition of
Beats Electronics [23]. This deal eventually led to the formation of the AppleMusic streaming
service. It aimed to offer the iTunes catalog in its entirety to users for a monthly subscription.

3.1.2 Tidal

An official relaunch of Tidal was held in March 2015, when Jay Z introduced the world to its
new owners at a large press conference. The new owners include some of the biggest names in
the music industry, including Beyoncé, Madonna, Rihanna, and Coldplay [24].

Although it seemed to the public that this was a new music streaming service, Tidal had
already been in existence for many years under a different name. Tidal was founded by Nor-
way’s ’largest record-store chain, Platekompaniet [25], asWiMPoriginally called it. TheWiMP
streaming service offers a paid subscription service, [25], in order to provide users with a higher
quality of music. As it expanded to the UK and the US in 2015, Jay Z purchased it for 56 mil-
lion dollars and renamed it Tidal.

3.1.3 Youtube music

In 2015, Youtube started as a competitor to Tidal and other music streaming services. In 2018,
YouTubeMusic was launched and it was a relatively newmusic streaming service that replaced
Google PlayMusic, Google’s previous music streaming service. Just like others, YouTubeMu-
sic has a huge catalog of songs (over 80 Million). It is also a subscription-based service with
a free tier, and monthly and yearly packages. It can be used as an app on iOS and Android,
but also through the YouTube Music website. It also allows, like Google Play Music did, the
upload of your own music collection (see below). There is a free tier for YouTube Music and
there is YouTubeMusic Premium.

3.1.4 Spotify

Spotify was founded in Sweden in 2006 and was officially launched as a music streaming plat-
form in 2008. It has expanded quickly across theworld, offering users the opportunity to listen
to themusic of their favorite artists without needing to own themusic themselves. Today, Spo-
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tify is currently available in 180+ countries with over 422million monthly active users, includ-
ing 182 million paying subscribers [2]. Apparently, Spotify is the most popular one and this
may be due to the fact that it offers a freemium service alongside a paid service. The platform
offers also users who are based in European countries a paid subscription service of 10 euro [3]
amonth and it consists of the benefits of no advertisements between songs, unlimited skipping
through the tracks, and the ability to use the app on their mobile devices is also offline.

Spotify playlist and song

Spotify is popular with users due to its user-friendly app and online website service which are
available across many devices. In general, a user profile is public, and it is easy to understand its
music tastes based on artists, albums, genres, and shared playlists. There are 2 types of playlists:
the ‘discover weekly’ playlist, made up of songs and artists that Spotify thinks the user might
likewith genres and artists they listen towhile using the service; and ’custom’ playlists that users
manually create with their favorite songs and artists and share publicly with their friends.

Table 3.1: Music streaming service panorama table

Release
Year

Monthly
Users

Paying
Users

Public playlist
Visible

Public S song
Visible

Retrievable
Via API Website

Spotify 2011 422M 195M yes yes yes open.spotify.com
Apple music 2015 88M 88M yes yes yes apple.com/it/apple-music

Tidal 2015 5M 5M yes yes yes tidal.com
Youtube Music 2015 30M 30M yes yes yes music.youtube.com
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4
Attack Design

We now introduce the notation used for the following descriptions of the threat model [26]
and the overview of our attack.

4.1 Notation

For simplicity, we express our notation within the scope of playlist. However, the attack can
be orchestrated for single song.

• U is the set of all Users ;

• pi,u is a unique playlist with ID = i and belong by the user u ∈ U;

• Pu is the set of all playlist pi belong to the user u;

• yu is a vector of j private information [y1, y2, ..., yj] of a user u.

• Msp(u) is a generic function of the music streaming service that given a user u, returns
their generic playlist data Pu;

13



4.2 ThreatModel

In our scenario, an attacker wants to infer private attributes yu of a user u by exploiting their
playlist dataPu. The playlists of the users are public and they can be viewed onmusic streaming
service, which publicly releases users’music preferences. The attacker leverages on the function
Msp of the music streaming to retrieve Pu. We now give more details about the three main
participants: the music streaming service, the victim user g, and the attacker.

music streaming service. The music streaming service is the platform on which we
perform our attack. This definition fits well including anymusic streaming present today (e.g.,
Spotify, LastFM, Apple music) that generates online data. In our attack, we retrieve playlist
dataPu of a target useru, if the target has at least one public playlist visible in the profile. Playlist
music data Pu can be fetched byMsp (i.e., APIs or similar) at any time. We consider this party
as trusted, which records and shows playlist music data Pu ∀u ∈ U as a main input element in
the attack. We assume the collected data is accurate and publicly available to any person. The
music streaming service offers mainly the following function: Msp(u), is a generic function e
that given a user u, returns their generic playlist Data Pu. A casual person can get these data
through APIs or by scraping the website.

Victimuser. The victim in our scenario is any useru that use amusic streaming service and
ismonitored (voluntarily or involuntarily) by aTrackingWebsite . uhas someprivate attributes
yu that does not want to share (e.g., gender, age, personality) with others. Besides that, u is
anonymous, thus no name, IP address, or other PII (Personally Identifiable Information) are
retrievable. The only identifier available is the Player ID = u, which is used to retrieve their
playlist music data through a music streaming service.

Attacker. The attacker could be any entity who has interests in users’ attributes, e.g., a cy-
ber criminal, a data broker, an advertiser, or surveillance agency. Cybercriminals can leverage
private attributes y to find their victims for a malicious activity like cyberbullying [27]. Alter-
natively, a data brokermake profit by selling the private data to third parties, such as advertisers,
which can use the data for targeted advertisements [28].
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4.3 Attack Overview

Figure 4.1 shows our attack overview. The attack runs in two phases. In brief, in Phase I the
attacker trains amachine learning classifier to infer the private attributes of a victim user giving
in input their music preferences. In Phase II, the attacker uses the classifier trained in Phase I
to actually infer the private attributes of one or more user. We now present in details the two
phases.

Figure 4.1: Overview of our two‐phase attribute inference attack.

4.3.1 Phase I: Machine LearningModel Training

In this phase, the attacker needs to train a machine learning model C(Pu) that given in input
music playlists Pu of many users u, returns in output their private attributes yu. With this aim,
the attacker first needs to collect the ground-truth for such tasks, i.e., the private information
of a lot of users along their Spotify ID. More formally, the attacker needs many tuples (u, yu)
as a first step to create a dataset and therefore train C(Pu). These tuples can be obtained in
several ways. For instance, the attacker can join social networks groups in which people discuss
and promote their music . Within the group, people necessarily use their Spotify ID as identi-
fier. Thus, the attacker can easily get u and retrieve the private attributes yu by looking at their
social network profile. Alternatively, the attacker can use the private information of friends
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and family or conduct a survey (as we did) to ask people their information and their Spotify
accounts.
Once the attacker gets the tuples (u, yu), all the yu go directly into the dataset (after a proper

preprocessing) as dependent variables, while the u (User ID) are used to get the playlist data pu
(independent variables). The attacker retrieves pu by themusic streaming functionMsp(u), and
populates the dataset. Last, the dataset is used to train C(Pu), i.e., any state of the art machine
learning model (e.g., decision tree, random forest), and the one yielding the best results will be
used in Phase II

4.3.2 Phase II: Private Attributes Inference

In this phase, the attacker wants to identify a victim u’s private attributes yvictim u. Depending
on the attacker’s goal, the victim canbe found in a variety ofways. The attacker retrieves pvictim u

through the music streaming functionMs(victim u), feeds the their playlist to the pre-trained
classifier C(Pu), and obtains yvictim u. Alternatively, the attacker could conduct a large-scale
attack in which takes all the users interested, downloads all their playlist, and infers all their
private information for selling purposes.
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5
Dataset

5.1 Data Collection Procedure

The data collection to create the dataset was performed in two steps. First, we conducted an
online survey to find participants and get their personal information, i.e., the ground-truth to
test our inference attack. Then, we collected their playlists and songs data released by music
streaming services to carry out the attack.

5.1.1 The survey

We found participants for our research using an online survey. The survey was partial anony-
mous, in the sense we ask for their Spotify profile as ID and in the general, users use a nickname
but there are also users who use Facebook accounts and fulfilling it users gave us the consensus
to use their data (from the survey answers) related to their Spotify profile. The purpose of the
survey was to retrieve the Spotify ID to download users’ playlists and songs and we started col-
lecting data from 15/5/2022 and ended 1/9/2022 spreading the survey in different places, i.e.,
Facebook groups, Reddit, Discord groups, and private messages on different platforms. The
estimated time to complete the survey was 4minutes. We know that the conducted survey can-
not be a complete representation of the entire Spotify user community, but we do believe it
was fairly enough for a qualitative assessment.

The surveywas divided into three sections. In the first one, we asked for general information,
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e.g., age, gender, and nationality, for demographic purposes. In the second section, we asked
for information about Spotify use experience in general. Finally, ten personality questions[29]
were presented in the last part to try to understand how different Spotify users are from each
other and as ground truth for the inference phase. We spread the survey in different places, i.e.,
Facebook groups, Reddit, Discord groups, and private messages on different platforms. The
estimated time to complete the survey was 4minutes. We used best practices developed during
the years to protect people’s privacy and to filter out invalid answers.

5.1.2 Survey Result

We received a total of 1081 answers. 210 answers were considered invalid, while 121 partici-
pants were not visible by API Spotify, because they don’t share any public playlist. So, we start
with a total of 792 active users from different countries for the research.
541 (68.3%) of them were males, while 221 (27.9%) were females and 30 were non-binary
(3.8%). Most of the users were students (46.1%), followed by workers (31.6%), working stu-
dents (15.8%), and a small fraction of unemployed (6.5%).
The age ranges from 13 to 55, with the majority between 14 and 36. Most of the users are
from the United States (26.9%), followed by users in Italy (9.4%), the United Kingdom (7.3%),
Canada (5.6%), Germany (5%), and various users from different 71 countries (45.8%). About
40.3% of them use Spotify for 2-3 hours per day, followed by users who use it for 4-5 hours
(21.6%), less than 1 hour (20.4%) and over 6 hours (17.7%). Furthermore, 76.9% of them re-
ported having Spotify premium. We also asked about their experiencewith smoking and drink-
ing and doing sport. Most people don’t smoke (78,8%), followed by a few cigarettes per week
and on rare occasions (14%) and smoking every day (7.2%). Most people don’t drink (45.6%),
followed by 1-2 times per week (38.8%), Sometimes 3-4 times per week (11.7%), and Very Of-
ten 5+ times per week (3.9%). Most people practice sports occasionally (35.6%), followed by
amateurs (31.6%), then competitive users (2.8%), and those who don’t practice (30%).

5.1.3 Spotify Data

After we collected all the user’s Spotify ID from validated answers, we downloaded all the
playlists of such users. We used the official Spotify API fromGithub[30] to retrieve the JSON
file of each playlist. Each JSON file represents a playlist and it contains all information divided
into sections. The two main important sections are the following: the owner section and the
track section. In the Owner section, we can find information regarding the user eg: Spotify
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ID, or nickname. In the tracks section, we can detect all songs added by users over the years.
An example is reported in figure 5.1. The format of each track in the JSON file is made by the
following :

• Album: this section contains information regarding the song such as id Spotify, song
title, available market Spotify market in which we can find it, release date, links of the
cover image, etc.

• Artist: this section contains information about the artists of the song, such as their
unique Spotify ID, names, and links to their Spotify pages.

• Id: indicates the unique Spotify id in the platform

• Time: indicates the moment when the user added the song in the playlist;

• Duration: indicates the time duration of the song expressed in milliseconds

• Popularity: a number between 0-100 which indicates the popularity of the song in the
Spotify market

5.2 Considered Features

Data analysis was dealt with at two levels, one considering the user’s information given music
preference taking into account a single song (song level), and one taking into account users’
playlist (playlist level). In order to distinguish between these cases, two distinct datasets were
employed. The playlist dataset was created with data gathered directly from the Spotify plat-
form and the song dataset was created by disaggregating the first one.

5.2.1 Playlist Level Features

In the following, the description of the features utilized in each of these datasets is discussed,
together with a render of the private target features defined as our objective.

• Content features
In the first step, we collected the following features relative to the playlist and its con-
tent:

– id playlist, a unique Spotify string that identifies the playlist in the platform;
– name playlist, a custom name given by the owner attributed to the playlist;
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Figure 5.1: Overview of the track section in the Json file

– id owner, a unique Spotify string that identifies the ownerwhocreated theplaylist;
– name owner, a custom name assigned to the id by the owner;

– title language, indicates in which language is written the name of the playlist;

– prevalent song language, indicates the language which is used prevalently in the
playlist;

– is collaborative, a true/false tag that indicates if the playlist is created in collabora-
tion with other users;

– average years publication and std, mean and standard deviation of all the publi-
cation years of songs in the playlist;

– number of songs, indicates howmany songs there are in the playlist;

– followers, indicates howmany users follow the playlist;

– number of song solo , indicates howmany songs are performed only by 1 artist;

– number of song collab , indicates how many songs is performed by 2 or more
artists together(groups);
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– Simpson index, a measure of diversity which takes into account the number of
artist present and it ranges between 0 (no diversity) and 1 (maximum diversity).

– comparemultiple time , a true/false tag that indicates if exist some artists compare
multiple times in the playlist,( which means in the playlist, there are songs that
belong to the same artist) ;

– max time compare , indicates themax number of some artist that compares in the
playlist;

– ratio male artist , indicates the percentage of the male artist in the playlist;
– ratio female artist , indicates the percentage of the female artist in the playlist;

• Audio statistical features
In the second step, we collected features relative to the audio statistical given by di-
rectly by Spotify API:

– danceability, describes the suitability of a track for dancing in terms of its tempo
and rhythm stability. A value of 0.0 is least danceable and 1.0 is most danceable;

– acousticness,a value from 0.0 to 1.0 of whether the track is acoustic;
– energy, indicates a perceptual measure of intensity and activity. Typically, ener-

getic tracks feel fast, loud, and noisy;
– instrumentalness, indicates whether a track contains no vocals;
– liveness, detects the presence of an audience in the recording. Higher liveness val-

ues mean a high probability that the track was performed live;
– loudness, indicates the overall loudness of a track in decibels (dB). Values typically

range between -60 and 0 db;
– speechiness, which detects the presence of spoken words in a trace. A high value

means a high probability that the track was speech-like the recording (e.g. talk
show, audiobook, poetry);

– tempo, which indicates the overall estimated tempo of a track in beats per minute
(BPM);

– valence, which describes themusical positiveness conveyed by a track. Trackswith
high valence sound more positive (e.g. happy, cheerful, euphoric), while tracks
with low valence sound more negative (e.g. sad, depressed, angry).
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5.2.2 Song Level Features

We created the song dataset by disaggregating songs from the playlist that was used for the
dataset in section 5.3.1. The procedure is very similar, we extracted features from the content
level and then from the audio statistical level, but this time considering the singularity of the
song. One particularity is for genres, it was expanded in a sort of one-hot encoding fashion. To
better explain, a column was created for each possible value that a song can belong it.

5.2.3 Target Features

For each user included in our datasets, was also collected data relative to the eleven target fea-
tures to study, which are:

• Gender, intended as birth gender, either male or female;

• Age, split into 3 bins to represent meaningful stages of life for the majority of our popu-
lation, that are teenagers (0-18), young adults (19-30), and over 30 (30-55).

• Marital, indicates if the user is single or in a relationship;

• Occupation, either if the player has a job or not;

• Economic, user’s state of economic well-being, expressed through a number between 1
(lowest) and 3 (highest);

• Live_with, either alone or with others;

• Sport, indicate the frequency and the level of user in sports activity, reported in the grow-
ing scale no, sometimes, amateur, competitive;

• Drink, indicate the user drink or not alcohol, reported in the growing scale no, some-
times, often, very often;

• Smoke, indicates the user smoke or not cigarettes. reported in the growing scale no, some-
times, often, very often;

• Continent, meant as Continent of origin, therefore there are 5 contemplated options;

• Personality, classified in function of the Big Five [31] personality traits, i.e., extroversion,
agreeableness, conscientiousness, neuroticism, andopenness. Eachone is expressed through
discrete values in a scale from 0 to 100 with a step of 10. For analysis’ sake, we grouped
such values into 3 categories to represent low (0-25), mid (37.5-62.5), or high (75-100)
values of the trait.
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Among all of these features, we individuated the five main ones as gender, age, economic, oc-
cupation and personality, since they are characteristic traits that tend to better identify a person.
In this work, the study of correlations and predictionswill be accomplished for all of the targets
mentioned above, but the focus will remain on the most important ones.

5.3 Final dataset

We created 2 datasets: a playlist dataset and song dataset in order to perform our inference
attribute attack from two points of view.

5.3.1 Playlist dataset

The initial playlist datasetwas created by taking all 1081users that participated in our survey for
the project. The second step involves removing thosewho don’t pass the survey’s attention test,
which resulted in 210 users being removed. Furthermore, 121 users were removed because they
had no playlists. we ended up with 750 users which have at least one playlist in their Spotify
profile and we start to collect all of them in the initial user-playlist dataset.

As result, we collected 10217 playlists and we had to remove 1440 ones for various reasons
(empty playlists, playlists with 1 song created bymistake, or playlists that are not created by the
user ). Finally, we end up with 8777 records, where the entry of the database corresponds to
the playlist that belongs to a user that we know in prior his private info and it is identified by
the pair (playlist_id). In the end, the shape of the obtained dataset is 8777 × 87. Besides the
15 columns needed to store target features (personality is actually expressed through five values,
therefore we have one column each).

5.3.2 Song dataset

This datasetwas created by the disaggregating song from the playlist thatweused for the dataset
in5.3.1. We extracted each song from the 8777 playlists and then determined the feature vector
for each of them and then stored in the final song dataset. In this case, the entries of the dataset
are solely identified by the song_id, therefore the size of the dataset results to be 402999 × 65.
The number of columns required to store target features is the same as in the playlist-level case.
At the player level, we calculated the percentage of songs in each musical genre in the playlist,
but at the song level we cannot do that, for this reason, we compute one-hot encoding for the
genre that the song belongs to.

23



5.4 Preliminary Analysis

Before proceeding with the research of correlations between the target features and attributes
in the different datasets, it is appropriate to perform a study on the user sample collected. The
main reason is that we should generally ensure a fairly distributed proportion of the whole
population and be aware of possible biases already present in the study data. In the following,
we present graphs to visually depict the distributions of each one of the targets presented in
Section 5.2.3. For each bar of the barplot are reported both the count and the percentage of
the population belonging to such group, at playlist level, and at song level in the following
figures respectively.
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Figure 5.2: Distributions at playlist level of target features explained in Section 5.2.3
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Figure 5.2: Distributions at playlist level of target features explained in Section 5.2.3 (cont.)
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Figure 5.2: Distributions at playlist level of target features explained in Section 5.2.3 (cont.)
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Figure 5.3: Distributions at song level of target features explained in Section 5.2.3
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Figure 5.3: Distributions at song level of target features explained in Section 5.2.3 (cont.)
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Figure 5.3: Distributions at song level of target features explained in Section 5.2.3 (cont.)

30



6
Correlation Analysis

The goal of correlation is to determine the strength of a relationship between two variables and
express it through a normalized value. For any correlationmethod to be statistically significant,
the values should always be compared with their respective p-values.
In this Section themetrics chosen to perform the actualmeasure of correlation are described

in 6.1, then the obtained results are reported and commented at both levels of analysis in 6.2.

6.1 Metrics

It is necessary to have a theoretically correct understanding of the features under examination
in order to determine methods for computing correlations. From the statistical point of view,
variables can be numerical or categorical. Numerical (or quantitative) variables are thosewhich
are expressed through numerical data, either continuous or discrete. On the other hand, cate-
gorical (or qualitative) variables are used to describe data that fall into categories. If categories
present an intrinsic order or rank, then the categorical variable is ordinal, otherwise, it is nomi-
nal.

When it comes to our dataset we can notice that all of our target features are categorical and
that six of them− age, economic, sport, smoke,drink and personality respectively− are ordinal.
Such observations lead us to use three differentmethods to evaluate variables correlation, since
the appropriate one is different if we are dealing with two numerical variables, two categorical
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variables or one categorical and one numerical variable. In sections 6.1.1-6.1.2 we will briefly
report the correlation tools identified as most appropriate for each case.

6.1.1 Spearman’s ρ

Spearman’s test is a non-parametric test to measure correlations between numerical or ordinal
variables. It captures the monotonic relationship between data and returns a value ρ ∈ [−1, 1],
where 0 implies that the two variables are actually independent and the sign highlights the di-
rection of the correlation.

We used Spearman rather than Pearson because our data didn’t respect the assumptions of
the latest, since it does not have a normal distribution. Besides that, Pearson can only be uti-
lized on comparisons between numerical data and, therefore, it would have been useless due to
some target features being categorical. furthermore, Spearman is very similar to Pearson itself,
meaning that it applies the same concept of measuring the deviation of data from the expected
values but computes that on the ranking of the variables.

6.1.2 Logistic Regression

Logistic regression is a classificationmodel which depicts binary dependent variable exploiting
logistic functions. It does not properly return a correlationmeasure but is the onlymethod that
can provide an idea of the existence of a relationship between a dependent nominal variable and
an independent numerical one. The concept is that if there is some kind of correlation then,
the output of the logistic regression model with only the investigated numerical variable as
independent component, should denote the correspondent coefficient as significant, i.e., the
p-value returned from the z test for significance of the covariate in the model should be low.

To rephrase it, when checking for the existence of a correlation between a target feature and
another attribute, we can estimate a logistic regressionmodel for the target feature by providing
as input the solely covariate. Then, we can perform the 2-tailed z test over the coefficient that
the model estimate for the covariate in order to retrieve the p-value, and hence the significance,
of the covariate for the model, i.e, if the covariate captures some behavior of target feature. In
this work, when referring to significant levels of a certain value αwhile commenting on logistic
regression’s results, wemean that thep-value correspondent to the covariate under examination
resulted to be≤ α.

32



6.2 Results

In this section we are going to report and comment the obtained results of correlation research
for each target feature at playlist level, trying to interpret them and give a brief explanation for
the highest correlation values found as well. Discussions about what we indicated as most rele-
vant features, i.e., age, economic and personality, is exhaustively addressed in the corresponding
Subsections 6.2.1-6.2.3, while the inspection of all others is reported in Subsection 6.2.4-6.1.
For every target variable, the correlation coefficients were computed against both categorical
and numerical covariates.

In the case of numerical and ordinal target features, that are, age, economic, personality, sport,
drink and smoke, Spearman formula was used to compute correlations with numerical covari-
ates. For the others, we resort to logistic regression and therefore, we cannot provide a numer-
ical measure but just indicate which correlations are found to be significant (at level α) from a
statistical perspective.

The p-values were used to state the statistical significance of the measured correlations. The
p-value threshold of 0.01 was deployed for all the computations.

In order to provide a visual representation of the numerically quantifiable correlations that
were found significant, the Spearman’s indices individuated for age, economic, personality at
playlist level are reported in Figure 6.1, and sport,smoke,drink in Figure 6.2.
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Figure 6.1: Significant (p‐value≤ 0.01) Spearman’s correlation indices computed for age, economic, personality and
dataset’s numericial features at playlist level
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Figure 6.2: Significant (p‐value≤ 0.01) Spearman’s correlation indices computed for sport, smoke, drink and dataset’s
numericial features at playlist level

6.2.1 Age

For the age feature at the playlist level, the correlation with the max_year, which denotes the
maximum years of the publication of a song present in a playlist, was found significant at level
α = 0.01 with an index of ρ = −0.350.
Not surprisingly, we expected the connection, since it seems reasonable for older people to

tend to have songs in their playlists that are published many years ago. Note that Spearman’s
score reached for the correlation is negative, whichmeans alongwith the growth of the age, the
max_years tends to reduce. Besides that, the average_year_publication comes obviously with
ρ = −0.154 for the same reason and it seems people tend to add fewer songs when they get old
andplay the sameplaylist created andmaturated along the years but explored somenewcontent
as described from the correlation with number_song(ρ = −0.154), is_playlist_update(ρ =

−0.149), diversity_index(ρ = 0.119).
Regarding the correlationwith the audio feature, Spearman’s analysis outline as noteworthy

the relationship with loudness (ρ = −0.149) and instrumentalness (ρ = 0.149), since old
people probably prefer peaceful music after hard work day.
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6.2.2 Economic

At theplaylist level, it is possible to individuate anegative correlationwithn_song_solo_perform(ρ =
−0.103), which denotes rich people prefer songs from artists which are made by bands or con-
cert group. From the analysis of numerical attributes, it emerges the negative relation between
perc_metal (ρ = −0.153) and energy (ρ = −0.100), which seems to suggest that rich peo-
ple don’t like high-energy music like metal and prefer acoustic music as expressed by attribute
acoutsticness (ρ = 0.101).

6.2.3 Personality

Personality feature is given by the ensemble of the big five personality traits, that are extrover-
sion, agreeableness, conscientiousness, neuroticism, and openness. Each trait is studied singu-
larly and has the same ordinal categories (low, mid, high) and evaluating the correlations at
playlist level. We report in following results for four of them (extroversion, conscientiousness,
neuroticism, and openness) with statistical significance of the p-value threshold 0.01.

1. Extroversion, usually associated with high-energy levels behaviour. Not surprisingly
at the playlist level, it resulted to be correlated with perc_hiphop(ρ = 0.105), an in-
dicator of the proportion of hip-hop songs on the playlist, supporting the notion of
Chamorro-Premuzic et al. [32] that extroverted individuals listen to hip-hop music
more frequently.
Another meaningful attribute that resulted highly correlated is perc_kpop_song (ρ =
−0.147), which indicates how frequently k-pop songs appear in the playlist. It seems a
result pretty difficult to interpret logically, which suggests probably extroverted people
don’t like k-pop music.

2. Conscientiousness, is strictly connected to efficiency anddiligence. The results of Spear-
man’s analysis suggest a relationship that is not easy to interpret at first glance.
Observing the graph 6.1, a possible interpretation is the following: a high conscientious
people wants to explore more types of genres of music and know in broad for each of
them, demonstrated by the negative relationship with max_time _compare_artist (ρ =
−0.143). When the conscientiousness increases, there are fewer songs per unique artist.
In particular, they interest music belonging to more eras, from classic proven by the
negative relationship with min_years (ρ = −0.150), but also popular songs released
recently proven by the relationship of std popularity (ρ = 0.185)

3. Neuroticism, by being more related to stress levels and bad-tempered, at playlist level
resulted to have a higher correlation with the perc_pop (ρ = 0.103) and perc_kpop
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(ρ = 0.164) and an inverse correlation with feature instrumentalness (ρ = −0.127),
which represents the amount of vocals in the song. The closer it is to 1.0, the more
instrumental the song is. One possible interpretation is the following: as the level of
neuroticism increases, neurotic people tend to listen to high-tempo songs such as pop
and kpop music to relieve stress, where the level of the presence of instrumental music
is only supportive and backgrounding the song.

4. Openness, as suggested by the name, it evaluates the open-mindedness aspect. Fromour
study, when considering playlist, openness has predominantly inverse correlation with
average_years_publication (ρ = −0.106) and n_song_collab_perform (ρ = −0.118).
One possible interpretation is as follows: as openness increases, average year publication
decreases which reflects the playlist of a mature person. In the course of time, people
become more aware and openminded, and they open up to diversity, and they explore
other song tastes, not only from popular bands, but also from emerging single artists
whose music is less popular.

6.2.4 sport, smoke and drink

Evaluating the correlations at the playlist level of the sport, smoke, and drink target features,
we found out that sport target features seem to not be highly correlated with any target in par-
ticular. The only notable correlation is with per_kpop (ρ = −0.101)and this is due probably
to the fact that k-pop music is not suitable mainly as sports music.

Not surprisingly, we found out that the correlation between the target feature smoke and
the perc_hip (ρ = 0.117) and perc_rap (ρ = 0.113), since the average image of rap or hip-hop
artists, are accompanied by cigarettes and tattoos in the name of freedom, energy, free-thinking,
and this could affect the collective image of their fans.

About the correlation between Alcohol(Drink) and features, Spearman’s analysis outline as
noteworthy the relationship with max_year_publication (ρ = −0.1286)and instrumentalness
(ρ = 0.194). Themain suggestionwe deduced is people who tend to drink are adults who have
the hobby of attending pubs and therefore lovers of instrumental rhythmic music.

6.2.5 Nominal target correlations

Considering that we need to find a correlation between numerical and nominal features, logis-
tic regression is an option as explained in 6.1.2. It has been used to determine if a relationship
exists between playlist features and gender, occupation, country, marital status, and livewith.
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Table 6.1: Significant Correlations at different p‐values for nominal target

Target a<0.01 a<0.005 a<0.001
Marital status 31 29 26
Gender 37 36 33
Occupation 39 37 36
Livewith 12 12 7
Country 40 38 34

For each of them, in table 6.1 , three different p-values are examined andwe count howmany
features are correlated, resulting in ≤ α . Recall the p-values were used to state the statistical
significance of the measured correlations.

Formarital status, the target feature resulted correlated with 31 attributes with α < 0.01, 29
with α < 0.005, and 26 with α < 0.001.

For the gender feature at the playlist level, the number of features correlated is 37 considering
α < 0.01, 36 with α < 0.005, and 31 α < 0.001.
For occupation, the target feature resulted correlated with 39 attributes with α < 0.01, 37

with α < 0.005, and 36 with α < 0.001.
For livewith, the target feature resulted correlated with 12 attributes with α < 0.01, 12 with

α < 0.005, and 7 with α < 0.001.
For country, the target feature resulted correlated with 40 attributes with α < 0.01, 38 with

α < 0.005, and 34 with α < 0.001.
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7
Predictions

Besides finding the existence of correlations between our datasets and targeted private features,
we also intended to perform a simple test to illustrate that a correlation-based technique can be
effective in inferring private data in a musical streaming service.

The main purpose is not to build a robust model with excellent performance, but simply to
demonstrate that performing feature selection using the correlation metric may help to have
better performance than a dummy predictor since this is enough to show that the attributes we
collected are actually relevant to infer user’s private data.

We conducted test on the 11 target features described in Section 5.2.3 at playlist levels and at
song level, using the Pythonprogramming language. The employedmetrics and techniques are
described in Section7.1 and all of the randomstates of the casewerefixed for the reproducibility
of the results.

7.1 PredictiveModels

For the experiments we computed the results using four different machine learning models:

• Logistic Regression, due to the fact that is a fairly simple approach that classifies binary
data and also presents an extension for the multiclass case;

• RidgedClassifier, which analyzes linear discriminantmodels in order to discover if there
is a linear relationship between the attribute and the modeled feature.
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• Support Vector Machine, which analyzes if is it possible to find a linear or no linear
hyperplane in an N-dimensional space that distinctly classifies the data points. In our
experiment, we used non-linear kern rbf.

• Decision Trees Classifier, because they facilitate interpretability, allowing and easier ex-
planation of the connection of attributes with themodeled feature, which is in line with
the concept or correlation itself;

• Random Forest Classifier, to test something more complex with respect to single deci-
sion trees, since this is an ensemble of them yet maintaining interpretability.

All of these models were implemented using the correspondentmethods of the scikit-learn1.

7.1.1 Cross Validation

For each model, grid search and cross-validation were applied in order to optimize the hyper-
parameters and obtain more stable results. The main idea is the following: first, shuffle the
dataset and split into k number of subsamples and in the first iteration, the first subset is used
as the test data while all the other subsets are considered as the training data. Train the model
with the training data and evaluate it using the test subset. In the next iteration, select a dif-
ferent subset as the test data set and re-train the model with the training data and test it using
the new test data set and keep the evaluation score again. Continue iterating the above k times.
Each data subsamples will be used in each iteration until all data is considered. In the end, we
will end up with a k number of evaluation scores and the total error rate is the average of all
these individual evaluation scores. In both cases, at playlist level and at the song level, the cross-
validation technique employed with K-Fold with K=8, meaning that data was divided into 8
chunks maintaining the percentage of samples for each class as in the whole set.

7.1.2 ScoreMetric

Since theF1-score considers thedistributionofdata rather than accuracy, itwasused tomeasure
the model’s performance.

It is strictly correlated with the concepts of precision and recall, which further differentiate
correct and misclassified prediction of samples on the base of their actual values. To better
explain, let’s consider a binary classification problems with two classes: 0 (negative) and 1 (pos-
itive); then we can define the notions of:

1https://scikit-learn.org/stable/
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• TruePositives (TP) as number of samples belonging to thepositive class that are correctly
classified, i.e, number of 1’s predicted as 1;

• True Negatives (TN) as number of samples belonging to the negative class that are cor-
rectly classified, i.e. number of 0’s predicted as 0;

• False Positives (FP) as number of samples belonging to the negative class that aremisclas-
sified, i.e., number of 0’s predicted as 1;

• False Negatives (FN) as number of samples belonging to the positive class that are mis-
classified, i.e., number of 1’s predicted as 0;

A visual representation of such definitions is reported in Figure 7.1, in order to provide a
clean explanation.

Figure 7.1: Visual representation of True Positives (TP), True Negatives (TN), False Positives (FP) and False Negatives (FN)
in a binary classification problem

Now that we have introduced such necessary concepts, we can provide formula descriptions
of precision, recall, and F1-score in Equations 7.1, 7.2, and 7.3 respectively.

precision =
TP

TP+ FP
(7.1)

recall =
TP

TP+ FN
(7.2)

F1-score =
2 · precision · recall
precision+ recall

(7.3)

This formulation can also be applied to the multiclass case by calculating a score for each
class, accounting it as positive if belong to it, and evaluating all other classes as negative. Since
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this brings to a number of F1-scores equal to the number of classes, in order to obtain ameasure
for the overall performance, one should average such values. Modulemetrics of scikit-learn pro-
videmultiple possible options for the average computation of F1-scores, in the specific we used
the macro one, which computes the metric for each label and then provides their unweighted
mean.

7.1.3 Feature Selection andOversampling

Feature selection was performed by trying three different methods, that are:

1. Our correlation extraction procedure, illustrated for the inspection of target features in
Chapter 6, together with thresholds in order to keep only the significantly correlated
attributes with highest indices;

2. SelectKBest univariate technique from scikit-learn, which determines the k features to
select according to a score function.

3. A combination of the two, followed by an elimination procedure to drop eventual du-
plicate attributes selected by both techniques. In our experiment, we chose k=15.

To resolve the problem of highly unbalanced classes, particularly relevant for some features
individuated in Section 5.4, we also applied a combination of data over-sampling for fair learn-
ing. In particular, we used SMOTE classes from the imbalanced-learn2library
The main idea is based on over-sampling data through SMOTE, which is the technique re-

sponsible for generating synthetic samples, and then cleaning the noisy space resulting from
such creation using a heuristic, which influences the criteria to choose which samples to elimi-
nate. All training set’s featureswere appropriately encoded, scaled, andprovided as input to the
imbalanced-learn pipeline, comprehensive of feature selection, oversampling (when needed)
and model-defining steps.

7.1.4 Train, Validation,Test set

We considered prediction results from two points of view building two datasets, one using all
features collected in 5.2and the other using the best features from 7.1.4. In both cases, we
divided the dataset into three portions: 70% as a train set used to train themodel, 10% as valida-
tion set, used to tuningmodel hyperparameters, and20%as test set, used toprovide anunbiased

2https://imbalanced-learn.org/stable/
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Table 7.1: Playlist level results. For each target features are reported best limiter and type of features used for stratified
dummy, svm, logistic regression, decision tree, ridge, and random forest classifiers. Best achieved performance are high‐
lighted

Target feature best limiter features used dummy svm LR DT RI RF
Age 8 all features 28.2% 38.3% 39.9% 41.8% 38.8% 43,5%
Economic 12 all features 29.3% 36.3% 35.4% 30.5% 35.5% 32.3%
Gender 4 best features 47.6% 59.9% 68,1% 61,1% 68,2% 71,7%
Occupation 6 best features 30.77% 40.3% 32.2% 34.1% 31.9% 33.0%
Country 6 all features 17.7% 25.4% 26.4% 21.0% 23.4% 30.4%
Sport 6 best features 45.4% 54.7% 46.2% 49.3% 45.5% 46.8%
Smoke 6 best features 45.1% 52.0% 55.2% 55.7% 52.2% 60.2%
Drink 4 best features 53.0% 54.9% 59.3% 54.8% 59.8% 62.8%
Marital 8 all features 27.4% 36.3% 41.0% 41.7% 40.3% 45.1%
Livewith 8 all features 43.4% 51.9% 49.8% 48.3% 49.7% 54.5%
Agreeableness 8 best features 28.5% 31.1% 32.9% 30.7% 33.2% 34.7%
Conscientiousness 6 best features 33.4% 37.3% 35.9% 33.5% 33.6% 37.9%
Extroversion 8 best features 30.4% 30.5% 35.9% 35.3% 35.4% 37.8%
Neuroticism 10 best features 32.1% 34.0% 41.1% 35.2% 40.4% 41.0%
Openness 10 best features 30.9% 35.9% 32.4% 33.7% 32.6% 36.5%

evaluation of a finalmodel. Wemade a division also for users,more precisely if a user alongwith
his playlists or songs were used in train phase, then the they never appears in validation phase or
test phase and vicersa, otherwise it will become recognition problem. In order to prevent the
problem of too many playlists/songs belonging to a single user, we decided to place a limiting
parameter. We aim to balance people who have lots of playlists with those who have few, so
as to avoid bias. We decided on the value of the limiter based on the median of the number
of playlists/songs of individual users. At the playlist level, we considered prediction results in
relation tomultiple values for the limiter and at the song level, we took into consideration only
the median as values of the limiter.

7.2 Playlist Level Results

In order to provide a comparison term for our results we also computed the performance of
dummies classifiers3. In our case we considered stratified ones.

In Table 7.1 we reported the outcome of our experiments at playlist level. For each target
feature are indicatedmean of all the testedmodels, together with those of the stratified dummy.

3https://scikit-learn.org/stable/modules/generated/sklearn.dummy.DummyClassifier.
html
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As can be clearly seen by Table 7.1, at playlist level, Our approach was relatively successful,
with an increase in accuracy of about 10% compared to a dummy model in most cases. In
contrast, for the personality feature, the mean scores are similar to those of the best dummy
classifier in majority of case, and the increase is not particularly significant.

7.3 Song Level Results

In Table 7.2 are depicted the results obtained at song level. For each target feature are re-
ported mean F1-score and standard deviations of grid search results for models illustrated in
Section 7.1. For comparison reasons, the dummy classifier with stratified strategy is also shown,
since it performed better than the other two considered dummies. As opposed to the playlist
level, we computed results using limiter = 250 and the best features described in 2

Table 7.2: song level results. Each target feature is reported by mean F1‐score and standard deviations for stratified
dummy, SVM, logistic regression, decision tree, ridge, and random forest classifiers. Best achieved performances are high‐
lighted

dummy stratified svm logistic regression decision tree ridge classifier random foresttarget feature mean std dev mean std dev mean std dev mean std dev mean std dev mean std dev
age 26.90% 0.0028 35.78% 0.039 32.12% 0.0096 37.16% 0.0097 31.55% 0.010 37.72% 0.007

gender 48.36% 0.0086 57.61% 0.0309 63.51% 0.0195 62.61% 0.0244 62.99% 0.0180 63.88% 0.02130
economic 31.83% 0.0055 30.67% 0.0124 31.78% 0.018 33.57% 0.0097 31.66% 0.0183 33.86% 0.0107
occupation 28.47% 0.0052 32.17% 0.0259 34.48% 0.019 32.86% 0.0117 38.04% 0.0180 33.86% 0.0107
marital 28.47% 0.0068 32.14% 0.0110 33.14% 0.011 33.00% 0.007 31.87% 0.0138 33.39% 0.0107
sport 47.78% 0.0101 45.86% 0.0570 52.09% 0.012 48.99% 0.236 50.31% 0.0134 51.49% 0.0145
smoke 45.11% 0.0141 50.23% 0.2722 53.52% 0.015 51.91% 0.009 50.53% 0.0196 52.47% 0.0233
drink 49.69% 0.0032 50.42% 0.2561 53.42% 0.012 51.47% 0.030 53.28% 0.0146 53.39% 0.0222
country 21.30% 0.0052 25.02% 0.0052 23.74% 0.0052 22.42% 0.0198 23.17% 0.002 25.44% 0.002
livewith 41.95% 0.007 45.02% 0.037 48.02% 0.0126 47.30% 0.0168 43.39% 0.009 48.50% 0.005

agreeableness 29.91% 0.135 30.23% 0.014 32.77% 0.027 33.50% 0.0038 31.99% 0.247 33.74% 0.010
extroversion 31.97% 0.003 29.51% 0.008 36.22% 0.010 32.12% 0.0277 34.86% 0.009 35.18% 0.012
consciousness 30.27% 0.009 31.70% 0.023 34.90% 0.010 33.77% 0.0147 33.63% 0.022 34.77% 0.0055
neuroticism 32.77% 0.002 30.82% 0.018 35.75% 0.014 35.37% 0.006 35.58% 0.0153 36.93% 0.0184
openness 29.35% 0.002 29.69% 0.024 31.89% 0.006 35.14% 0.0317 31.67% 0.0086 35.86% 0.0206

Similar towhat happened at the playlist level, ourmodels performed in general slightly better
than dummy classifiers, in particular for features such as gender, age, drink, and smoke, each
of which will be discussed in more detail in the following sections. For the other targets, our
approach wasn’t successful at all, particularly for personality and economics, the highest scores
between our models and dummy classifier are rather similar.
In general, the playlist approach is better than the song approach, since playlists describe in

more detail the character of a person or group of people since the playlist includes more songs
organized according to user preference. However, evenwith only a single song, we can also find
some information about the group listening to the such song.
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7.3.1 Gender

By employing random forest (RF) and using a feature selection strategy, we reached an F1-score
of 71.7%, against the 47.60% obtained by the best dummy at playlist level and 63.88%, against
the 48.36% obtained by the best dummy at song level. Note that, in particular in the song level,
the standard deviation is very small, being around 2 − 3%, meaning that models’ behaviour
is pretty stable. We would like to point out that we report the best result between using all
features and the best feature. The number of best-employed features is 15 and other features
found are still useful in most of the cases since after comparison, in the majority of cases, the
results obtained between approaches between using all features and best features do not differ
by so many(around 3-4%)

7.3.2 Smoke andDrink

Random forest turned out to be the model with better performance when predicting smoke
and drink reaching an average score respectively of 60.20% and 62.80% at playlist level; and
53.52% and 53.42% presenting 0.015 and 0.012 as standard deviations by logistic regression
model at song level. It is worthmentioning that both cases used the best features as input, more
precisely, 15 features were derived using the SelectKbest technique presented at 2, in addition,
we include top-correlated features based on Spearman indices.

7.3.3 Age

Although the model for the target Age does not achieve high accuracy, it still deserves mention
because the difference between the best model and the dummy one is very noticeable.

Themodel that reached the best performance for the age target feature is the random forest,
having amean F1-score of 43.50%, against the 28.20% obtained by the best dummy at playlist
level and 37.72%, against the 26.90% obtained by the best dummy at song level.

In spite of the fact that we used Smote, the samples may not always be of high quality. From
whatwe see in the strong Spearman correlations between age and some features, we believe that
having the original balanced dataset would certainly increase these results, however, due to the
age composition of the survey respondents, it is very challenging to get responses from more
elderly respondents.
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8
Discussion

According to our findings, this attack could pose a significant threat to user privacy worldwide.
We have conducted our experiments on Spotify, but we now discuss the applicability to other
streaming services andprovidemore reasons about our assumptions, possible countermeasures,
and limitation of our work.

8.1 Applicability to OtherMusic streaming service

To conduct our attack, we need access to public data, which is provided mainly by the stream-
ing service itself. Therefore, this is the first requirement to be able to apply such offensive to
other platforms. As reported in Table 3.1, we can perform our attack on all the analyzedmusic
streaming services present in it. The second requirement is to assure to find music preference
features that correlate with private information. Among the attributes we used, we found that
themusic genre, favorite artists, and a customname for eachplaylistwere useful for the purpose.
These kinds of features are rather general and can be easily found in other music streaming ser-
vices as well. Furthermore, most platforms provide payment options to unlock additional ser-
vices, such as premium services or unlimited skips for advertisements, etc, and obviously, these
kinds of features can be commonly found in reality and are very useful for prediction. To con-
clude, although we haven’t directly demonstrated the attack’s applicability on other platforms
if these conditions can be met, it seems likely the attack will succeed.
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8.2 Reasoning on Assumptions

In our attack, we assumed two key factors:

1. The possibility offered by Streaming music services for the data collection in order to
pursue the attack;

2. The platform is trusted ;

Regarding 1) A malicious attacker could collect public information from streaming music
services, and ideally, this should not be difficult byusingAPI services, and obviously, thiswould
not take much longer to complete.

Concerning 2) The platform must be trusted otherwise, the streaming music service com-
pany could be the attacker of our scenario. It is known that companies use user info to suggest
new genres of music every day. Nothing prohibits them to do similar profiling to the one we
proposed. Moreover, at registration time, the streaming service companies often ask for infor-
mation such as the birth date and gender. Even if they are optional fields, there are certainly
people giving these informations. In this way, people logging in through it would be found on
Social Networks and their data would serve as the ground truth.

8.3 Possible Countermeasures

A first and intuitive countermeasure would involve the music streaming service company pro-
ducer by setting the users’ profiles private by default.

As a second countermeasure, the music platform could allow its users to regulate their ac-
counts’ visibility. For example in Spotify, the default option could be that users can only see
the playlists and favorite artists with friends and not with all people.

8.4 Limitations

Wewill nowdescribe andquickly address the limitswe foundwhile developing this thesis. First,
we have to address a problem connected with data collection: the adequacy of the gathered
sample to represent the whole population.

We were able to acquire sufficient information on 750 people by adhering to proper survey
procedures in order to exclude inaccurate data and keep our sample as less biased as possible. By
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examining the distribution of target characteristics in our dataset, it appears that some classes
are significantly imbalanced. (as declared in Section 5.4).
Furthermore, the number of considered users is still relatively small, especially for a such

high number of users (422M monthly, as reported in 3.1.4), thus one of our limitations is
the size of the sample we deployed. Besides that, we need to acknowledge that data gathering
was conducted only through a survey, which required the consensus of users, who also are the
very object of the attack. Notice that we had to utilize the survey method for ethical reasons
linked to the private data treatment of users, however, a malicious attacker could also resort
to social media harvesting. Following that, additional important limitations are related to the
feature selection strategy for machine learning classifiers, for example, univariate methods, like
SelectKBest, were considered in this research, ignoring possible interactions between covariates
which are likely to be relevant instead. Another limitation of this work consists on the poor
results in terms of predictive performance for the majority of target features, especially at the
song level. When commenting on this aspect, one must bear in mind that this is a relatively
unexplored field, so a lack of literature negatively impacts the quantity of aspects to investigate
and the number of tests to conduct.

Due to the lack of prior knowledge on the issue, the repercussions of this final disadvantage
were especially substantial when training machine learning classifiers and tuning parameters
for model and feature selection, making such processes exceedingly time-consuming.
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9
Conclusions

In conclusion, we proposed a machine learning-based attack in order to infer users’ private
information starting from the data they generate when listening tomusic on streaming services.

We used Spotify as a case study to demonstrate the applicability of the attribute inference
attack using music data, but under general conditions, we can use any music streaming service
that shows publicly users’ music tastes. In light of the fact that music is part of us, and it rep-
resents what we really are behind masks, if this information is misused, we risk being seen as
transparent and being a target for attackers whowant to profit by selling our private data to ad-
vertisers [28] or even in the worse case, for minors to be tracked as victims of malicious activity
like cyberbullying [6] and cyberharassment.

In short, the attack is divided into two stages: the first involves gathering ground truth in
order to properly train a classifier, and the second involves employing such a model to derive
users’ personal data. we collected private data through a survey with good methodology prac-
tices and then proceeded to elaborate on such information together. Thereafter, we created
two datasets containing users’ personal features: one with attributes based on the playlists and
the other one based on songs. We then used statistical measures to compute the correlation
between music data and the set of survey-collected target attributes, and we examined the re-
sults in terms of significance based on the reported p-values. Therefore, we continued with the
predictive part, and while some of the obtained results were not very high in comparison to
those normally achieved through machine learning nowadays, we are confident in stating that
this is normal, given that the research topic is still unexplored and has rather limited literature.
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Fortunately, we were able to create models that outperformed dummy classifiers for all of the
investigated targets. For some of them, the improvement is not relevant, which is most likely
due to the constraints of our study, as we described in 8.4 Future research in this area should
attempt to overcome these shortcomings and improve themachine learning part. Furthermore,
we may evaluate and profile people based on the results of their playlists and songs. Finally, we
can state that exploiting correlations provided by music data is a method worth investigating
when it comes to inferring private features, and hopefully, this workwill serve as a good ground
for motivating future studies in this area.
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A
Spotify Survey

Herewe attach the surveyused in our research study. Itwas divided into three sections: General
Information, Spotify usage Information, and Personality Questions.
General Information This section was used to ask for general information, as well as some

private data that, in our opinion, could be inferred through music preference information.
Spotify usage Information In this section we asked for information about the Spotify user
experience. We used some of the answers in this section to evaluate the users’ attention and
coherence.
Personality QuestionsTen short personality questions were asked in this section. We used

the test studied in [29] in the English version. We asked such questions because we think that
personality and music preference are strongly related.

In figure A.1, we report the welcome page of our survey with instructions, and then in the
following, we report all the questions.
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Figure A.1: Spotify survey

General Information Questions

1. What is your Spotify profile link?

2. What is your Gender?

• Female
• Male

3. What is your Age?

4. What is your country?

5. What is your Marital Status?

• Single
• In a relationship/Engaged
• Married
• Divorced
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• Widowed

6. Who do you live with?

• I live alone
• I live with others

7. What is your Occupational Status?

• I am a student
• I have a job
• I am a working student
• I am currently unemployed

8. Do you play any sports/do physical activity?

• Yes, at amateur level
• Yes, at competitive level
• Sometimes

9. How do you consider your Economic Status?

• 1 (low)
• 2
• 3
• 4
• 5 (high)

10. Do you smoke ?

• Yes (almost every day)
• Sometimes (few cigarettes per week)
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• In rare occasion
• No

11. Do you drink alcohol?

• Very often (5+ times per week)
• Sometimes (3-4 times per week)
• Rarely (1-2 times per week)
• No

Spotify Usage Questions

1. Howmany hours per day do you spend on Spotify?

• Less than 1 hour
• 2-3 hours
• 4-5 hours
• More than 6 hours

2. How long have you been using Spotify?

• Less than 1 year
• 2-4 years
• More than 5 years

3. Given the image BELOW, which of the following songs is preferred by Barack Obama?

• Without Me - Eminem
• Freedom - Jon Batiste
• My heart will go on - Céline Dion
• Oskar Schuster - Les Sablons
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4. Given the image BELOW, which one is best period to play such playlist?

• Halloween
• Christmas
• Easter
• Valentine’s day

57



5. What are your favorite music genres? (one or more options)

• Pop
• Hip-hop and Rap
• Rock
• Dance and Electronic music
• Latin music
• Indie and Alternative Rock
• Classical music
• K-Pop
• Country
• Metal
• Other

Personality Questions

1. I see myself as someone who...... is reserved:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

2. I see myself as someone who...... is generally trusting:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

58



3. I see myself as someone who...... tends to be lazy:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

4. I see myself as someone who..... is relaxed, handles stress well:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

5. I see myself as someone who..... has few artistic interests:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

6. I see myself as someone who..... is outgoing, sociable:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)
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7. I see myself as someone who..... tends to find fault with others:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

8. I see myself as someone who..... does a thorough job:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

9. I see myself as someone who..... gets nervous easily: *

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)

10. I see myself as someone who..... has an active imagination:

• 1 (Disagree strongly)
• 2
• 3
• 4
• 5 (Agree Strongly)
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B
Spotify Api

In this appendix, we give more details about how we retrieved playlist and song information
from Spotify and we briefly show some Python scripts used in our research study. For the
complete guide, please refer to the official Spotify API page[30].

B.1 Authentication

All requests to Spotify API require authentication. This is achieved by sending a valid OAuth
access token in the request header, or by using a temporary client_id and client_secret via an
auth_manager. In B.1, we demonstrate how to set up an authentication manager in Python.

Listing B.1: Python example:auth_manager object

impo r t s y s
impo r t s p o t i p y
from s p o t i p y . o au th2 impo r t S p o t i f y C l i e n t C r e d e n t i a l s

sp= s p o t i p y . S p o t i f y ( au th_manag e r = S p o t i f y C l i e n t C r e d e n t i a l s
( c l i e n t _ i d =”8 b f396be841a44c4974cb84bed8b6db f ” ,
c l i e n t _ s e c r e t =” c f 6 9 0094 f 7 f 8 4bd f 8 1404959 e 4175276 ” )
)
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To obtain Spotify credentials, all we need is a Spotify Developer account, which is free. Once
connected to your Spotify account, we can access our credentials from the dashboard.

B.2 Public playlist and song

Tracks, playlists, and users are identified by a base-62 identifier found at the end of their Spotify
URI. In general, Spotify ID does not clearly identify the type of resource. In figures B.1, B.2
and B.3, we report respectively the URI of the Spotify playlist, track, and user whose Spotify
ID appears at the end of the URI.

Figure B.1: Overview of Spotify playlist ID in URI .

Figure B.2: Overview of Spotify Song ID in URI .

Figure B.3: Overview of Spotify User ID in URI .

Once we have the Spotify Id of some user u, we can use the method in B.2 to retrieve all
playlists IDs of u and then use the method in B.3 to retrieve all songs IDs.
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Listing B.2: Python example: userpubliclist

de f u s e r _ p u b l i c _ l i s t ( u s e r _ i n ) :
# g i v e n a u s e r , r e t u r n a l l i d p l a y l i s t s o f s u c h u s e r

u s e r = u s e r _ i n
i f l e n ( s y s . a r g v ) > 1 :

u s e r = s y s . a r g v [ 1 ]
p l a y l i s t s = sp . u s e r _ p l a y l i s t s ( u s e r )
l s _ p l = [ ]
whi l e p l a y l i s t s :

f o r i , p l a y l i s t in enumerate ( p l a y l i s t s [ ’ i t em s ’ ] ) :
campi= p l a y l i s t [ ’ u r i ’ ] . s p l i t ( ” : ” )
l s _ p l . append ( campi [ 2 ] )

i f p l a y l i s t s [ ’ n e x t ’ ] :
p l a y l i s t s = sp . next ( p l a y l i s t s )

e l s e :
p l a y l i s t s = None

r e t u rn l s _ p l

Listing B.3: Python example: user_public_song

de f g e t _ s o n g _ f r om _ p l a y l i s t ( p l _ i d ) :
# g i v e n a p l a y l i s t ,
r e t u rn a l l s o n g s b e l o n g i n g to such p l a y l i s t

o f f s e t = 0
whi l e True :

r e s p o n s e = sp . p l a y l i s t _ i t e m s (
p l _ i d , o f f s e t = o f f s e t ,
f i e l d s = ’ i t em s . t r a c k . id , t o t a l ’ ,
a d d i t i o n a l _ t y p e s =[ ’ t r a c k ’ ]

)
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i f l e n ( r e s p o n s e [ ’ i t em s ’ ] ) == 0 :
break

p r i n t ( r e s p o n s e [ ’ i t em s ’ ] )
o f f s e t = o f f s e t + l e n ( r e s p o n s e [ ’ i t em s ’ ] )
p r i n t ( o f f s e t , ” / ” , r e s p o n s e [ ’ t o t a l ’ ] )

In general, Spotify API responses include a JSONobject. Startingwith playlists or song IDs,
we can save all information regarding them in JSON format by using the method B.4.

Listing B.4: Python example: JSON_format_save

de f g e t _ J s o n F o r m a t _ p l a y l i s t ( p l ) :
import j s o n
r i s = sp . p l a y l i s t ( p l _ i d )
s a v e ( j s o n . dumps ( r i s , i n d e n t =4 ) , s t r ( p l _ i d ) )

de f s a v e ( s , n am e f i l e ) :
s = s t r ( s )
t e x t _ f i l e = open ( pa th , ”w” , e n c od i n g =” u t f −8” )
n = t e x t _ f i l e . w r i t e ( s )
t e x t _ f i l e . c l o s e ( )
p r i n t ( ” s a v e d ” )

Finally, once get the JSON file, we can extract features regarding the playlist or song using
all the information inside it.
In general, whenwe download the JSONfile of a playlist, it also contains the JSONcontents

of all the songs that belong to theplaylist. This information canbe found in the item subsection
of the section tracks in the playlist JSON. In the B.5, we report an example of a playlist JSON
file
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Listing B.5: Json example: Playlist Json file

1 {
2 "collaborative": true,
3 "description": "string",
4 "external_urls": {
5 "spotify": "string"
6 },
7 "followers": {
8 "href": "string",
9 "total": 0
10 },
11 "href": "string",
12 "id": "string",
13 "images": [
14 {
15 "url": "https://i.scdn.co/image/ab67616d00001e02ff9ca10b55ce82ae

553c8228\n",
16 "height": 300,
17 "width": 300
18 }
19 ],
20 "name": "string",
21 "owner": {
22 "external_urls": {
23 "spotify": "string"
24 },
25 "followers": {
26 "href": "string",
27 "total": 0
28 },
29 "href": "string",
30 "id": "string",
31 "type": "user",
32 "uri": "string",
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33 "display_name": "string"
34 },
35 "public": true,
36 "snapshot_id": "string",
37 "tracks": {
38 "href": "https://api.spotify.com/v1/me/shows?offset=0&limit=20\n",
39 "items": [
40 {}
41 ],
42 "limit": 20,
43 "next": "https://api.spotify.com/v1/me/shows?offset=1&limit=1",
44 "offset": 0,
45 "previous": "https://api.spotify.com/v1/me/shows?offset=1&limit=1"

,
46 "total": 4
47 },
48 "type": "string",
49 "uri": "string"
50 }
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