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Abstract

This thesis focuses on the implementation of Data Mining and Machine Learning tech-
niques for predicting the best position of footballers in the pitch.
The dataset used to this aim has been created starting from the characteristics about profes-
sionals football players available from FIFA22 videogame data.
Since the position held by footballers in the pitch has different levels, classification instru-
ments have been used for data analysis and predictions. Data Mining techniques, including
Multinomial Logistic Regression, Discriminant Analysis, and regularization methods, such
as Ridge Regression and Lasso, have been adopted for the aim of discovering relationships
between the predictors. Machine Learning techniques usedmainly for predictions purposes
include Decision Tree, Random Forest, k-Nearest Neighbour, Naive Bayes, and Support
Vector Machine. In addition to that, the reduction of the response variable classes is con-
sidered to check possible improvements on the best Data Mining and Machine Learning
techniques found. A comparison between the methods in terms of performance, accuracy
of the results and computational cost concludes the analysis.
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1
Introduction

This chapter explains the general problem that the thesis intends to address, and relates it
to the existing literature. Furthermore, all the programming languages and tools used to
conduct the thesis work and a brief summary of the thesis structure will be mentioned.

1.1 The problem
Football is one of the most watched sports in the world, where television broadcast share
reaches its highest peaks during the Champions League and the World Cup. The business
around football is ever increasing as well as the interest of the scientific world in Football
Analytics. More in detail, Football Analytics is a discipline which aims to collect and analyze
data about matches (see Football Analytics). This discipline has grown with the advent of
big data and it has given rise tomore sophisticated systems for the reading ofmatch statistics,
going into detail also in the performances of the players.
For what concerns the football game, two teams face off in a grass pitch where each team is
composed by eleven players, one defending its goal (the goalkeeper) and ten outfield players
with different roles on the pitch. The target of each team is to score at least one more goal
than the opponent team, in order to win the match. Each team is headed by a coach (a.k.a.
manager), themainfigure responsible for decidingwhichplayers to line up and their position
on the pitch. Apart from the goalkeeper, the decision of the position of a player is quite
tricky. Indeed, the coach tries to place a player according to what he has watched during
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the training sessions, trusting on his eyes, or basing his decision on the positions the player
has held in his career. Sometimes, subjective feelings of the coach before a match can guide
the decision of the position. If the coach is not open-minded, his viewpoint can be biased,
ignoring other important characteristics of a player that the human eye may not perceive.
Nowadays, the modus operandi in the clubs of the best football leagues is changing. The
coach is supported in all his choices by the technical staff, which is also composed by match
analysts and scouts. The professionals involved in match analysis and scouting roles work
with a huge amount of data, to be properly interpreted. In particular, the match analyst
tries to understand the tactical situation during the training sessions and matches, creating
a summary for each player of the team. This type of analysis is conducted with proprietary
data which cannot be accessed by the external environment, unless paid.
Given the interest to support the new technologies available to coaches and their technical
staff, this thesis focuses on predicting the best position of a footballer in the pitch analyz-
ing technical, mental and physical indicators of each player. The data used in the thesis are
the data available for free from FIFA[G]22 videogame. The goalkeeper position will not be
considered, because prediction is focused on the outfield players that are involved in the dy-
namics of the football match. Moreover, a goalkeeper owns specific attributes and he cannot
be judged outside the penalty area, even though there could be very rare exceptions like the
Brazilian former-goalkeeperRogérioCeniwho scored 131 goals in his football career because
of specialist of free kicks and penalties (seeRogério Ceni). Anyway, it represents an exception.
The purpose of this thesis is not to replace the human eye, but rather to offer an objective
support to the decision-making process regarding the position of a footballer in a football
match in order to provide a data-driven perspective.

1.2 Related works

At time of writing, not much specific research has been done to predict the position of a
footballer. Nevertheless, there are some interesting studies conducted on this field.
The thesis takes inspiration from the study in Bosu Babu et al. (2022), which focuses on pre-
dicting one of the fourteen available football player’s position through Machine Learning
techniques as Decision Tree, Random Forest, K-Nearest Neighbour, Naive Bayes and Sup-
portVectorMachine. Everymodel has been trained on a dataset that includes all the FIFA18
videogame footballers. Each footballer is associated to the standard 29player’s attributes and,
to simplify the problem, the original response variable has been transformed into 14 differ-
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ent binary attributes in order to obtain a single-class classification problem. Random Forest
model turns out to be the best algorithm in terms of accuracy; moreover, 0.9 of accuracy is
returned at the prediction stage.
Bazmara and Jafari (2013) use K-Nearest Neighbour classifier to investigate the quality of
the players in order to predict one of the ten available footballers’ positions, goalkeeper ex-
cluded. Data are taken from an experimental group of 150 footballers aged between 18 and
31, inwhich each footballer has physical, mental and technical attributes. Before training the
model, the choice ofKparameter and the distance type has been studied and. On average, the
best model has a K value between 5 and 10 and distance type equal to cosine and correlation.
After training the model, the accuracy obtained in the prediction phase was 0.97.
Bazmara (2014) suggests the implementation of a football player position identification sys-
tem applying fuzzy logic approach, in which the knowledge is represented by if-then rules
withAND logical operator inside the if conditions. There are ten possible players’ positions
to predict, goalkeeper excluded, and anumber of attributeswithin the 24 available properties
is fixed for each player position. After giving in input all the values of the properties for 264
players, an accuracy score is returned for each position and the sum of these scores is equal
to 100. The fuzzy system returns a 91% accuracy value, suggesting that the performance is
satisfactory.
Razali et al. (2017) use Machine Learning techniques as Bayesian Networks, Decision Trees
and K-Nearest Neighbour to predict ten possible player’s positions, goalkeeper excluded.
Data are taken from the Football Player Information System at Bukit Jalil Sports School
(BJSS), in which 100 young players have been rated from 1 to 10 for each physical, mental
and technical attribute. The models have been trained and tested withWEKA[G] (Waikato
Environment for Knowledge Analysis). The average accuracy is 0.98 and the framework
suggest to be promising.
Zixue and Pan (2021) suggest the use of a back-propagation neural network to predict the
best position of a player by distinguishing defender,midfielder and attacker. The data source
isWyscout, a famous football analysis platform which contains video data and specific infor-
mation about the matches. Specific physical and technical characteristics have been selected
after having conducted an analysis of the variance. After that, cross-validation has been ap-
plied for finding the best hyperparameters of the model, and the model has been trained on
the complete dataset. The prediction phase returns good results for defenders and midfield-
ers, but low results for attackers due to unbalanced proportion of observation between the
different positions.
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The above mentioned papers carried out analyses using only Machine Learning techniques.
The thesis intends to exploit previous applications of Machine Learning techniques to the
dataset constructed from the FIFA 22 videogame, but also to extend the analysis including
Data Mining approaches, in order to investigate the relationship between players’ positions
and players’ features more deeply.

1.3 Programming languages and tools

The thesis work has been conducted with a laptop which holds the following specifications:

• OS[G] (Operating System): MicrosoftWindows10Home64-bit, 22H2version (build
OS 19045.2364);

• CPU: Intel(R) Core(TM) i7-1065G7 CPU@ 1.30GHz 1.50GHz;

• RAM: 16.00 GB (15.80 GB usable);

• GPU (integrated): Intel(R) Iris(R) Plus Graphics;

• GPU (dedicated): NVIDIA GeForce GTX 1050 withMax-Q Design.

Unfortunately, the dedicated GPU has never been employed because the programming lan-
guage packages used only allow to work with the supplied CPU.

1.3.1 Programming languages

R (R Core Team, 2022) and Python (Van Rossum and Drake, 2009) are the programming
languages used in this thesis. More in detail,R 4.2.1 version and Python 3.11 64-bit version
have been used. Below there are all the details about these two programming languages.

• R is a simple programming language for statistical computing, datamanipulation and
analysis developed andmaintained by theRCoreTeam and theRFoundation for Sta-
tistical Computing. R includes conditionals, loops and user-defined functions. More-
over, it allows to manage data through arrays and matrices and to easily handle and
store data. Then, it provides a large amount of packages for statistical techniques and
data visualization. Finally, C and C++ programming languages code can be linked to
the R code and executed for advanced tasks. In this thesis, R has been used for the
implementation of the Data Mining techniques. R code is available in Appendix A.
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• Python is a high-level andobject-orientedprogramming languagedeveloped andmain-
tained byPython Software Foundation. Python is an interpreted language, so itworks
in whatever OS in which a Python interpreter is installed. Dynamic typing and dy-
namic binding are important properties that Python holds. It is suitable for the de-
velopment of short programs and all the constructs used in more developed program-
ming languages (as C++ or Java) are available and they can be used in a simpler and
faster way. Its syntax is quite easy and it does not require too much effort to be
learned. Finally, it provides a large amount of libraries, from the mathematical ones
to themost recent Artificial Intelligence libraries. In this thesis, Python has been used
for the dataset creation and the implementation of theMachine Learning techniques.
Python code is available in Appendix B.

1.3.2 Tools

RStudio and Visual Studio Code are the tools used in this thesis. More in detail, RStudio
2022.12.0 Build 353 version and Visual Studio Code 1.74.1 version have been used. Below
there are all the details about these two tools.

• RStudio is a free and open-source IDE[G] (Integrated Development Environment)
for R programming language. It includes a console and tools for plotting graphs, his-
tory, debugging and workspace management. Moreover, it allows to execute chunks
of code. The RStudio executable is distributed among the most spread OS as Win-
dows, Linux andmacOS.RStudio has beenused for the implementation ofDataMin-
ing techniques.

• Visual Studio Code is a source code editor developed and maintained by Microsoft.
It includes debugging tools, syntax highlighting, automatic code completion, snip-
pets, code refactoring, and embedded Git. Visual Studio Code functionalities can be
extended through the installation of extensions, which allows to add advanced editor
tools and to provide additional support for programming languages. Visual Studio
Code can be used for a wide range of programming languages, Python included. It is
available for the most spread OS asWindows, Linux andmacOS. Visual Studio Code
has been used for the implementation of machine Learning techniques.
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1.4 Personal motivations
My study plan of Master’s degree has been focused on Artificial Intelligence, learning from
a theoretical point of view in-depth analysis of data and how data allow to create intelligent
systems. I was therefore eager to merge my studies with my greatest passion that I have since
I was a child, namely, football. At time of writing, football analytics is under-explored com-
pared to other sports such as basketball or ice hockey, but I sensed that interest in this field
is growing more and more every day. For this reason, I decided to give my little contribute
on predicting the best position that a footballer can take on a football pitch. My wish is that
my dissertation could help the creation of an automatic tool which supports the choices of
the coach and his staff in professional and non-professional clubs.

1.5 Thesis structure
• Chapter §1 is the current chapter.

• Chapter §2 describes the dataset, analyzing in depth every attribute. Theway inwhich
the dataset has been created from scratch is explained at the end of the chapter.

• Chapter §3 focuses on analyzing the attributes of the dataset from a graphical point
of view. From this type of analysis, theoretical relationships between the response
variable and all the attributes of the dataset can be inferred.

• Chapter §4 describes the DataMining techniques, that will be applied for discovering
the most significant relationships, from a theoretical point of view.

• Chapter §5 explains the final results obtained from each Data Mining technique.

• Chapter §6 describes the Machine Learning techniques, that will be applied for mak-
ing predictions, from a theoretical point of view.

• Chapter §7 explains the final results obtained from eachMachine Learning technique.

• Chapter §8 shows the performances about the best algorithms found applying a re-
duction of the response variable classes.

• Chapter §9 gives a final summary about the comparison between the Data Mining
techniques and theMachine Learning techniques. Results are compared considering
the metrics values and the training execution times for each algorithm.
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2
The FIFA dataset

In order to solve the task of predicting the most suitable position for a player in a football
pitch, it is necessary to look for a coherent dataset with the football domain. At the time
of writing, there are plenty of sources which are available on demand through the payment
of a specific fee, as the notorious OPTA andWyscout. Nevertheless, this type of data is not
meaningful for our task because the focus is on the football matches and the statistics related
to them. So, it has been opted for gathering players’ information from the most famous
football video game named FIFA 22. The reasons are the following:

• data are about the characteristics of every player, both from the technical point of view
and from the physical and mental ones;

• data can be obtained for free.

Surfingon theWeb, there are somedataset available about thepast versionofFIFAvideogame.
Anyway, it has been decided to obtain datawith aPython[G] programwhich “scrapes” the last
version of the game at the end of August, in order to have the most up-to-date data possible.
Trivially, it is a matter of fact that skills decrease over the years due to physical deterioration.
Therefore, it would be useless to predict the actual best position for a player using old data,
as it would not be realistic. A good example can be made with one of the greatest footballer
of all time like LionelMessi. Indeed, in the first stage of its career at Barcelona, he was forced
to play on the right wing because the other two forward positions of the 4-3-3 lineup were
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busy, but it was good as positioning because his main feature was dribbling. When the new
coach Pep Guardiola came, Messi exploited as better as possible his talent with the new posi-
tion assigned that was False 9. In the past years on his career (both with Barcelona and Paris
Saint-Germain), hemoved further back in the pitch, with less focus on assuming theCentral
Forward role getting on the end ofmoves in the box, andmore focus on progressive plays and
shooting from deeper positions. This position change depends from two factors: the differ-
ent tactical arrangement of his teammates and the increasing effort in attacking due to age
(seeMessi Evolution). This is why it has been decided to create from scratch an up-to-date
dataset.

2.1 The source of data: SoFIFA.com
All the information about FIFAvideo game football players are freely available from SoFIFA.-
com (https://sofifa.com/), a discussion and stats platform for EA Sports[G]’ video game
series in which all the information about players are gathered every year since 2007. At the
time of writing, all the players of FIFA 22 videogame have been considered, with release date
August 18, 2022.

Figure 2.1: How footballers appear in SoFIFA.com.
Source: https://sofifa.com/

Every web page contains sixty players (the first three player are viewed as in Figure 2.1), in
which every player is provided by personal data and a fixed set of attributes called “Player
Attributes”. More in detail, the latter are the data and information that determine the quality
and the feature of a player’s technical skills, behaviours and performance on the pitch (see
FIFPlay Player Attributes). Every attribute is an integer value which goes from 0 to 99. The
higher the value, the better the quality for a specific attribute.
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Figure 2.2: All the values range to determine the quality of an attribute.
Source: https://www.fifplay.com/encyclopedia/player-attributes/

FIFA has determined a fixed number of values range which allows to understand the type of
quality of a footballer for a specific attribute, as demonstrated in Figure 2.2. The quality of
a player is

• Very Poor if the values range goes from 0 to 39;

• Poor if the values range goes from 40 to 49;

• Fair if the values range goes from 50 to 69;

• Good if the values range goes from 70 to 79;

• Very Good if the values range goes from 80 to 89;

• Excellent if the values range goes from 90 to 99.

At this point, everyone can wonder how the attributes values are assigned to every player.
Well, this work is made by an EA Sports team led by Mr. Michael Müller-Möhring (nick-
named “Triple M”), the Head of Data Collection and Licensing at EA Sports. His task is
to ensure players are given their attributes in the game and appear as lifelike as possible (see
MichaelMuller-Mohring). Mr. Michael Müller-Möhring works with a team of twenty-five
EA Sports Producers and four hundred outside data contributors, even accompanied by a
community of over six-thousands FIFA Data Reviewers (a.k.a. Talent Scouts). The latter
are volunteers who come from all over the world and in their life they are coaches, scouts or
trivially football fans. This community is so important because it is unfeasible for EA Sports’
staff to watch every single player in every single game, so the FIFA Data Reviewers help to
maintain and update the attributes, the ratings and the compositions of a team in game (see
FIFA player ratings). A relevant issue is the subjectivity in assigning value to a specific at-
tribute due to internal biases. How to face the reliability problem of the FIFA dataset? Its
reliability is guaranteed maintaining the attributes values fairly constant; indeed, attributes
values must reflect the current general ability of the player and should not go up and down
when the player has just one good or bad week (see Football Talent Scout). The more dras-
tically the values change, the more likely the values are assigned in a subjective way. So, the
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attributes values are reviewed with attention by the main EA Sports team and only after ver-
ification they decide if to slightly modify the values in the next FIFA update or not.

2.2 List of FIFA players’ personal data
It seems obvious, but before knowing what are the players’ attributes it is important to un-
derline what are the personal data which every player in FIFA owns. These ones are related
to personal data, in a similar way to the information written in an identity card.
The personal data are listed below.

• Name: The name of the player, which is indicated with the initial letter of the name,
followed by a dot plus a space and followed by the entire surname (i.e., AlbertoGobbo
becomes A. Gobbo).

• Age: The age of the player.

• Height: The height of the player measured in centimeters.

• Weight: The weight of the player measured in kilograms.

• Preferred Foot: The foot the player uses more frequently and it can assume two val-
ues, that are Left orRight.

• Best Position: The most suitable position the player would like to play in a football
pitch and it can assume a certain number of values that are indicated in the Section
§ 2.5.

The reported data are only the subset of the basic data available in SoFIFA.com (https://so
fifa.com/) chosen during the process of the dataset creation (Section § 2.6), because not all
personal data are significant to be known. Only Height,Weight and Best Position personal
data will be analyzed in Chapter § 3.

2.3 List of FIFA players’ attributes
Before starting to analyze how the dataset has been created, it is so important to know what
are the FIFA 22 player attributes. Notice there are two different list of attributes:

• one for outfield players (Subsection § 2.3.1);
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• one for the goalkeeper (Subsection § 2.3.2).

All the FIFA 22 attributes are responsible for determining a player’s quality (see FUT Player
Attributes) and they allow to understand strengths and weaknesses. They are in total thirty-
five.

2.3.1 Outfield players’ attributes

The outfield players’ attributes are exactly twenty-nine and they are personal data and infor-
mation which determine a player’s quality and feature on the field. These features concerns
the abilities, the skills and the performance of the player.
The outfield players’ attributes are listed below.

1. Acceleration: The increment of a player’s running speed. It is related with Sprint
Speed attribute and the higher the Acceleration value the shorter the time needed to
reach Sprint Speed.

2. Aggression: The frequency and the aggression level of tackling an opposing player,
even determining the player’s willpower or diligence during amatch. It is related with
Jumping, Strength, Sliding Tackle and Standing Tackle attributes.

3. Agility: How rapid and refined a player is when manages the ball. It is related with
Dribbling attribute.

4. Balance: The ability to stay upright and stable during a physical challenge. It is related
with Dribbling, Acceleration and Sprint Speed attribute.

5. Ball Control: The ability of a player to manage the ball both when he receives it and
when the ball is stuck to his feet. It is related to Dribbling attribute and the higher the
Ball Control value the less likely the player sweep the ball away while he is managing
it.

6. Composure: The state of a player when he starts to feel under pressure, so how lucid
is in frustrating scenarios.

7. Crossing: The accuracy of a player when crosses the ball into the opponent area both
stationary and in motion.

8. Curve: The ability of a player to give a curve effect to the ball both when passing and
when shooting.

9. Defensive Awareness: a.k.a. Marking, the ability to defend and watch over an op-
posing player in such a way as to stop opposing ball possession.
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10. Dribbling: The ability of a player to take the ball and overcome an opponent while
he has the ball control. It is related to Ball Control attribute.

11. Finishing: The ability of a player to score using his feet inside the opponent area. It
has not related with Heading Accuracy and Long Shots attributes.

12. Free Kick Accuracy: The accuracy of a player to score free kicks. It is related with
Curve attribute.

13. HeadingAccuracy: The accuracy of a playerwhen hitting the ball with the head both
for passes and shots.

14. Interceptions: The ability of a player to intercept opponent passes.

15. Jumping: The ability of a player to jump off the ground by hitting the ball with
the head. It is related with Strength, Aggression, Heading Accuracy and Height at-
tributes.

16. Long Passing: The accuracy of a player to perform an aerial long pass to his teammate.
Moreover, the higher the Long Passing score, the faster the ball is.

17. Long Shots: The accuracy of a player to score using his feet outside the opponent
area.

18. Penalties: The accuracy of a player to score the penalty kicks.

19. Positioning: The ability of a player to catch the right position on the pitch during a
game.

20. Reactions: How rapidly a player reacts to what happens in the pitch. It is not related
with Sprint Speed, on the other hand it is related with Dribbling and Sliding Tackle.

21. Short Passing: The accuracy of a player when performs a short non-aerial pass to his
teammate. Moreover, the higher the Short Passing value, the faster the ball is.

22. Shot Power: The power which a player impress when hitting the ball for a shot on
target. Moreover, the higher the Shot Power value, the faster and the more distant the
ball is.

23. Sliding Tackle: The ability of a player to tackle the opponent player using his legs,
taking away the ball to the opponent himself and trying to not commit fouls. It is
related with Standing Tackle attribute.

24. Sprint Speed: The top speed which a player achieves while runs.
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25. Stamina: The ability of a player to hold up physical andmental efforts during a game.
Thehigher the Stamina value, the less likely theplayer is to get injured easily. Moreover,
it determines how rapidly a player recovers for the next match. Finally, it is related
with Sprint Speed attribute; indeed, Stamina determines how long a player can sprint
before slowing down and get tired.

26. Standing Tackle: The ability of a player to tackle the opponent player while standing,
taking away the ball to the opponent himself and trying to not commit fouls. It is
related with Sliding Tackle attribute.

27. Strength: How strong a player is physically. The higher the Strength value, the more
likely a player win a physical challenge.

28. Vision: The awareness of a player about the position of his teammates and opponents
around him. It is related with Long Passing attribute; indeed, the higher the Vision
value, the more likely to execute a right long pass to the teammates.

29. Volleys: The accuracy and the strength of a player while executing a volley shot on
target. It is related with Balance attribute.

Interestingly, the attributes are classified in different ways in the recent version of FIFA video
game. The most common type of classification concerns the division into physical, mental
and technical. The attributes are divided as follows (Table 2.1):

Table 2.1: Attributes divided in physical, mental and technical classes.

Physical Mental Technical
Acceleration Aggression Ball Control

Agility Positioning Crossing
Balance Composure Curve
Jumping Interceptions Defensive Awareness
Reactions Vision Dribbling

Sprint Speed Free Kick Accuracy
Stamina Finishing
Strength Heading Accuracy

Long Passing
Long Shots
Penalties

13



Short Passing
Shot Power
Sliding Tackle
Standing Tackle

Volleys

Another recent type of classification concerns the division of the attributes in six classes
which is very common in FUT[G] (FIFA Ultimate Team), an online game mode that lets a
video gamer to build his dream squad (see FIFA 22Ultimate Team). Each attribute indicates
the player skill level and these attributes are the following (see FIFA 22 Player Attributes):

• DRI, a.k.a. Dribbling, notes ball control, agility and balance;

• DEF, a.k.a. Defence, notes tackling and marking;

• PHY, a.k.a. Physical, notes strength and stamina;

• PAC, a.k.a. Pace, notes the speed and the acceleration of the player;

• PAS, a.k.a. Passing, notes ability to successfully pass the ball with vision;

• SHO, a.k.a. Shooting, determines finishing skill and shot power.

Moreover, the latter attributes are classified as follows (see FIFA 22 Player Attributes):

• the attributesDRI,DEF and PHY are useful to define howwell a player controls the
ball;

• the attributes PAC and PAS are useful to define howwell a player moves up the pitch;

• the attribute SHO is useful to define how well a player scores.

So, the twenty-nine attributes are divided as follows (Table 2.2):

Table 2.2: Attributes divided in DRI, DEF, PHY, PAC, PAS and SHO classes.

DRI DEF PHY PAC PAS SHO

Agility
Intercep-
tions

Jumping
Sprint
Speed

Vision Finishing
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Balance
Heading
Accuracy

Stamina Acceleration Crossing Positioning

Reactions
Defensive
Awareness

Strength
Free Kick
Accuracy

Shot Power

Composure
Standing
Tackle

Aggression
Long
Passing

Long Shots

Ball Control
Sliding
Tackle

Short
Passing

Penalties

Dribbling Curve Volleys

So, we can conclude the twenty-nine attributes are responsible ondefining the values of these
six attributes. The values of the latter are also available from SoFIFA.com (https://sofifa.c
om/), so there is no need to calculate them.
A graphical analysis about the relationship between the attributes of a specific class, in order
to understand what relationship could be useful for predictive models, is available in the
chapter § 3.

2.3.2 Goalkeeper’s attributes

The goalkeeper’s attributes are exactly six available for every player, even though the player
itself plays another role outside. Indeed, if during a football match substitutions are over
and suddenly the goalkeeper gets injured or is sent off, an outfield player will have to fill the
vacant role. So, even if it is not his role, one outfield player will be chosen by the coach in
emergency cases being able to rely on his characteristics as a goalkeeper.
The goalkeeper’s attributes are listed below.

1. Diving: The ability of a goalkeeper tomake a savewhile diving into the air. It is related
with Height attribute.

2. Handling: How capable is the goalkeeper to catch the ball and keep it.

3. Kicking: How accurate and long is a goal kick of a goalkeeper, both with the ball on
the ground and in the air.

4. Positioning: The ability of a goalkeeper to hold the right position both when saving
whatever type of shot and when tries to intercept a cross.
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5. Reflexes: How agile a goalkeeper is when he makes a save. The higher the value, the
faster the goalkeeper reacts to a shot.

6. Speed: The ability of a goalkeeper to close an opponent in one-on-one situations.

2.4 List of FIFA players’ special attributes
The source web page provides other attributes that need to be considered as special because
they could contribute on the players quality improvement. The special attributes are listed
below.

• Weak Foot: The shot power and ball control for the weaker foot of the player than
his preferred foot. It is rated from 1 to 5. The higher the rate, the higher shot power
and ball control have the player. For instance, a weak foot rated as 3 of 5 means it is
slightly above the average in terms of ball controlling and shot power (seeWeak Foot).

• AttackingWork Rate: The rate of a player’s behavior on the pitch in terms of attack-
ing work. It defines the effort of a player to participate in attacks even when he is out
of position (seeWork Rate). It can assume the following values (see FIFA 22 Work
Rates):

– Low, which means a player will not play much further than from outside the
defensive penalty area up to the defensive midfield;

– Medium, whichmeans aplayerwill play fromthemidfield tooutside thepenalty
area;

– High, whichmeans a player will push deep into the attacking third, into the box
and into the corners of the wings.

• Defensive Work Rate: The rate of a player’s behavior on the pitch in terms of defen-
sive work. It defines the effort of a player to participate in defenses evenwhen he is out
of position (seeWork Rate). It can assume the following values (see FIFA 22 Work
Rates):

– Low, which means a player will not drop much further than outside the attack-
ing penalty area up to the attacking midfield;

– Medium, whichmeans a player will play from themidfield to outside the defen-
sive penalty area;
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– High, whichmeans a player will drop deep into the defensive third, into the box,
into the corners of the wings.

• BodyType: Thebody compositionof a player even combinedwith its height. Accord-
ing to the attributes available in SoFIFA.com (https://sofifa.com/), the values avail-
able for this attribute are the following: Lean (170-185), Normal (170-185), Stocky
(170-185), Lean (185+),Normal (185+), Stocky (185+), Lean (170-),Normal (170-),
Stocky (170-) andUnique.

2.5 List of FIFA players’ positions

This section is focused on the specific personal FIFA player attribute named Best Position
which can assume a fixed set of values. This attribute plays the role of response variable
which will be predicted by the previously listed information. As a preliminary step, details
about roles in a football pitch according to FIFA are reported.
During his career, a footballer player could assume more than one position in the football
pitch according to the coach choices, the composition of a team and the player’s skills which
can alter going over with age. Anyway, a player will have always a preference, and so a best
position on the field.
The position of players on the field determines their roles and assignments. In football game,
every team must play with 11 players at the start of the game, so the coach is responsible
to define the lineup and to assign a particular position on the pitch. More in detail, a team
is shaped up of one goalkeeper and ten outfield players who fill various defensive, midfield,
and attacking positions (see Position). The number of players in these positions depends on
the composition of a team. For example, the 3–5–2 lineup is composed by three defend-
ers, five midfielders and two attackers (see Formation). In FIFA 22 video game, there are
sixteen player positions which can be assigned to outfield players based on his abilities and
skills. Even considering the goalkeeper position, the total number of positions to be consid-
ered is seventeen. The football game is dynamic and consequentially player positions can be
dynamically changed, for example, when tactics or composition of a team are changed.
The positions of a football player are shown in Figure 2.3. The list of FIFA 22 positions is
reported below:
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• GK, a.k.a. Goalkeeper, is the player defending his own goal with the main aim to pre-
vent goals from the opposing team. He is the only playerwho can use his handswithin
his penalty area. Moreover, he wears a different colored kit than his teammates and
gloves to protect himself from injury (seeGoalkeeper);

• CB, a.k.a. Centre Back or central defender or centre-half, is a defender positioned in
front of the goal and near his area with themain aim to prevent opposing players from
scoring. He is led to tackle the opponents, intercepting shots and passes, to contest
headers and to mark attackers in order to apply pressing on them and prevent the ball
from being received (see Centre Back);

• RB, a.k.a. Right-back or right full-back, is a defenderwho occupies thewide positions,
in particular the right side of the defensive line. He is preferably right-footed (seeRight
Back);

• LB, a.k.a. Left-back or left full-back, is a defender who occupies the wide positions, in
particular the left side of the defensive line. He is preferably left-footed (seeLeft Back);

• RWB, a.k.a. Right Wing Back, is a wing-back defender who occupies the right side
of the field. He is led to defend and attack with high stamina, together with a good
ability on crossing. He is preferably right-footed (seeRightWing Back);

• LWB, a.k.a. LeftWing Back, is a wing-back defender who occupies the left side of the
field. He is led to defend and attack with high stamina, together with a good ability
on crossing. He is preferably left-footed (see LeftWing Back);

• CDM, a.k.a. Central DefensiveMidfielder, is a central midfielder with defensive roles
with the aim to help his defenders positioning in front of them or marking a spe-
cific opponent player. A good CDMhas high values in Interceptions, Heading Accu-
racy, Defensive Awareness and tackling attributes (see Central Defensive Midfielder).
There are two types of central defensive midfielder, which are:

– Holding midfielder, who is positioned near to his defenders in many game situ-
ations. He is usually physically strong;

– Deep-lying Play-maker, who is a holding midfielder with higher abilities in pass-
ing the ball than tackling, even having a good vision and good capabilities in
maintaining the ball possession;

• CM, a.k.a. CentralMidfielder, is a player positioned between defence and attackwith
the aim to dominate the game in the centre of the pitch. Moreover, he is led to pass the
ball to his attacking midfielders and forwards supporting the attack phase and he can
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try to score with long shots (see Central Midfielder). There are two types of central
midfielder, namely:

– Box-to-box midfielder, who has good skills and capabilities to perform well in
whatever game phase;

– Mezzala, who is a half-winger that covers one of the two central midfielders
positionwhen the composition of a teamprovides twomidfielders in themiddle
of the field. He supports the other central midfielder and the central attacking
midfielder;

• RM, a.k.a. Right Midfielder, is a midfielder who occupies the wide positions, in par-
ticular positioned on the right side and closer to the touchlines of the pitch. He has
the same aim of a midfielder, with the addition of the ability to cross the ball into the
opponent’s penalty area to create scoring chances for his teammates (see Right Mid-
fielder). He is usually right-footed;

• LM, a.k.a. LeftMidfielder, is a midfielder who occupies the wide positions, in partic-
ular positioned on the left side and closer to the touchlines of the pitch. He has the
same aim of a midfielder, with the addition of the ability to cross the ball into the op-
ponent’s penalty area to create scoring chances for his teammates (seeLeftMidfielder).
He is usually left-footed;

• CAM, a.k.a. Central Attacking Midfielder, is an advanced central midfielder, usu-
ally positioned between central midfielders and forwards. He is led for offensive tasks,
with the aim to help his forwards on scoring goals. A good CAM has high values
in Dribbling, Agility, Balance, Ball Control, Positioning, Acceleration, Shooting and
Finishing attributes (see Central AttackingMidfielder). There are three types of cen-
tral attacking midfielder, namely:

– Advanced play-maker, a technical player with capabilities in passing the ball and
Dribbling. Moreover, he has a good vision and he delivers passes to his strikers
putting the opposing defense in difficulty;

– False AttackingMidfielder, who is able to draw opposing players out of position
and to create space for his teammates in attacking phase. Moreover, he is usually
creative and tactically intelligent with good abilities in vision, passing the ball
and technique;

– False 10 or Central Winger, who tries to move out of his position and carry the
ball to help the wingers to get up in the side bands of the pitch. He is usually
good abilities in dribbling, ball control, shooting, vision and speed;

19



• CF, a.k.a. Central Forward, is a forward positioned at the center of the attacking line
with the aim of attacking and scoring goals. He is able to move in a good manner and
usually receives passes to score goals or makes an assist to his teammates. He starts
behind the striker if the latter is present in the composition of a team. He can be of
one type named Target Man, a central forward with the aim to win aerial balls both
for scoring goal and creating goal chances for his teammates (see Centre Forward);

• RF, a.k.a. Right Forward, is an inside forward positioned on the nearest right side to
the opposing team’s area whose his aim is to score goals for his team. A good RF has
high value in Ball Control (seeRight Forward);

• LF, a.k.a. Left Forward, is an inside forward positioned on the nearest left side to the
opposing team’s area whose his aim is to score goals for his team. A good LF has high
value in Ball Control (see Left Forward);

• RW, a.k.a. RightWinger, is an attacking player positioned in a wide position near the
touchlines at the right side of the pitch. He is typically right-footed or two-footed and
his aim is to overcome the opposing full-backs, to cross and to score goals. A goodRW
has high values in Ball Control, Dribbling and Speed (seeRightWinger);

• LW, a.k.a. Left Winger, is an attacking player positioned in a wide position near the
touchlines at the left side of the pitch. He is typically left-footed or two-footed and
his aim is to overcome the opposing full-backs, to cross and to score goals. A goodRW
has high values in Ball Control, Dribbling and Speed (see LeftWinger);

• ST, a.k.a. Striker, is a forward positioned in center of the attacking line with the aim
of attacking and scoring goals. He is similar to a CF player, with the difference a ST
player is able to distance from opposing defenders and to run into space for receiving
balls from his teammates and score. A good ST has high values in Speed, Ball Control
and Dribbling (see Striker).

These positions can be categorized into four different macro-roles which depend on the ge-
ographical position of the player in the composition of a team, namely:

• Goalkeeper, which includes onlyGK position;

• Defender, which includesCB,RB, LB,RWB and LWB positions;

• Midfielder, which includesCDM,CM,RM, LM andCAM positions;

• Forward, which includesCF,RF, LF,RW, LW and ST positions.
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It is important to underline there are no players in SoFIFA.com who haveRF and LF as for-
ward best position. Due to this lack, the number of player’s positions to consider from this
point will be fifteen.

Figure 2.3: All the positions in a FIFA football pitch.
Source: https://www.fifplay.com/encyclopedia/position/
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2.6 Creating the dataset
Now that all the attributes will be encountered are revealed, it is time to understand the pro-
cess which has been applied for creating the dataset. This step is necessary to have up-to-date
information about players and to have a full management of the attributes. Unfortunately,
SoFIFA.com (https://sofifa.com/) does not provide a complete dataset to be downloaded.
So, it is necessary to find a way to extrapolate data from the web site and saving them locally.
This technique takes the name ofWeb Scraping[G], which allows to collect data from the In-
ternet and parsing them into meaningful form (seeWeb Scraping). For this task, a program
has been created which scrapes data from the already mentioned web site. The program has
been written with Python (Van Rossum and Drake, 2009) programming language.
First,BeautifulSoup is the Python library used for extracting data fromweb out ofHTML[G]

andXML[G] files (seeLibrary BeautifulSoup). After that, four different functions have been
created and used in the following order:

1. FirstPageWebScraping(url) allows to extract the data from all the pages of the web
page (except the first one), focusing on saving the players data. Parameter url is passed
to the function, and it identifies theURL[G] of the web page from where it is applied
theWeb Scraping technique;

2. NextPagesWebScraping(url, 60) allows to extract the data from the first page of the
web page, focusing on saving the attributes names and the first sixty players data sixty
at a time. Parameters url and 60 are passed to the function, where the first identifies
the URL of the web page from where it is applied the Web Scraping technique and
the second is the offset used to change web page and directly inserted in the URL as
last parameter;

3. ManipulateAndCleanData() allows to rectify and clean the data obtained after that
FirstPageWebScraping(url) andNextPagesWebScraping(url, 60) functionshave ended
their jobofdata extraction. It returns cleaned_dataset, a cleaneddataset inDataFrame
format which allows to obtain a two-dimensional tabular data structure (see Data
structure DataFrame);

4. GenerateCSVDataset(cleaned_dataset) allows to take in input the cleaned_dataset
returned by ManipulateAndCleanData() function and transform it in CSV[G] for-
mat.

Note that the URL that has been used is quite complicated with respect to the one written
at the start of this chapter. Indeed, all the players’ attributes available from the attributes
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selection option have been added. Due to the excessive length of the URL, below all the at-
tributes selected from COLUMNS SELECTED option are reported: Age, Height, Weight,
Preferred Foot, Best Position,Crossing, Finishing,HeadingAccuracy, Short Passing, Volleys,
Dribbling, FK Accuracy, Long Passing, Ball Control, Acceleration, Sprint Speed, Agility,
Reactions, Balance, Shot Power, Jumping, Stamina, Strength, Long Shots, Aggression, In-
terceptions, Positioning, Vision, Penalties, Composure, Marking, Standing Tackle, Sliding
Tackle, GK Diving, GK Handling, GK Kicking, GK Positioning, GK Reflexes, Weak Foot,
AttackingWork Rate, Defensive Work Rate, Body Type, Pace/Diving, Shooting/Handling,
Passing/Kicking, Dribbling/Reflexes, Defending/Pace and Physical/Positioning.
All the implementation details will be explained below.

2.6.1 FirstPageWebScraping(url) method

The code concerning the current method is shown in Listing § B.1.
Thismethod takes in input theURL (plus its final part “&offset=0”) of the first web page. It
verifies if the response of the requestmadewith thisURL is 200, whichmeans that the server
has replied with success to the client and giving the page to it (row 7 of Listing § B.1). If the
response is negative an error is printed (row 15 of Listing § B.1), otherwise some operations
are applied.
First, the entire HTML page source is caught and it is passed to CatchWebPageTable(page)
(rows 7-8 of Listing § B.1), which is responsible to create a BeautifulSoup navigable object
that allows to select the players’ table only and to return it. In this case, it is mandatory to
analyze the page source and to understand what are the HTML attributes which identifies
the players’ table.
Once the function returns players_table, it is passed to two different functions:

• CatchFeaturesNames(players_table), which is responsible to select all the players’ table
rows with HTML tag th and finally to extract the values from each cell of each row
and saving them in a specific list called features_names_list; in this case, the row in only
one because the attributes name are on the top of the table. The code concerning the
current method is shown in Listing § B.2;

• CatchFeaturesValues(players_table), which is responsible to select all the players’ table
rows with HTML tag tr and finally to extract the values from each HTML tag td of
each row and saving them in a specific list called features_values_list, which is finally
converted in a DataFrame object called results_features_values; in this case, the row
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should be sixty as the number of players showed in every web page. The code concern-
ing the current method is shown in Listing § B.3.

Finally, the time.sleep(500) function is called to suspend momentarily the execution of the
program for five-hundred milliseconds (row 13 of Listing § B.1).

2.6.2 NextPagesWebScraping(url, 60) method

The code concerning the current method is shown in Listing § B.4. This method takes in in-
put the URL (plus its final part “&offset=current_offset”of the next web pages. At the start,
current_offset value is equal to 60, the parameter passed into the function which represents
the initial offset (row 6 of Listing § B.4). It verifies if the response of the request made with
this URL is 200, whichmeans that the server has replied with success to the client and giving
the page to it (row 8 of Listing § B.4). If the response is negative an error is printed (rows
17-20 of Listing § B.4), otherwise some operations are applied for a certain number of times
until the offset is minor or equal of 19980 (the number of players available in FIFA).

First, the entire HTML page source is caught and it is passed to CatchWebPageTable(page),
which is responsible to create a BeautifulSoup navigable object that allows to select the play-
ers’ table only and to return it (rows 9-10 of Listing § B.4). In this case, it is mandatory to
analyze the page source and to understand what are the HTML attributes which identifies
the players’ table.

Once the method returns players_table, it is passed to the CatchFeaturesValues(players_ta-
ble) method (Listing § B.3), which is responsible to select all the players’ table rows with
HTMLtag tr andfinally to extract the values fromeachHTMLtag tdof each rowand saving
them in a specific list called features_values_list, which is finally converted in a DataFrame
object called results_features_values; in this case, the row should be sixty as the number of
players showed in every web page. Notice that CatchFeaturesNames(players_table)method
is not called because attributes names have been caught when the first web page has been
scraped.

Finally, current_offset is updated summing 60 to its current value (row 14 of Listing § B.4)
and the time.sleep(500) function is called to suspend momentarily the execution of the pro-
gram for five-hundred milliseconds (row 15 of Listing § B.4).
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2.6.3 ManipulateAndCleanData() method

The code concerning the current method is shown in Listing § B.5. This method is respon-
sible for manipulating data in order to give to them a meaningful form. Moreover, it is nec-
essary to check the character errors or null values, with the aim to return a dataset named
cleaned_dataset which is as clean as possible.

First, it is necessary to split each row to cells using split()method (row 6 in Listing § B.5). In
this way, every row contains a certain number of values which originally were separated by
commas.

After that, a good practice is to set the dataset columns names with the values contained in
features_names_list (row 4 in Listing § B.5). Additionally to it, some attributes need to be
renamed, both to be aligned with the real names (as written in the Section § 2.3) and to be
without space characters as if they were variables of a programming language (rows 15-46 in
Listing § B.5). Then, some character errors have been noticed in some attribute values. For
instance, Height andWeight values contained respectively the “cm” and “kg” wording, but
for having a quantitative analysis it is better to have only numeric values without combined
without any other character. This problem has been solved using the method replace() and
applying specific regular expressions (rows 54-60 in Listing § B.5). Then, all the white-space
from the beginning and at the end of the attribute values have been removed using the strip()
function (rows 63-64 in Listing § B.5).

Finally, all the rows containing at least one empty cells or with null values have been removed
(row 67-72 in Listing § B.5). This operation is necessary because a dataset needs to be uncor-
rupted to be analyzed; indeed, having missing values in a row corresponds to have an incom-
plete observation.

2.6.4 GenerateCSVDataset(cleaned_dataset) method

The code concerning the current method is shown in Listing § B.6. This method takes in
input cleaned_dataset returned by the method in the Section § 2.6.3.

Only one operation is applied and concerns the DataFrame dataset conversion in a CSV
format with encodingUTF-8[G] (row 2 of Listing § B.6).
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2.6.5 Precautions for a safe web scraping

There are some aspects of a web service that needs to be considered for activities like Web
Scraping.
The first precaution is to examine theToS[G] (Terms of Service), which is a type of document
stating details about what a service provider is responsible for as well as user obligations that
must be adhered to for continuation of the service. Users that do not follow the rules spec-
ified in a ToS are subject to termination (see Terms of Service). For the specific case of this
thesis, it is important to note any clauses surrounding accessing and republishing of data
(Lewis and Wardrip-Fruin, 2010). As declared in its ToS, SoFIFA.com “has a zero-tolerance
policy regarding spam, pornography, copyright infringement, and abuse” (SoFIFA Terms of
Service). The data that has been extracted from it do not violate the copyright because the
paternity of the data are always attributed to SoFIFA.com and there are only scientific pur-
poses. Moreover, there is no possibility to transmit illegal material for criminal acts because
it should be registered as member for the service provided by the website itself.
The last precaution is applied when downloading the HTML source page. Indeed, at re-
ported in the Section § 2.6.1 and Section § 2.6.2, “the time.sleep(500) function is called to
suspendmomentarily the execution of the program for five-hundredmilliseconds”. This opera-
tion is applied because, when downloading from aweb service, it is considered customary for
a crawler to wait for a couple of seconds between requests. Anything more than this may be
flagged as an abuse and automatically banned by the web server (Lewis and Wardrip-Fruin,
2010). Anyway, it has been opted to reduce the time suspension of extracting data from the
web site from two seconds to five-hundred milliseconds, in order to decrease the program
execution time. Indeed, after some tests it was found the website does not ban even with a
shorter time suspension.

2.7 Attributes names in the cleaned dataset
Attributes names listed in the Section § 2.2 and in the Section § 2.3 are slightly different
fromattributes names extracted from the SoFIFA.com source. Moreover, the latter have been
modified in order to be similar to a variable name of a programming language as described in
Section § 2.6.3. Table 2.3 includes the correspondence between the original attributes names
and the ones used after the dataset cleaning.

26



Table 2.3: Name correspondence between original and cleaned dataset attributes.

Original dataset attributes Cleaned dataset attributes
Name Name
Age Age
Height Height_cm
Weight Weight_kg
Preferred Foot Preferred_Foot
Best Position Best_Position
Acceleration Acceleration
Aggression Aggression
Agility Agility
Balance Balance
Ball Control Ball_Control
Composure Composure
Crossing Crossing
Curve Curve
Defensive Awareness Defensive_Awareness
Dribbling Dribbling
Finishing Finishing
Free Kick Accuracy Free_Kick_Accuracy
Heading Accuracy Heading_Accuracy
Interceptions Interceptions
Jumping Jumping
Long Passing Long_Passing
Long Shots Long_Shots
Penalties Penalties
Positioning Positioning
Reactions Reactions
Short Passing Short_Passing
Shot Power Shot_Power
Sliding Tackle Sliding_Tackle
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Sprint Speed Sprint_Speed
Stamina Stamina
Standing Tackle Standing_Tackle
Strength Strength
Vision Vision
Volleys Volleys
Diving GK_Diving
Handling GK_Handling
Kicking GK_Kicking
Positioning GK_Positioning
Reflexes GK_Reflexes
Speed /
Weak Foot Weak_Foot
AttackingWork Rate Attacking_Work_Rate
Defensive Work Rate Defensive_Work_Rate
Body Type Body_Type
DRI Dribbling_Reflexes
DEF Defending_Pace
PHY Physical_Positioning
PAC Pace_Diving
PAS Passing_Kicking
SHO Shooting_Handling

Character “/” means that there is no correspondence because the attribute is not available
from the source web page. Notice that, starting at this point, the attributes names which
will be used are the ones of the cleaned dataset.
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3
Preliminary data analysis of FIFA dataset

This chapter focuses on analyzing FIFA dataset with graphical tools provided by the R (R
Core Team, 2022) programming language. This step allows to identify patterns and trends
on data, as well as potential relationships between the attributes and the response variable.
Before visualization, a good practice is to pre-process data, in order to make them readable
correctly without misunderstandings.

3.1 Pre-processing of dataset
The original dataset contains 19948 rows and 50 columns. The code concerning the dataset
pre-processing is shown in Listing § A.1.
Thefirst pre-processing step checkswhether the dataset contains duplicates, in order to avoid
data redundancy (row 1 of Listing § A.1). More in detail, duplicates are rows which are
equals, with same values for every column. It has been found there are 318 duplicates on the
original dataset. So, it is necessary to maintain only one row for every duplicate and remove
the remaining ones. The dataset now contains 19130 rows and 50 columns.
The second step checks for the presence of missing values (row 2 of Listing § A.1). Many
Machine Learning algorithms can fail if the dataset contains missing data or they can lead to
a lack of precision in the statistical analysis. Our dataset contains no missing values.
Another step is to define the data type for every columnwhich represents a player’s attribute.
R provides different data types, where integer and factor are the ones that are necessary for
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dataset attributes. At the dataset creation moment, the standard data type was character for
every attribute, so it is necessary a slight modification. First, all the attributes which assume
values in a range from 0 to 99 are transformed into integers (row 4 of Listing § A.1), so
quantitative covariateswithout the decimal part. Then, all the attributeswith a limited set of
string values are transformed into factors (rows 5-7 of Listing §A.1), so qualitative covariates
with a fixed number of levels in alphabetical order. Notice that for factors Best_Position,
Attacking_Work_Rate andDefensive_Work_Rate the levels order has been changed; indeed,
for the first factor the order is changed to show players’ positions going from the defensive
roles to attacking ones, whereas for the remaining two factors the order is changed from low
values to high ones.
The last step is to reduce the dimension of the dataset, by removing variables that do not offer
useful information for the graphical analysis and the prediction activities (row 9 of Listing
§ A.1). Particularly, thirteen variables are not longer included:

• Name of the player;

• Age cannot influencedirectly thepositionof aplayer, because the latter depends on the
players’ attributes. It is amatter of fact that the higher the age the higher the likelihood
that the physical condition has deteriorated, anyway, these type of data are already
contained in other attributes and Age would result as redundant;

• GK_Diving,GK_Handling,GK_Kicking,GK_Positioning andGK_Reflexes refer to
goalkeeper position, so they are useless for predicting whatever outfield player posi-
tion;

• Dribbling_Reflexes,Defending_Pace,Physical_Positioning,Pace_Diving,Passing_Kick-
ing and Shooting_Handling because their values strictly depend on the attributes de-
scribed on Table 2.2 and they would result as redundant.

In addition, all the dataset rows which contain the goalkeeper value in Best_Position have
been removed (row 10 of Listing § A.1) and the corresponding level has been removed from
the covariate because empty (row 11 of Listing § A.1). Note that the goalkeeper attributes
have been removed because the target of this thesis is to predict the best position for outfield
players, since is not realistic goalkeepers do not change their position during their football ca-
reer. Moreover, goalkeepers have specific attributes which have higher values with respect to
outfield players’ attributes, so it is very unlikely this position will be wrong in the prediction
phase.
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Normalization is notnecessary for all integer typedatabecause this technique is requiredonly
when features have different ranges. This is not the case, because every integer attribute goes
from 0 to 99. At the end of this process, the dataset contains 17018 rows and 37 columns.

3.2 Graphical evaluation
At this point, it is possible to analyze the most important covariates which represent the
players’ attributes and thepossible relationships between the ones in the dataset. The analysis
has been conducted with ggplot2 R package (Wickham, 2016).

3.2.1 Response variable distribution

The response variable is Best_Position, which consists of 14 levels after the deletion of the
goalkeeper level. It follows a multinomial distribution and a preliminary graphical inspec-
tion (Figure 3.1) suggests the levels are not homogeneous in terms of number of observations.
Indeed, the most dominant level is CB with the 20,5% of the players who occupies this po-
sition, followed by ST with 17,4% and CAMwith 16,3%. For what concerns the three least
frequent levels, they all refer to forward positions and they are RW with 1,6%, LW with
1,0% and finally CF with 0,4%. Even grouping the levels according to the general outfield
position, the number of observation for every level is unbalanced; indeed, the midfielders
represent the majority of the players with 44,3%, followed by the defenders with 35,3% and
finally followed by forwards with 20,4%. More in detail, on 17018 observations there are:

• 3497 observations for CB position;

• 974 observations for RB position;

• 906 observations for LB position;

• 326 observations for RWB position;

• 319 observations for LWB position;

• 1241 observations for CDM position;

• 979 observations for CM position;

• 1694 observations for RM position;

• 835 observations for LM position;
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• 2772 observations for CAM position;

• 60 observations for CF position;

• 277 observations for RW position;

• 171 observations for LW position;

• 2967 observations for ST position.

While themost frequent positions are easily detected, the least frequent levels donot, because
there could be an adequate number of observations to guarantee a satisfactory accuracy value
inpredictionphase. Even if thenumber of observations for the least frequent levelCF should
be quite satisfactory in relation to the total number of observations, it is necessary to pay
attention to this phenomenon further on.

Figure 3.1: Distribution of the Best_Position response variable.

3.2.2 Response variable against categorical covariates

The relationship between the response variable and each categorical covariate is investigated
using the ggmosaic R package. As shown in Figure 3.2, every rectangle area represents the
proportion of cases for any given combination of levels. To understand if there could be a
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relationship, it is necessary to check if the conditional distributions of the two variables in-
volved look similar. It can be supposed that there could be an important association between
the response variable and the factors as Preferred_Foot,Weak_Foot, Attacking_Work_Rate,
Defensive_Work_Rate and finally Body_Type. In each mosaic plot no conditional distribu-
tion is similar due to the different frequencies of the players’ position with respect to the
already mentioned factors. Moreover, it is possible to understand some statistical features.
For instance, the comparison between the response variable and Defensive_Work_Rate in
Figure 3.2 suggests that the rate decreases from players which occupy central defensive roles
to players which occupy more offensive roles, as expected.

Figure 3.2: Mosaic plot of the response variable versus Defensive_Work_Rate.

3.2.3 Response variable against quantitative covariates

The relationshipbetween the response variable and eachquantitative covariate is investigated
using the boxplot R package. As shown in Figure 3.3, it is displayed the center and the spread
of a numeric variable in a format which allows to quickly understand the values range and
comparing it to other covariates (Lantz, 2015). Due to the large number of quantitative
covariates, only the most representative figures will be reported. For what concerns the rela-
tionship between the response variable and Height_cm in Figure 3.3, all the median values
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get around 180, except for CB and ST position in which they are slightly higher. Moreover,
the majority of the boxplots tend to be quite symmetric, with many outliers for those po-
sitions that result to be the most frequent. The same behaviour is verified withWeight_kg
covariate, but with different median values. For this reason, it can be suggested a relation
between the response variable and the two latter quantitative variables.

Figure 3.3: Boxplot of the response variable versus Height_cm.

Forwhat concerns all the other quantitative covariates, plots suggest thepresenceof a relation
between the response variable and them. More in detail:

1. with Acceleration, the central players’ position provides lower values than the lateral
ones, and the more advanced the position on the field the higher the Acceleration
value. There are lots of outliers for the levels of the response variablewhich correspond
to the higher frequencies and the same phenomenon is verified for CDM and CM
positions. Moreover, ST position has the highest variance, resulting not symmetric
with the other boxplots;

2. with Aggression, the median values are higher for defensive roles and lower for attack-
ing ones. With the exception of CAM role, there are too few outliers;
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3. with Agility, the lateral positions have higher values for medians. Moreover, it has
been noticed high variance for CB, CDM and ST positions, with lots of outliers for
the last cited position;

4. withBalance, themore advanced the position on the field the higher the Balance value,
except for CB, CDM and ST positions which have the lowest values. The variance is
different for every position, resulting in asymmetric boxplots;

5. with Ball_Control in Figure 3.4, there are little groups of boxplots that are symmetric;
it happens for laterals positionswhere staying at the left or at the right on the field does
notmatter. This value tends to be under 90, so only few players have great ball control
capacities and for this reason the variance tends to be different for every position;

Figure 3.4: Boxplot of the response variable versus Ball_Control.

6. with Composure, the median values get around between 50 and 60, with CF players
excels particularly around a 70 median value. The variance is large for every position;

7. with Crossing, the higher mean values belong to lateral position, even though a CM
player which plays in the central part of the pitch has the maximum value. The vari-
ance is higher for central positions;

8. with Curve, the higher mean values belongs to lateral position, even though a CM
player which plays in the central part of the pitch has the maximum value. The vari-
ance is higher for central positions;
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9. withDefensive_Awareness, the median value is higher for defensive roles than attack-
ing ones, as expected. Moreover, the variance is high for offensivemidfielder positions
and ST position has a lot of outliers probably due to strikers who adopt pressing on
the ball carrier when the action starts from the back;

10. with Dribbling, the more advanced the position on the pitch the higher the median
value. Anyway, this value increasing is really slight. The only extreme values which
deviate from the average refer to CB and ST, respectively with a very low value and
with a higher value. Moreover, CB position has a large variance;

11. with Finishing in Figure 3.5, the higher median values belong to offensive midfielder
position and forward ones. Moreover, CB and ST positions have lots of outliers;

Figure 3.5: Boxplot of the response variable versus Finishing.

12. with Free_Kick_Accuracy, looking at the median values there are no particular trends.
What it is important to report is the large variance for many positions and the large
amount of outliers for defensive positions;

13. withHeading_Accuracy, themedian value is quite constant for all the positions, except
for CB, CF and ST roles which have the highest values. In addition to it, even the
variance is quite constant between all the boxplots;

14. with Interceptions, it is clear the higher values, looking at the median values, belong
to defensive positions. Anyway, variance is too large for offensive midfielder positions
and ST position has a lot of outliers probably due to strikers who adopt pressing on
the ball carrier when the action starts from the back;
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15. with Jumping, the median value is quite constant for many positions, except for CB,
CF and ST roles which have the highest value and except for RM, LM, CAM, RW
and LW roles which have the lowest value. The variance is quite large for many offen-
sive midfielder positions and CB and ST roles have a lot of outliers under the lower
whisker;

16. with Long_Passing, the highest median value belongs to CM, followed by the central
midfielder positions as CDM, CAM and the forward position CF. All the other me-
dian values are quite similar, except for ST which is the most advanced player on the
pitch and this capacity is secondary. Anyway, the variance is very large for defensive
roles, so it means there are a lot of players with great and poor capacities on making
long passing. There are many outliers for CAM position;

17. with Long_Shots, the more advanced the position on the pitch the higher the median
value, except forCMandCF positions inwhich they have the highest values. Anyway,
there are very few players who own good capacities in long shots, it means with a value
higher than 80. The variance is quite constant for themajority of the boxplots andCB
position has lots of outliers above the upper whisker;

18. with Penalties, the more advanced the position on the pitch the higher the median
value, except for CF position which have the highest value. CDM and CAM have
large variance and, in addition to it, the defensive roles together with ST values have
lots of outliers above the upper whisker;

19. with Positioning, the median values are quite similar and with a slight increment of
the value for the more advanced positions on the field. This is true except for CB and
CF positions which respectively own the lowest and the highest median values. The
variance is quite constant for every boxplot;

20. withReactions, themedian values are quite similar, except for CF positionwhich have
the highest median value. The variance is quite large for every boxplot and CAM and
ST positions have many outliers above the upper whisker;

21. with Short_Passing in Figure 3.6, the median values are quite constant between every
position, but there are some trends. For instance, defensive wings have higher median
values than the defensive central roles, whereas the central midfielder positions have
higher median values than lateral midfielder ones. Moreover, the variance is large for
the majority of the boxplots;

22. with Shot_Power, the more advanced the position on the pitch the higher the median
value, except for CF which have the highest value. The variance is higher for the de-
fensive and midfielder positions;
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Figure 3.6: Boxplot of the response variable versus Short_Passing.

23. with Sliding_Tackle, themore backward positions have a constant and highermedian
value than the remaining positions. Moreover, the variance is quite low except for
RM, LM andCAMpositions. Then, ST position has lots of outliers above the upper
whisker;

24. with Sprint_Speed, themedian values are quite constant and around 70, except forCB,
CDM, CM, CAM and ST positions which have lower values that get around 60. For
the latter position it can be noticed the high number of outliers, in particular below
the lower whiskers of the boxplots;

25. with Stamina, all themedian values get around 60 and 70, so a limited range of values
where the first and third quantiles are quite near to the median values. Anyway, there
are slight differences in variance and some outliers in CB and ST positions, so this
attribute could be considered as significant;

26. with Standing_Tackle in Figure 3.7, themore backward positions have a constant and
highermedian value than the remaining positions. Moreover, the variance is quite low
except for RM, LM andCAMpositions. Then, ST position has lots of outliers above
the upper whisker;

27. with Strength, looking at the median values there are no particular trends, except for
CB and ST positions which have the highest median value;

28. withVision, themore advanced the position on the pitch the higher themedian value,
except for CM and CF positions which have the highest values. It is important to
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Figure 3.7: Boxplot of the response variable versus Standing_Tackle.

notice CB, RM, CAM and ST positions have some outliers above the upper whiskers
of the boxplots;

29. withVolleys, the more advanced the position on the field the higher the Volleys value.
The only position which does not respect this statement is CF one, where the median
value get around on 70. The central defensive roles have lots of outliers above the
upper whisker probably due to acrobat defensive players with great capabilities when
hit the ball in the air.

3.2.4 Possible interactions between covariates

An additional graphical investigation considers interactions between quantitative variables
and the response variable. This type of graphical analysis has been conducted using ggplot,
which allows to create scatterplots for analyzing the relationship between three or more vari-
ables. The visualization method is the so-called “grouping”, where x and y axes refer to nu-
merical variables and every point in the graph is coloured referring to the levels of a categorical
variable (Kabacoff, 2018). To simplify the visualization of data regarding the response vari-
able, it has been opted to group the players’ position and simplifying the number of levels
to three. The assumption is the levels refer to geographical position on the field, which are
Defenders,Midfielders and Forwards, as indicated in the Section § 2.5.
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Figure 3.8 illustrates the association between Sprint_Speed and Acceleration. It can be as-
sumed the relation is linear with a positive correlation, indeed the higher the Sprint_Speed
value the higher the Acceleration value. Going deeper, the response variable levels are not
well-separated, suggesting there could be an interaction between the two quantitative vari-
ables.

Figure 3.8: Plot of Sprint_Speed versus Acceleration.

Figure 3.9 illustrates the association betweenBall_Control andDribbling. It can be assumed
the relation is more complex than linear with a positive correlation, indeed the higher the
Ball_Control value the higher theDribbling value. Going deeper, the group of defenders are
quitewell-separated and they are spread at below left part of the plot, whereas themidfielders
and forwards groups are randomly distributed in the plot at above right part of the plot with
higher values because more skilled. So, it can be supposed there could be an interaction
between the two quantitative variables.

Figure 3.10 illustrates the association between Free_Kick_Accuracy and Curve. It can be as-
sumed the relation is linear with a positive correlation and a large variance, indeed the higher
the Free_Kick_Accuracy value the higher the Curve value. Going deeper, there is no defined
separation of the response variable levels, even if the majority of midfielders and forwards
own the higher values. It suggests there could be an interaction between the two quantita-
tive variables.
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Figure 3.9: Plot of Ball_Control versus Dribbling.

Figure 3.10: Plot of Free_Kick_Accuracy versus Curve.

Figure 3.11 illustrates the association between Sliding_Tackle and Standing_Tackle. It is
very clear the relation is linear with a strong positive correlation, indeed the higher the Slid-
ing_Tackle value the higher the Standing_Tackle value. Going deeper, the highest values be-
longs to defenders and the response variable levels are quite well-separated, suggesting there
could not be an interaction between the two quantitative variables.
Figure 3.12 illustrates the association between Vision and Long_Passing. It can be assumed
the relation is more complex than linear with a positive correlation and a large variance, in-
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Figure 3.11: Plot of Sliding_Tackle versus Standing_Tackle.

deed the higher the Vision value the higher the Long_Passing value. The response variable
levels are quite well-separated, suggesting there could not be an interaction between the two
quantitative variables.

Figure 3.12: Plot of Vision versus Long_Passing.

Figure 3.13 illustrates the associations between Agility and the covariates Dribbling and
Ball_Control, where they have a quite similar behaviour. For both the scenarios, it can be
assumed the relation is linear with a positive correlation and a large variance, indeed the
higher the Dribbling and Ball_Control values the higher the Agility value. Defenders are
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well-separated than the other two Best_Position levels which are mixed altogether, suggest-
ing there could not be an interaction between the two quantitative variables for both the
scenarios.

Figure 3.13: Plot of Agility versus Dribbling and Ball_Control.

3.3 Correlation matrix

Finally, it is useful to analyze the correlation matrix, in which only quantitative variables
are involved. This type of graphical analysis has been conducted using ggcorrplot R pack-
age. This final step is necessary to guarantee the absence of multicollinearity, a phenomenon
according to which two or more highly linear correlated quantitative variables become not
significant for a predictivemodel. If two variables are highly correlated and they hide the real
effect of another significant variables, one of them needs to be deleted. The removal process
allows to reduce the number of quantitative covariates, removing the ones which are very
similar with the other maintained in the dataset.
Figure 3.14 shows the correlationmatrix, where in every tile is displayed the correlation value
between the corresponding x-value and y-value. This value is represented both with a color
and with the exact coefficients of Pearson’s correlation. The redder the tiles the higher and
positive the correlation is, viceversa the more blue the tiles the higher and negative the cor-
relation is. In the latter both cases the relationship is stronger, whereas white tiles means
no correlation and so independence between variables. More in detail, there are some tiles
without the exact correlation value but only an empty white tile; it means the correlation co-
efficient of the involved variables is not significant due to a p-value higher than 0.05, which
is the default significance level.
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Figure 3.14: Correlation matrix with associated p‐values.

As expected, there are plenty of quantitative variables which are highly correlated, themostly
with a positive correlation coefficients. The more related variables are listed below.

• Standing_Tackle and Sliding_Tackle have a positive high correlation coefficient of
0.97. These two variables are highly correlated because they are two types of differ-
ent tackle with the same aim to take away the ball to the opponent.

• Interceptions and Defensive_Awareness have a positive high correlation coefficient of
0.94. These two variables are highly correlated because a player with high marking
ability has a higher probability to intercept balls.

• Standing_Tackle and Interceptions have a positive high correlation coefficient of 0.94.
These two variables are highly correlated because interceptions can be made tackling
the opponent player while standing.

44



• Standing_Tackle andDefensive_Awareness have a positive high correlation coefficient
of 0.93. These two variables are highly correlated because a standing tackle is a defen-
sive ability.

• Sliding_Tackle and Defensive_Awareness have a positive high correlation coefficient
of 0.92. These two variables are highly correlated because a sliding tackle is a defensive
ability.

• Sliding_Tackle and Interceptions have a positive high correlation coefficient of 0.92.
These two variables are highly correlated because interceptions can be made tackling
the opponent player using legs.

• Short_Passing and Long_Passing have a positive high correlation coefficient of 0.87.
These two variables are highly correlated because they are two types of passing with
the same aim to give the ball to a teammate.

• Acceleration andSprint_Speedhave apositivehigh correlation coefficient of 0.86. These
two variables are highly correlated because they are both related to the running speed.

• Finishing and Long_Shots have a positive high correlation coefficient of 0.86. These
two variables are highly correlated because they are two types of shots, which depend
on the distance from which they are carried out, with the same aim to score a goal.

• Dribbling and Ball_Control have a positive high correlation coefficient of 0.85. These
two variables are highly correlated because they refer to the management of the ball.

• Balance andWeight_kg have a negative high correlation coefficient of -0.6. These two
variables are highly correlated because in most cases the heavier the player, the less
balanced the player.

• Balance and Height_cm have a negative high correlation coefficient of -0.71. These
two variables are highly correlated because in most cases the higher the player, the less
balanced the player.

To avoid ormitigatemulticollinearity phenomenon, some variables needs to be removed. For
this task, only the covariates pairswith a correlation coefficient higher than0.9 are considered.
The covariates involved in this deletion process are Standing_Tackle, Sliding_Tackle, Inter-
ceptions andDefensive_Awareness and they describe specific defensive roles. The pairs, writ-
ten in x-ynotation, are: Standing_Tackle-Sliding_Tackle, Interceptions-Defensive_Awareness,
Standing_Tackle-Interceptions, Standing_Tackle-Defensive_Awareness, Sliding_Tackle-Def-
ensive_Awareness and Sliding_Tackle-Interceptions. It is clear that every single covariate is
highly related to each one listed above. So, we canmaintain only one covariate and the choice
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falls in Interceptions because it is involved in the lowest correlation coefficient among all the
ones considered and it encloses the defensive roles of a player.
The updated correlation matrix is available in Figure 3.15. At the end of this process, three
variables have been removed and the dataset contains 17018 rows and 34 columns.

Figure 3.15: Updated correlation matrix after removal process.
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4
Data Mining Techniques

This chapter focuses on describing Data Mining techniques which belong to the classifica-
tion domain. The aim of Data Mining methods is to explore and evaluate the most signifi-
cant relationships between the categorical response variable Best_Position and the covariates.
The techniques involved in this chapter are Multinomial Logistic Regression, Linear Dis-
criminant Analysis, Quadratic Discriminant Analysis, Ridge Regression and Lasso. Further
on, the resulting models will be used for making prediction and a comparison betweenData
Mining techniques and otherMachine Learning techniques deepened inChapter § 6 will be
investigated.

4.1 Premises

4.1.1 Multinomial distribution

The Multinomial distribution (Agresti, 2013, Chapter 1) is a specific distribution for cate-
gorical data in which the response variable has more than two possible outcomes. Suppose
there are N independent and identical observations which can assume k = 1, ..., K pos-
sible discrete values. Let yik = 1 if the observation i = 1, ..., N belongs to the class k
and yik = 0 otherwise. Let yi = (yi1, ..., yiK)

T the vector of responses for observation i,
with

∑K
k=1 yik = 1. The response yiK can be considered as redundant due to linear depen-

dency on all other responses. Let nk =
∑N

i=1 yik represents the number of observations
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falling into class k. At this point, (n1, ..., nK)
T is the vector of counts for each class. Let

πk = Pr(Yik = 1) represent the probability of falling into class k for each observation.
Since

∑K
k=1 nk = n and nK = n− (n1 + ... + nK−1), the multinomial probability func-

tion isK-1-dimensional with expression:

Pr(n1, ..., nK−1) =

(
n

n1, ..., nK

)
πn1
1 · · · πnK

K .

The mean, the variance and the covariance associated to the multinomial distribution are

E(nk) = nπk V AR(nk) = nπk(1− πk) COV (na, nb) = −nπaπb,

respectively. Finally, the marginal distribution of each count nk is binomial.

4.2 Multinomial Logistic Regression
TheMultinomial Logistic Regression (James et al., 2021, Chapter 4) is a supervised learning
technique for predicting a qualitative response variable. It is an extension of the Logistic
Regression technique, with the difference that Multinomial Logistic Regression allows the
response variable to contain more than two discrete classes. Before starting the modeling
process, it is necessary to fix a relevant base categoryK of the response variable called baseline,
which the interpretation of the model coefficients will be based on.
Multinomial Logistic Regression allows to estimate the probability for each class as:

πk(xi) = Pr(Y = k|X = xi) =
eβk0

+βk1
xi1

+...+βkpxip

1 +
∑K−1

l=1 eβl0
+βl1

xi1
+...+βlpxip

for the k-th class of the response variable where k = 1, ..., K − 1 and

πK(xi) = Pr(Y = K|X = xi) =
1

1 +
∑K−1

l=1 eβl0
+βl1

xi1
+...+βlpxip

for theK − th baseline level of the response variable, where:

• X = (X1, ..., XN)
T is the input vector composed by i = 1, ...N observations, in

which everyXi contains p = 1, ..., P covariates;

• βk0 is the intercept of the k-th response variable level;
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• βk1 , ..., βkp are the slope coefficients of the k-th response variable level.

Generally, the most common relevant quantity used for describing a relation between a spe-
cific level of response variable given the model covariates and the baseline is the so-called log
odds, or simply logit. It allows to relate a transformation of the response variable to the co-
variates using a linear model (Pace and Salvan, 1997, Chapter 6). A log odds is defined as a
function of covariates as follows:

ln

(
πk

πK

)
= ln

(
Pr(Y = k|X = xi)

Pr(Y = K|X = xi)

)
= βk0 + βk1xi1 + ...+ βkpxip , (4.1)

which allows to interpret how a variation of one unit in each coefficient changes the log-odds
of going from levelK to level k = 1, ..., K−1. Similarly, relative risk ratio or simply odds is
a quantity obtained exponentiating both sides in formula (4.1), which allows to simplify the
interpretation of the coefficients as a variation of one unit change in each coefficient changes
the risk of falling in level k = 1, ..., K − 1 compared to the baselineK .
There are some assumptions which would be respected to obtain reliable multinomial logis-
tic regression models.

• The independence of irrelevant alternatives (IIA) assumption supposes that the rela-
tive likelihood on falling in a k = 1, ..., K−1 level compared to the baselineK is not
influenced by the addition of other levels into the response variable.

• The outcome must be categorical and the response variable has more than two cate-
gories.

• The log odds of the outcome have a linear relationship with any covariate.

• Errors are independent.

• Collinearity should be avoided, so the phenomenon in which there is high correlation
between one covariate to another one.

The parameter vector βk = (βk0 , βk1 , ..., βkp)
T is typically estimated using maximum like-

lihood (Agresti, 2013, Chapter 8). Let yi = (yi1, ..., yiK)
T represents the multinomial trial

for subject i, where yik = 1 identifies a response in the level j and yik = 0 vice versa. Then,∑K
k=1 yik = 1. Let xi = (xi1, ..., xip)

T represents the covariates values for subject i. Since
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πJ = 1 − (π1 + ... + πJ−1) and yiJ = 1 − (yi1 + ... + yi,J−1), the subject i contributes
to the logarithm of the likelikood

K∏
k=1

πk(xi)
yik =

K−1∑
k=1

yik ln πk(xi) +

(
1−

K−1∑
k=1

yik

)
ln

[
1−

K−1∑
k=1

πk(xi)

]

=
K−1∑
k=1

yik ln
πk(xi)

1−
∑K−1

k=1 πk(xi)
+ ln

[
1−

K−1∑
k=1

πk(xi)

]
.

Now, assuming N independent observations, the log likelihood becomes:

N∏
i=1

[
K∏
k=1

πk(xi)
yik

]
=

N∑
i=1

{
K−1∑
k=1

yik(β
T
k xi)− ln

[
1 +

K−1∑
k=1

eβ
T
k xi

]}

=
K−1∑
k=1

[
βk0

(
N∑
i=1

yik

)
+

P∑
p=1

βkp

(
N∑
i=1

xipyik

)]

=
N∑
i=1

ln

[
1 +

K−1∑
k=1

eβ
T
k xi

]
. (4.2)

The log likelihood function is concave and the Netwon-Raphson algorithm provides the
maximum likelihood estimates.

4.3 Automatic model selection
Finding the best ever multinomial logistic regression model is an strenuous activity when
the number of covariates is large due to the huge number of possible models to compare.
Anyway, automatic stepwise selection techniques are available to look for and choose the
best model according to specific metrics. There are three types of stepwise selection.

• Forward selection starts with the only intercept 1 and at each step it adds one covari-
atewhich improvesmore the previousmodel. This process goes one until reaching the
full model, that contains all the covariates, or when there is no chance on improving
the current model.

• Backward selection starts with a model including all the covariates and at each step
it deletes one nonsignificant covariate at a time. This process goes on until there are
only significant covariates in the resultingmodel or the null model, that contains only
the intercept 1, is reached.
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• Hybrid selection is a mixture between forward selection and backward selection. In-
deed, the initial model is composed by the only intercept 1 and at each step it adds
one covariate which improves more the previous model. If a variable included in the
model does not improve it, then the variable is removed. This process goes on until
there is no chance on improving the current model.

In the classification domain, variable selection can be performed using the followingmetrics:

• AIC[G] (Akaike Information Criterion) (Azzalini and Scarpa, 2012, Chapter 3)

AIC = Deviance+ 2p, (4.3)

whereDeviance is the log-likelihood of the fitted model multiplied by 2 and it is influ-
enced by the 2p penalization term in which p is the number of estimated parameters.
AIC gives a score based on the fitness of the model and its complexity, penalizing less
complex models. The smaller the AIC value, the better fit of the model and the lower
its test error.

• BIC[G] (Bayesian Information Criterion) (Hastie, Tibshirani, and Friedman, 2009,
Chapter 7)

BIC = Deviance+ pln(n), (4.4)

where Deviance and p are defined as above and it is influenced by the pln(n) penal-
ization term in which n is the number of observations in the training set. BIC gives a
score based on the fitness of the model and its complexity. Differently from AIC, it
tends to penalize more complex models when ln(n) > 2. The smaller the BIC value,
the better fit of the model and the lower its test error.

The advantage of both the listed metrics is that they do not need models to be nested. In
addition to it, they are based on asymptotic arguments, above all when the number of obser-
vations is high. Automatic model selection algorithms are efficient only when the number
of observation is higher than the number of covariates. Moreover, they are useful for ob-
taining quickly information about the relationships between the response variable and the
significant covariates. On the other hand, these algorithms does not take into account the
variability associated to the model choice.

4.4 Linear Discriminant Analysis

The LDA[G] (Linear Discriminant Analysis) (James et al., 2021, Chapter 4) is a modeling
approach for estimating the posterior probability that an observation belongs to the k-th
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class given the predictors values of the observation as follows:

pk(x) = P (Y = k|X = x) =
πkfk(x)∑K
j=1 πjfj(x)

, (4.5)

whereπk is theprior probability that a randomly chosenobservationbelongs to thek-th class,
and fk(x) is the density function ofX = x for an observation that comes from thek-th class.
Assumed that the number of predictors p is greater than one, this technique is similar in form
to (multinomial) logistic regression. It is assumed thatX = (X1, ..., Xp) follows amultivari-
ate normal distribution within each level of the response variable, with a class-specific mean
vector and a common covariance matrix where all the variances σ2

1 = ... = σ2
K are equal

due to the homogeneity assumption. Moreover, it allows to discriminate a response variable
divided into more than two levels. Differently from (multinomial) logistic regression, LDA
does not compute directly these estimates. Indeed, first it models the distribution of X for
each response variable level, then Bayes’ theorem is used to obtain P (Y |X). The unknown
quantities which needs to be estimated in formula (4.5) are πk and fk(x). In particular,

πk =
nk

n

where nk is the number of observations in the training set for k-th class and n is the total
number of observation in the training set; moreover,

fk(x) =
1

(2πk)p/2|Σ|1/2
e

1
2
(x−µk)

T |Σ|−1(x−µk)

where fk(x) is assumed asmultivariate normal andµk andΣ are respectively themean vector
with p elements and the p×p covariancematrix ofX that is common for each class. Substitut-
ingπk andfk(x) terms in formula (4.5) and applying log transformation to it, an observation
X = x is assigned to the class for which

δk(x) = xTΣ−1µk −
1

2
µT
kΣ

−1µk + log πk (4.6)

is largest. Formula (4.6) defines the decision boundaries and is called discriminant function.
It is a linear combination of the covariates and it is built K-1 times for a response variable
withK levels.
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4.5 Regularization methods

Themanagement of data canbe trickywhen they are high-dimensional, in otherwordswhen
the number of the predictors p is equal or larger than the number of subjects n. In this sce-
nario, a multinomial logistic regression model could not offer satisfactory metrics values,
feeding the problems of identifiability and efficiency of the model. More in detail, the esti-
mates obtained by the maximum likelihood function could be difficult to calculate, or even
impossible, or they could have large standard errors. Moreover, a complexmodel could incur
in overfitting, whichmeans that amodel captures all the (evennoised) details by training data
and not the general trendwith the consequence to obtain unsatisfactory results in prediction
with unseen data. Regularization methods have been designed to face these problems. The
basic idea of regularization methods is a shrinkage of the coefficients estimates towards zero
in order to reduce the variability of the estimates. Regularization is possible applying a penal-
izing function, named shrinkage penalty, to the likelihood function. Anyway, it is necessary
to pay attention to the trade-off between the likelihood function and the shrinkage penalty.
Indeed, higher penalty means more penalization in less realistic values of the parameters esti-
mates, but in the other hand it means less information. Another detail is that the intercepts
of a multinomial logistic regression model are not involved in the penalization process. Fi-
nally, the values of the variables need a standardization process in order to avoid problems
with scale effects on results. In the thesis we will focus on two famous regularization meth-
ods, namely, Ridge Regression and Lasso[G], that are briefly described below.

4.5.1 Ridge Regression

Ridge Regression (James et al., 2021, Chapter 6) is a regularization method with the target
of shrinking the coefficients estimates close to zero, including all the predictors in the final
model. With this method, the coefficients are estimated by minimizing the log likelihood
plus the L2 regularization shrinkage penalty as follows:

βridge = argmin
β

{
l(β|θ) + λ

P∑
j=1

β2
j

}
,

where l(β|θ) is the log-likelihood found in formula (4.2), and λ
∑P

j=1 β
2
j represents the

shrinkage penalty which in literature is calledweight decay. More in detail, λ is the tuning pa-
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rameter of the penalization termwhich assumes natural values and it is calculated separately.
In the case of λ = 0, the shrinkage penalty has no effect, obtaining a model with the same
coefficients estimates found with the multinomial logistic regression model. On the other
hand, when λ > 0 the effects of the shrinkage penalty increase as λ increases, reducing the
variance and the model complexity. It is necessary to pay attention which λ value to assign.
Indeed, the larger the λ value, the more the coefficients estimates are close to zero, with the
consequence that the association between the response variable and the predictors is dras-
tically reduced. Moreover, the larger the lambda value, the less flexible the model with the
consequence that the variance decreases but the bias increases. So, the choice ofλplays an im-
portant role on the trade-offmanagement between the likelihood and the penalization term.
Indeed, the set of coefficients estimates changes every time λ value changes. For this reason,
it is necessary to apply cross validation to find the best possible λ value (Hastie, Tibshirani,
and Friedman, 2009, Chapter 3).
Finally, the Ridge Regression method can be viewed as an optimization problem due to a
size constraint s applied on the sum of squared coefficients estimates. The problem can be
formulated as follows:

βridge = argmin
β

(l(β|θ))2

s.t.
P∑

j=1

β2
j ≤ s.

4.5.2 Lasso

Lasso, acronymofLeast Absolute Shrinkage and SelectionOperator (James et al., 2021, Chap-
ter 6), is an alternative toRidgeRegression as a regularizationmethod. The difference is that
Lasso performs both the shrinking of the coefficients estimates close to zero and variable se-
lection. With this method, the coefficients are estimated by minimizing the log likelihood
plus the L1 regularization shrinkage penalty as follows:

βlasso = argmin
β

{
l(β|θ) + λ

P∑
j=1

|βj|

}
,

where l(β|θ) is the log-likelihood found in formula (4.2), and λ
∑P

j=1 β
2
j represents the

shrinkage penalty. The functioning of λ value is the same as in Ridge Regression, with the
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difference that due to the L1 regularization shrinkage penalty some coefficients estimates are
forced to be exactly zerowhenλ is sufficiently large. This behaviourmakes a Lassomodel eas-
ier to interpret because only a subset of the covariates is involved. Like in Ridge Regression,
cross validation is necessary to find the best possibleλ value for obtaining a significantmodel.
Depending on the chosen λ, the main difference is that Lasso can contain whatever number
of covariates while Ridge Regression includes always all the covariates (Hastie, Tibshirani,
and Friedman, 2009, Chapter 3).
Finally, the Ridge Regression method can be viewed as an optimization problem due to a
size constraint s applied on the sum of absolute coefficients estimates. The problem can be
formulated as follows:

βlasso = argmin
β

(l(β|θ))2

s.t.
P∑

j=1

|βj| ≤ s.
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5
Data Mining Results

This chapter focuses on the implementation and the discussion of the prediction results ob-
tained from the Data Mining techniques described in Chapter § 4. The details about the
implementation will be supported byR (R Core Team, 2022) code and graphical analysis.

5.1 Premises

5.1.1 Dataset split

Every technique exploits the dataset obtained after its preliminary analysis made in Chapter
§ 3. Before applying the implementation of each technique, the dataset needs to be split into
two parts, namely training set and test set. According to the literature, a sample 80/20 from
thedataset is adopted. In otherwords, the 80%of the dataset observations are reserved for the
training set and the remaining 20% for the test set. Following this procedure, the resulting
sets could be unbalanced, with high probability that a model could learn a pattern for the
most frequent classes. To avoid this problem, a sample 80/20 for every player’s position from
the dataset has been applied. In other words, the training set contains the 80% of the dataset
observations for each player’s position and the remaining 20% of the dataset observations
for each player’s position for the test set. Such a choice allows to create two balanced sets,
maintaining the same multinomial distribution seen in Section § 3.2.1. At the end, training
set contains 13608 observations with 34 covariates and test set contains 3410 observations
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with 34 covariates. The code concerning the dataset split is shown in Listing § A.2.

5.1.2 Metrics

The metrics used to evaluate a model after the training phase are listed below.

• Training Accuracy, which is the ratio between the sum of the training set correct
predicted values for each response variable level and the total number of training set
observations. The correct predicted values can be accounted for by the confusionma-
trix diagonal computed using the confusionMatrix function of the R caret package
(see Function confusionMatrix).

• AIC, already defined in formula 4.3. This metric is not available for LDA technique.

• BIC, already defined in formula 4.4. This metric is not available for LDA technique.

The metrics used for evaluating a model in prediction phase are listed below.

• Test Accuracy, which is the ratio between the sum of the test set correct predicted
values for each response variable level and the total number of test set observations.
The Test Accuracy computation is performed as in Training Accuracymetric.

• AUC[G], acronym for Area Under the ROC Curve (James et al., 2021, Chapter 4), is
the measure of the overall class-specific performance of a classifier. Let TP be the
number of true positives, TN the number of true negatives, FP the number of false
positives, andFN the number of false negatives. Then, AUC summarizes all the pos-
sible thresholds given by:

– Sensitivity, called also Recall or True Positive Rate in Machine Learning field,
which is formulated as TP

TP+FN
for each level k = 1, ..., K and it is the percent-

age of the correct predicted values identified considering both TP and FP ;
– Specificity, called also True Negative Rate, which is formulated as TN

TN+FP
for

each level k = 1, ..., K and it is the percentage of the predicted values correctly
identified not classified as the reference level considering both TN and FP .

Sensitivity and specificity are crucial for specifying the best trade-off for correctly clas-
sifying an observation. The AUC value ranges from 0 to 1 and it derives from the
ROC[G] (Receiver Operating Characteristics) curve. The larger the AUC, the better
the model in classifying correctly. In this thesis, the ROC curve cannot be displayed
because it is available only for binary classifiers. Moreover, the final AUC is called
multiclass AUC because it is the mean of all the AUC values computed for each re-
sponse variable level (Hand and Till, 2001). The computation of the AUC value is
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made through the multiclass.roc function, available from the R pROC package (see
Function multiclass.roc).

Another possible metric to analyze could be Precision, called also Positive Predictive Value,
which is formulated as TP

TP+FP
for each level k = 1, ..., K and it is the percentage of the

correct predicted values identified considering both TP and FP . Anyway, Recall has been
preferred to Precision in the thesis because the false negatives are more costly than the false
positives in this classification domain.

5.2 Multinomial Logistic Regression

Multinomial Logistic Regression is the first DataMining technique we consider, applied us-
ing themultinom function, available from theRnnet package (see Functionmultinom). The
multinom function allows to fit multinomial log-linear models with training data through
a neural network with one hidden layer. The neural network is a classification network, in
which the number of outputs is equal to the number of response variable levels and the class
is selected through the softmax function. Due to the large number of variables in the model,
the default number of iterations ismodified to 10000, in order to facilitate convergence. The
BFGS quasi-Netwon optimization method is used as optimization technique.
The modeling process starts adding all the covariates inside the model, recognizable as start-
ing model. At first sight, all the covariates of the starting model are significant, even though
lots of levels associated to the factors are not. Forwhat concerns themetrics values, theTrain-
ing Accuracy value is 0.826, the AIC value is 14448.55 and the BIC value is 19042.3. To
improve the startingmodel, some interactions have been added through a trial-and-error pro-
cess, in order to better explain the variability of the data. Let updated model be the starting
model with the addition of the interactions suggested in Section § 3.2.4, which are Accelera-
tion:Sprint_Speed,Ball_Control:Dribbling,Free_Kick_Accuracy:Curve,Vision:Long_Passing,
Agility:Dribbling and Agility:Ball_Control. The updated model can be compared with the
starting model as they are nested. The comparison can be carried out with anova function
provided by R stats package (see Function anova), in which its aim is to check the goodness
of a model compared to the other nested one. In case of Multinomial Logistic Regression
model, the comparison is carried out using the likelihood ratio test, which allows to compute
the analysis of the deviances of the two models, where the deviance is equal to double log-
likelihood. The difference of variances, called Residual Deviance, follows a χ2 distribution
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(evenwritten as “Chi-squared distribution”). The p-value, which is the z test statistic applied
to the Residual Deviance, helps to conclude whether there is an empirical evidence passing
from the simplermodel to themore sophisticatedmodel. Two bidirectional hypothesis have
to be compared, namely H0 andH1. H0 is the hypothesis where the coefficients estimates
are set to zero for those variables that not match between the simpler model variables and
the simpler sophisticated variables, whereasH1 is the opposite hypothesis ofH0 hypothesis.
The first hypothesisH0 suggests that both the models fit the data equally well. On the other
hand, the second hypothesisH1 suggests that the model with less variables outperforms the
model withmore variables in terms of data fit. H0 is rejected when p-value < 0.05, otherwise
H0 is not rejected. The anova function suggests to pass from the starting model to the up-
dated model, due to a p-value equal to 2.515e-12. For what concerns the metrics values of
starting model, the Training Accuracy value is 0.827, the AIC value is 14407.1 and the BIC
value is 19587.28. The result is that the interactions seen in the graphical evaluation of the
dataset are useful for the model.

The final step is to find other interactions, if possible, to improve on the updated model. To
this aim, all the pairs of quantitative variables with a correlation coefficients >= 0.5 have been
checked. After that, the choice of the interaction terms is fallen in important correlations in
the football domain which can improve the prediction of a player’s position. After some in-
vestigations, let final model be the updated model with the addition of Short_Passing:Ball_-
Control, Aggression:Interceptions, Short_Passing:Long_Passing and Finishing:Long_Shots in-
teractions. Every predictor is significant, included the majority of all the factor levels. More-
over, the standard errors associated to every predictor are very satisfactory due to very low
values. The choice of the final model with respect to the updated model is supported by
the results of function anova (p-value equal to 0.048). For what concerns the metrics values
of final model, the Training Accuracy value is 0.828 with a 95% confidence interval [0.822,
0.835], the AIC value is 14441.09 and the BIC value is 20012.24. AIC value and BIC value
of updated model are smaller than the final model, but the difference of the values is very
slight. No polynomials and natural splines have not been reported as significant for the im-
provement of the final model, which contains the variables listed in Figure 5.1.

After obtaining the coefficients estimates, varImp function byR caret package (see Function
varImp) has been applied in order to examine what are the most important predictors. The
varImp function returns all the covariates with the associated variable importance value, in
which this value is the sum of the absolute values of the coefficients estimates for each level.
Moreover, factors are treated as they was M − 1 independent covariates, in which M is
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Figure 5.1: Variables of the final Multinomial Logistic Regression model

the number of the factor levels. For instance, Preferred_Foot factor has two levels which are
Left, considered as the baseline, and Right; in the computation of the variable importance,
Preferred_FootRight will be considered and its coefficients estimates will give a measure of
the values difference between Right level and Left level. The variable importance values are
reported in Table 5.1.

Table 5.1: Absolute sum of the coefficients estimates for every variable. AWR = Attacking_Work_Rate, DWR =
Defensive_Work_Rate, BTL = Body_TypeLean, BTN = Body_TypeNormal, BTS = Body_TypeStocky, SP:BC =
Short_Passing:Ball_Control, SP:LP = Short_Passing:Long_Passing, A:SS = Acceleration:Sprint_Speed, C:FKA =

Curve:Free_Kick_Accuracy.

Height_cm Weight_kg Preferred_FootRight Crossing
1.016 0.323 32.381 3.309
Finishing Heading_Accuracy Short_Passing Volleys
2.204 4.432 4.410 0.583
Dribbling Curve Free_Kick_Accuracy Long_Passing
1.925 0.497 0.560 2.413
Ball_Control Acceleration Sprint_Speed Agility
3.864 4.936 4.359 1.597
Reactions Balance Shot_Power Jumping
0.674 0.329 0.629 1.476
Stamina Strength Long_Shots Aggression
1.799 3.451 1.410 2.970
Interceptions Positioning Vision Penalties
7.998 2.055 2.181 0.416
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Composure Weak_Foot2 Weak_Foot3 Weak_Foot4
0.456 43.339 44.362 50.093
Weak_Foot5 AWRMedium AWRHigh DWRMedium
49.332 32.384 33.883 39.005
DWRHigh BTL (170-185) BTL (185+) BTN (170-)
45.319 5.450 5.813 39.425
BTN (170-185) BTN (185+) BTS (170-) BTS (170-185)
13.899 6.548 41.236 21.326
BTS (185+) Body_TypeUnique SP:BC Aggression:Interceptions
96.334 10.099 0.048 0.008
SP:LP Finishing:Long_ShotsA:SS Dribbling:Ball_Control
0.033 0.016 0.055 0.039
Curve:FKA Long_Passing:Vision Dribbling:Agility Ball_Control:Agility
0.008 0.019 0.034 0.401

In general, the most important predictors are the following:

• Preferred_FootRight, with an overall value of 32.381;

• Weak_Foot2, with an overall value of 43.339;

• Weak_Foot3, with an overall value of 44.362;

• Weak_Foot4, with an overall value of 50.092;

• Weak_Foot5, with an overall value of 49.332;

• Attacking_Work_RateMedium, with an overall value of 32.384;

• Attacking_Work_RateHigh, with an overall value of 33.883;

• Defensive_Work_RateMedium, with an overall value of 39.005;

• Defensive_Work_RateHigh, with an overall value of 45.319;

• Body_TypeNormal (170-), with an overall value of 39.425;

• Body_TypeNormal (170-185), with an overall value of 13.899;

• Body_TypeNormal (185+), with an overall value of 6.548;
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• Body_TypeStocky (170-), with an overall value of 41.236;

• Body_TypeStocky (170-185), with an overall value of 21.326;

• Body_TypeStocky (185+), with an overall value of 96.334;

• Body_TypeUnique, with an overall value of 10.099.

A moderate contribute is given from all the remaining covariates. Moreover, all the interac-
tions have the lowest contributes in the final model.
The code concerningMultinomial Logistic Regression is shown in Listing § A.3.

5.2.1 Predictions

Figure 5.2: Confusion matrix in prediction phase for Multinomial Logistic Regression.

From the results obtained in training phase, we can suggest that the Multinomial Logistic
Regressionmodel is quite satisfactory due to the significance of all the variables in themodel
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and the good results in training metrics values. For what concerns the metrics values in pre-
diction phase, the Test Accuracy value is 0.818with a 95% confidence interval [0.805, 0.831]
and the AUC value is 0.963.
The Test Accuracy value is slightly lower than the Training Accuracy value, but it is coher-
ent with the behaviour held by the model after a training phase, in which the training error
underestimates the test error. Sensitivity values, obtained computing the confusion matrix
after the prediction phase, deserve attention. The sensitivity metric is computed for each re-
sponse variable level and it represents the percentage of the correct predicted values identified.
Sensitivity metric allows to identify what are the less accurate predicted player’s positions. It
follows that CB and ST are the best predicted classes, with a sensitivity value respectively of
0.943 and 0.983. On the other hand, the worst predicted positions are RWB, LWB,CF, RW
and LW, with a sensitivity value respectively of 0.333, 0.344, 0.167, 0.196 and 0.086. These
bad results are given mainly for the reason that the training set contains less observations for
these positions. It is even curios to observe that, excluded CF position, the worst predicted
positions involve the side area of a football pitch. The other positions not mentioned above
have a sensitivity value bigger than 0.6, so the prediction is not aleatory. Figure 5.2 shows
the confusion matrix obtained in prediction phase.
AUC value is extremely satisfactory due to its value really close to 1.

5.3 Automatic model selection

The number of variables found as significant in the final model is pretty high. For this rea-
son, automatic model selection has been applied for choosing the best relevant variables of
the model according to AIC metric and BIC metric. Backward selection strategy has been
chosen because it is preferable to start from the full model when the number of variables is
very high. Indeed, with a different selection strategy, i.e., forward selection, the risk of obtain-
ing too few variables in the finalmodel is high, with the consequence that the finalmodel can
explain an unsatisfactory amount of variability. The resultingmodel will be called backward
model.
Automatic model selection has been performed with step function given by theR stats pack-
age (see Function step). By default, the variables are chosen by AIC metric due to the k = 2

parameter which is applied to the penalization term. The backward selection strategy has
been applied two times with different metrics, one time with AICmetric and one time with
BICmetric. To apply BICmetric, k parameter has been changed in k = ln(N) as required.
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From a theoretical point of view, BIC metric tends to penalize complex models more than
AIC metric if ln(N) > 2, whereN is the number of training set observations. This would
be the case, because ln(13608) = 9.518 > 2. Nevertheless, the BIC penalization did not
happen in practice, because both backward strategy with AICmetric and backward strategy
with BICmetric return the same results in terms of coefficients estimates andmetrics values.
For this reason, whatever model can be evaluated. Our choice falls in backward selection
with AICmetric.
First, the backward selection process has identified inWeight_kg, Balance, Weak_Foot, At-
tacking_Work_Rate and Body_Type the variables to be removed from the finalmodel. In ad-
dition to it, the backward selection process has identified in Short_Passing:Ball_Control,Ag-
gression:Interceptions, Short_Passing:Long_Passing,Dribbling:Ball_Control andAgility:Drib-
bling the interactions to be removed from the final model. All the covariates included in the
backward model are significant and the standard errors are very satisfactory due to very low
values. For what concerns the metrics values of the backward model, the Training Accuracy
value is 0.824 with a 95% confidence interval [0.817, 0.830], the AIC value is 14265.7 and
the BIC value is 17686.58.
Figure 5.3 shows the variables included in the backward model.

Figure 5.3: Variables of the backward model.

The most important predictors, given by varImp function, are the following:

• Preferred_FootRight, with an overall value of 31.914;

• Defensive_Work_RateMedium, with an overall value of 35.233;

• Defensive_Work_RateHigh, with an overall value of 41.746.

A moderate contribute is given from all the remaining covariates. Moreover, all the interac-
tions have the lowest contributes in the backward model.
The code concerning the automatic model selection is shown in Listing § A.4.
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5.3.1 Predictions

From the results obtained in training phase, we can suggest that the backwardmodel is quite
satisfactory due to the significance of all the variables in the model and the good results in
training metrics values. For what concerns the metrics values in prediction phase, the Test
Accuracy value is 0.817 with a 95% confidence interval [0.803, 0.830] and the AUC value
is 0.965. As expected, the Test Accuracy value is slightly lower than the Training Accuracy
value. For what concerns the sensitivity values, they are really close to the sensitive values
found in the Multinomial Logistic Regression model. Due to this fact, the problem in pre-
dicting positions involved in the side area of a football pitch still exists.
AUC value is slightly better than the one obtained with Multinomial Logistic Regression
and it is extremely satisfactory.

5.4 Linear Discriminant Analysis

LDA is a different technique from Multinomial Logistic Regression and it has been per-
formedwith lda function given by theRMASS package (see Function lda). LDA algorithm
aims at finding theK − 1 discriminant functions used to build a decision rule for assigning
an observation to one class.
The application of the algorithm requires some assumptions to be satisfied. First, the re-
sponse variable should have more than two levels with similar size. This assumption is par-
tially respected due to the substantial difference in observations between some levels. A sec-
ond assumption is related to the normal distributionwhich the quantitative covariates of the
training set need to follow. To check the assumption, Shapiro-Wilk normality test could be
applied, but theR function requires an input sample with amaximumof 5000 observations.
To overcome this problem, Anderson-Darling normality test is suitable for larger sample size
and can be applied through the ad.test function given by theRnortest package (see Function
ad.test). For every quantitative variable is returned the associated test p-value. If the p-value
is higher than 0.05, the distribution of the quantitative data is not significantly different
from normal distribution; in other words, the normality can be assumed. All the resulting
p-values are less than 0.05, so the quantitative variables do not follow a normal distribution.
Failure tomeet the assumptionsmay suggest thatLDAwill performworse thanMultinomial
Logistic Regression. To confirm these suggestions, it is necessary to apply the lda function
giving in input the same predictors included in the final model. The lda function computes
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the prior probability of each level, the groupmean of each level and the set of linear discrim-
inant coefficients which allow to form the formulas for each linear discriminant function
LDi, with i = 1, ..., K − 1. The canonical discrimination evaluation provides the amount
of variance explained from each linear discriminant. LD1 explains more than half the vari-
ance, exactly the 54%. This value decreases by increasing i and the result is that LD1, LD2,
LD3,LD4 andLD5 explain together the 91% of the total variance of the sample. For what
concerns the metrics values obtained by LDA model, the Training Accuracy value is 0.742
with a 95% confidence interval [0.735, 0.750], while AIC metric and BIC metric cannot be
computed. It is a matter of fact that LDA Training Accuracy is lower than the Training Ac-
curacy obtained with Multinomial Logistic Regression and the automatic model selection
process.
The code concerning LDA is shown in Listing § A.5.

5.4.1 Predictions

From the results obtained in training phase, we can suggest that the LDAmodel is not satis-
factory due to the failure to meet the starting assumptions. In confirmation to this, the Test
Accuracy value is 0.72 with a 95% confidence interval [0.703, 0.733] and the AUC value is
0.880. Both the test metric values are lower than the Test Accuracy and AUCobtained with
Multinomial Logistic Regression and the automatic model selection process. Moreover, the
graphical tool ldahist allows to understand whether the model obtained is satisfactory in
discriminating each LDi.
The predictions provided byLDAare illustrated in Figure 5.4 andFigure 5.5. Predictions are
plotted with histograms through the ggplot2 package. There areK− 1 different histograms,
one for each linear discriminant function. The plots are useful to understand whether each
discriminant function separates each level well. If the histograms partially overlap, it means
the groups are not well differentiated. Only the first two linear discriminant functions are
considered, due to an acceptable explained deviance of themodel equal to 77%. On each plot
we can see that the separation of the levels is not so satisfactory. For example, for the LDA1

function RB, LB, RWB, LWB and CDM levels are grouped together and completely over-
lapped; even RM, LM and CAM are grouped together and finally the remaining forward
positions CF, RW, LW and ST. So, with the first linear discriminant function only CB posi-
tion is differentiated quite good, whereas the other positions are not singularly distinguish-
able. We can observe a similar behaviour for LDA2 and the main problem is that there are

67



too many response variable levels and it is hard to find a well-separation for each group.

Figure 5.4: LDA1 predictions.

Figure 5.5: LDA2 predictions.
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Even graphically, it is confirmed that LDAmodel performsworse thanMultinomial Logistic
Regressionmodel. Due to the high number of levels in the response variable, the suggestion
could be either relevel the response variable reducing the number of responses, or transform
the data so that the normality assumption for the quantitative variables is true and that the
levels of the response variable are more than two with similar size.

5.5 Regularization methods

With the exception of LDA, all the techniques analyzed until now are quite satisfactory. Any-
way, the drawback is the large number of covariates inside thesemodelswith the consequence
of being complex. Moreover, the majority of the quantitative covariates has high variance
and a certain amount of anomalous observations can influence the performance of the mod-
els. For these reasons, shrinkage techniques, namely Ridge Regression and Lasso, have been
applied in order to simplify the models reducing the variability of the estimators. Before
starting with the analysis of techniques’ results, it is necessary to create the data structure
for both the training set and the test set. Indeed, two matrix structures have to be created
starting from the finalmodel formula, where eachmatrix contains the predictors (except the
intercepts) as columns and the observations values as rows. If a predictor is a factor withM
levels,M − 1 dummy variables will be created and each of them refer to the baseline. More
in detail, X_training matrix is built referring to the training set observations and X_test ma-
trix is built referring to the test set observations. Finally, the responses associated to each
observation are created separately. In particular, Y_training is the response factor which
refers to the Best_Position column of the training set, and Y_test is the response factor which
refers to theBest_Position columnof the test set. BothRidgeRegression andLasso have been
performed with glmnet function given by theR glmnet package (see Function glmnet). The
alpha parameter is set to 0 forRidgeRegression implementation and set to 1 for Lasso imple-
mentation. Moreover, the family parameter is set asmultinomial in order to fit a log-scaled
logistic regression model for each response variable level. Then, the type.measure parameter
is equal to class for obtaining misclassification error. Finally, k-Fold Cross-Validation (see
Subsection § 7.1.2) has been used to tune the λ hyperparameter, with k=10 and through the
cv.glmnet function given by the R glmnet package (see Function cv.glmnet). To make pre-
dictions, the glmnet.fit object from the cv.glmnet function is used, which is the fitted model
using the best λ on the entire training set.
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5.5.1 Ridge Regression

RidgeRegression is the first regularizationmethod applied and it is responsible on shrinking
the coefficients estimates close to zero. The suggestion is that Ridge Regression should not
be toomuchbetter in terms ofmetrics values thanMultinomial LogisticRegression, because
Ridge Regression does notmake variable selection and the complexity of themodel is not so
reduced.
The process starts by considering an automatic grid of λ values. Each λ value is associated
to the percentage of explained deviance and the coefficients estimates are returned for each
level. As expected, the number of covariates does not vary and the higher the ln(λ) the
more the coefficients estimates are close to 0. Moreover, the higher the ln(λ) the smaller
the explained deviance value is, with the consequence of obtaining less accurate models. To
find the most accurate model, it is necessary to find the best λ value. The 10-Fold Cross-
Validation technique has been applied to find the best λ value, according to the minimum
misclassification error.

Figure 5.6: Misclassification error varyingλ value during the 10‐Fold cross validation with Ridge Regression. The leftmost
vertical dashed line is the λ that corresponds to the minimum misclassification error, and the rightmost vertical dashed

line is the λ that corresponds to the minimum misclassification error plus 1 standard error.

Figure 5.6 shows that the higher the ln(λ) the higher the misclassification error. Moreover,
misclassification error increases rapidly from ln(λ) = 0. Then, there are two different λ val-
ues. The leftmost vertical dashed line is theλ that corresponds to theminimummisclassifica-
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tion error, and the rightmost vertical dashed line is the λ that corresponds to the minimum
misclassification error plus 1 standard error. The latter λ has a slight bigger misclassification
error. In this scenario, variable selection has not been applied, so it is preferable to choice
the λ that corresponds to the minimum misclassification error. In addition, the misclassifi-
cation error is 0.25 and the best λ is 0.026. Figure 5.7 shows how the coefficients estimates
decreases for ST level with the ln(λ) variation, with the vertical dashed line that corresponds
to the best λ. We can observe that the coefficients estimates, which corresponds to the best
λ, are not quite shrunk.

Figure 5.7: Coefficients estimates for ST level varying λ value with Ridge Regression. Each variable, associated to a
specific color, is reported on the right of the plot.

Moreover, Figure 5.8 shows that themaximum explained deviance obtained from the best λ
is 0.632. For what concerns the metrics values of final model, the Training Accuracy value is
0.757with a 95% confidence interval [0.750, 0.764], theAIC value is -38773.36 and the BIC
value is -38352.8. AICvalue andBICvalue are very satisfactory and they represent the lowest
values of all themodels seenuntil now. On the other hand, theTrainingAccuracy value is the
worst value between all the models analyzed until now. Ridge Regression turns out to have
worse performance even analyzing sensitivity values. While the majority of levels are quite
satisfactory in sensitivity values, the worst predicted levels with a sensitivity value less than
1% are RWB, LWB,CF, RWand LW. It is the demonstration that RidgeRegression, besides
notmaking variable selection, is the worst model according to themetrics values obtained in
the training phase.
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Figure 5.8: Explained deviance according toλ value in Ridge Regression. The vertical dashed line is theλ that corresponds
to the minimum misclassification error.

The code concerning Ridge Regression is shown in Listing § A.6.

5.5.2 Lasso

Lasso is the other regularization method applied and it is responsible on shrinking the coef-
ficients estimates close to zero and applying variable selection. The suggestion is that Lasso
should be better in terms of metrics values than Multinomial Logistic Regression, because
the number of variables will be reduced.
The process starts by considering an automatic grid of λ values. Each λ value is associated to
the percentage of explained deviance and the coefficients estimates are returned for each level.
As expected, the number of covariates varies. Indeed, the higher the ln(λ) value the more
variables are selected and the associated coefficients estimates set to 0. Moreover, the higher
the ln(λ) the smaller the explained deviance value is, with the consequence of obtaining less
accuratemodels. Tofind themost accuratemodel, it is necessary to find the bestλ value. The
10-Fold Cross-Validation technique has been applied to find the best λ value, according to
the minimummisclassification error. Figure 5.9 shows that the higher the ln(λ) the higher
the misclassification error. Moreover, misclassification error increases rapidly from ln(λ) =

−4. Then, there are two different λ values. The leftmost vertical dashed line is the λ that
corresponds to the minimum misclassification error, and the rightmost vertical dashed line
is the λ that corresponds to the minimummisclassification error plus 1 standard error. The
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minimum misclassification error corresponds to 0.188 and the minimum misclassification
error plus 1 standard error is equal to 0.191. The difference between the two latter error
values is almost imperceptible, so the λ that corresponds to the minimum misclassification
error plus 1 standard error has been preferred due to the highest variable selection, in which
the variables maintained in the model are 32. The best λ has a value of 4.271e-04.

Figure 5.9: Misclassification error varying λ value during the 10‐Fold cross validation with Lasso. The leftmost vertical
dashed line is the λ that corresponds to the minimum misclassification error, and the rightmost vertical dashed line is the

λ that corresponds to the minimum misclassification error plus 1 standard error.

Figure 5.10 shows how the coefficients estimates decreases for ST level with the ln(λ) vari-
ation, with the vertical dashed line that corresponds to the best λ. We can observe that the
coefficients estimates, which corresponds to the best λ, are quite shrunk and some variables
are no longer influential due to a coefficient estimate equal to 0. Moreover, Figure 5.11 shows
that themaximum explained deviance obtained from the best λ is 0.7730992. For what con-
cerns the metrics values of final model, the Training Accuracy value is 0.821 with a 95% con-
fidence interval [0.814, 0.827], the AIC value is -47461.61 and the BIC value is -47041.05.
AIC value and BIC value are very satisfactory and they are better than the values returned
by Ridge Regression. Moreover, the Training Accuracy value is quite near to the best value
obtained with Multinomial Logistic Regression. For what concerns the sensitivity values,
the majority of levels are predicted very well, with a values range that goes from 0.7 to 0.95.
Nevertheless, some levels as RWB, LWB, CF, RW and LWhave unsatisfactory sensitivity, in
particular the forward positions that have values less than 0.13. We can conclude saying that
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Lasso performs similarly to Multinomial Logistic Regression in terms of metrics values, in
which Lasso has sharply obtained better results for AIC metric and BIC metric but Lasso
has the disadvantage of being inferior for what concerns the worst predicted sensitivity val-
ues. Finally, Lasso turns out to have satisfactory performance in the training phase thanks to
the application of variable selection.

Figure 5.10: Coefficients estimates for ST level varying λ value with Lasso. Each variable, associated to a specific color,
is reported on the right of the plot.

Figure 5.11: Explained deviance according to λ value in Lasso. The vertical dashed line is the λ that corresponds to the
minimum misclassification error plus 1 standard error.

The final step is to analyze the importance of predictors according to the coefficients esti-
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mates obtained. Due to the high number of levels and the associated covariates, only the
coefficients estimates about ST and CB player’s positions will be reported. The absolute
shrunk coefficients estimates differ for each response variable level as suggested from Figure
5.12 and Figure 5.13. All the zero values represent the predictors chosen in the variable se-
lection process which have no influence on the players’ positions predictions. The absolute
coefficients estimates for ST level assume values in the range between 0 and 0.377, with the
result that the effect of the coefficients is not that punchy. Anyway, the most influential pre-
dictors areDefensive_Work_RateHigh,Attacking_Work_RateHigh, Body_TypeUnique and
Finishing. For what concerns the absolute coefficients estimates for CB level, their values are
included in a range between 0 and 1.75. In this case,Body_TypeNormal (170-) has a great im-
pact on the resulting model than the other influential predictors as Body_TypeNormal (170-
185),Defensive_Work_RateHigh,Heading_Accuracy and Preferred_FootRight. Indeed, the
difference of the absolute coefficients estimates between the highest value and the second
highest value is around 1.3.

Figure 5.12: Absolute coefficients estimates for every variable of the ST level.
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Figure 5.13: Absolute coefficients estimates for every variable of the CB level.

The code concerning Ridge Regression is shown in Listing § A.7.

5.5.3 Predictions

Given the Ridge Regression metrics values obtained in the training phase, we cannot expect
better results in prediction phase. For what concerns the metrics values in prediction phase,
the Test Accuracy value is 0.748 with a 95% confidence interval [0.733, 0.763] and the AUC
value is 0.93. TheTestAccuracy is slightly lower than theTrainingAccuracy, as expected. For
what concerns the sensitivity values, the situation does not change for RWB, LWB, CF, RW
and LW levels. CB and ST levels are the most accurate as verified in the previous methods.
The only positive side is that the AUC value is very satisfactory.
Contrary to what was seen with Ridge Regression, the satisfactory results obtained during
the training phase suggests that Lasso is expected to return satisfactory results even in the
prediction phase. For what concerns the metrics values, the Test Accuracy value is 0.811
with a 95% confidence interval [0.798, 0.824] and the AUC value is 0.962. The Test Accu-
racy is slightly lower than the Training Accuracy, as expected. Moreover, the metrics values

76



obtained in prediction phase are almost equivalent to that obtained with Multinomial Lo-
gistic Regression. For what concerns the sensitivity values, the situation does not change too
much for the worst predicted response variable levels. More in detail, RWB, LWB and RW
levels have an higher sensitivity values with respect to those obtained in the training phase.
Unfortunately, CF and LW levels have a sensitivity value less than 1% and they are predicted
as midfielders with greater propensity to attack. The AUC value is very satisfactory. Figure
5.14 shows the confusion matrix obtained in prediction phase for Lasso.

Figure 5.14: Confusion matrix in prediction phase for Lasso.

In conclusion, Lasso is one of the best technique found and it has similar results to those ob-
tained with Multinomial Logistic Regression. On the other hand, Ridge Regression model
is not suitable to our case.
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6
Machine Learning Techniques

This chapter describes Machine Learning techniques which belong to the classification do-
main. The aim of Machine Learning methods is to make predictions of the categorical re-
sponse variable Best_Position. The techniques involved in this chapter are Decision Tree,
Random Forest, K-Nearest Neighbour, Naive Bayes and Support Vector Machine. Further
on, a comparison between Machine Learning techniques and the other Data Mining tech-
niques deepened in Chapter § 4 will be investigated.

6.1 Premises: Bagging
Bagging, acronym of Boostrap Aggregating (James et al., 2021, Chapter 8), is an ensemble
technique inwhich t simple classifiers, calledweak learners, are trained independently and in
parallel. When the training phase comes to the end, a new instance can be classified through
the voting technique, in which each classifier predicts the class (a.k.a. vote) and, after com-
bining these predictions altogether, the most predicted class is returned. Figure 6.1 shows
graphically Bagging steps.
The main assumption in ensemble techniques is that every weak learner is independent of
each other. TheBootstrapping resamplingmethod is the attempt to reach the independence,
allowing the creation of t different samples for training each classifier. These samples have
the same training set size, with the difference that the instances are sampledwith replacement.
From a theoretical point of view, building separate models with its own training set and
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Figure 6.1: How Bagging technique works.
Source: https://www.geeksforgeeks.org/ml-bagging-classifier/

averaging the prediction results leads to reduce the variance and to maintain the same bias.
In practice, variance can be reduced but samples are not completely independent, with the
consequence that the bias tends however to increase. So, Bagging does not work well when
the samples are too much similar or when the algorithms used for classifiers are stable.

This technique is very useful for Decision Trees (see Section § 6.2), which suffers of high
variance. Combining them, the prediction values improves due to the reduction of the vari-
ance, and the result of this aggregation is the Random Forest technique (see Section § 6.3).
Even though the interpretation of Bagging technique is difficult, it is possible to obtain a
summary of variable importance taking the mean of the sum of all the Gini index entropy
measures obtained from each classifier.
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6.2 Decision Tree
DecisionTree (Mitchell, 1997, Chapter 3) is a supervised learning techniquewhich allows to
learn if-then rules inferred by data predictors and representable through a tree structure, as
in Figure 6.2. Every decision tree is composed by nodes and branches, where each node repre-
sents an attribute and a branch represents one of the possible values of the attribute itself. A
decision tree starts with the starting node, called root, represented by a specific attribute and
from whichm branches are created downwards, wherem is the number of possible values
that the attribute can assume. From this point two alternatives are available:

• another decision tree can start from a branch, which is called subtree, and this pro-
cess continues until reaching a leaf node, which corresponds to a specific class of the
response variable;

• if there are no other attributes to explore, a leaf node is returned.

Figure 6.2: The basic structure of a decision tree.
Source: https://blog.quantinsti.com/decision-tree/

In this context, a decision tree is called classification tree and it can be represented as a disjunc-
tion of conjunction of constraints that defines all the possible paths from the root to the leaf
node for a specific response variable class.
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ID3[G] (IterativeDichotomiser 3) algorithm allows to build decision trees with top-down re-
cursive approach in which the core of the algorithm is to select the optimal attribute to test
at each node of the tree. To this aim, the attribute which maximises the information gain
is chosen, where information gain is a statistical property which measures the expected im-
purity reduction obtained by partitioning the training set instances with the attribute itself
(Mitchell, 1997, Chapter 3). Formula (6.1) defines the information gain as

G(S, a) = I(S)−
∑

v∈V (a)

|Sa=v|
|S|

I(Sa=v), (6.1)

where S represents the training set instances, a is the attribute involved, V (a) is the set of
values that the attribute a can assume and finally I is the impurity function. More in detail,
the impurity function I measures the quality of a split for a certain attribute. Let propk =
|Sk|
|S| be theproportionof training set instances labelledwith classk, withk = 1, ..., K . Then,
two possible impurity functions are (seeDecision Trees mathematical formulation)

• Entropy, which computes the Shannon entropy of the possible classes, formulated as
I(S) = −

∑K
k=1 propk ln(propk);

• Gini Index, formulated as I(S) =
∑K

k=1 propk(1− propk).

The deeper the tree, themore complex the if-then rules, with the consequence that themodel
fits better. Nevertheless, if limits on thedecision tree depth arenot set, the decision tree learns
perfectly the training data at the expense of not predicting well unseen data. In other words,
the risk of overfitting is very high. To support this, ID3 algorithm assumption is that shorter
decision trees are preferred over larger trees and the attributes with highest information gain
are close to the decision tree root. This assumption suggests to limit the depth of the decision
tree if the overfitting phenomenon occurs, or to apply pruning techniques as Reduced Error
Pruning or Rule Post-Pruning.

6.3 Random Forest
RandomForest (James et al., 2021,Chapter 8) is a supervised learning techniquewhich takes
inspiration by Bagging method. With Random Forest t different Decision Trees are built,
each of these trained by a different training set sample created with the Bootstrapping tech-
nique. The main difference from the Bagging method concerns the split operation when
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the optimal attribute needs to be chosen for every node. While in Decision Tree technique
the entire set of attributes is considered, in Random Forest onlym attributes are chosen ran-
domly, with m < p and p is the total number of available attributes. When the training
phase comes to the end, predictions from each Decision Tree are aggregated to return the
class through the voting technique.
The choice of taking randomly only a subset of attributes at each node is made for respect-
ing the independence assumption between all the Decision Trees involved. Indeed, if every
Decision Tree chooses a strong variable from the training set due to the highest information
gain, all theDecisionTrees would be correlated and so very similar averaging them. It is clear
that this choice would be useless and it would broke the independence assumption. Indeed,
the Random Forest aim is to build different Decision Trees that are uncorrelated between
them and random subsets of features are considered at each node to reach the goal.
According to the literature (Hastie, Tibshirani, and Friedman, 2009, Chapter 15), Random
Forest technique should outperform Decision Tree technique in terms of metrics values. It
is important the choice of them parameter, that is the cardinality of the variables subset. It
is suggested to use a small value if the variables are highly correlated. Moreover, the number
of Decision Trees (indicated with the t parameter) is suggested to be as high as possible in
order to not incur in overfitting.

6.4 K-Nearest Neighbour

K-Nearest Neighbour, well-known with KNN[G] acronym (Mitchell, 1997, Chapter 8), is
a supervised learning and instance-based technique for approximating discrete-valued target
functions. The learning process simply saves every training data instance ⟨x, f(x)⟩ into the
memory, where x is the instance itself and f(x) is the target function. The classification of
a new instance xnew depends by the parameter K , a positive integer which allows to iden-
tify the closest training data instances to xnew. The new instance xnew is classified with the
most common class between all the K nearest training data instances. In this thesis, K is
the number of response variable levels, so to not confound the mathematical notation we
assume from now that the parameterK will be named T .
Themain assumption is that each instance can be viewed as a point in an Euclidean p-dimen-
sional space, where p = 1, ..., P and p is the number of predictors, and the Euclidean dis-
tance determines the T nearest training data instances. Let ap(xnew) be the p-th feature of
the new instance xnew. Then, the Euclidean distance between two different instances xi and
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xj is

d(xi, xj) =

√√√√ P∑
p=1

{ap(xi)− ap(xj)}2.

T nearest training data instances have been found and the new instance xnew is classified as
follows:

f(xnew) = argmax
k∈K

T∑
t=1

I{k = f(xt)},

wherek = 1, ..., K denotes the number of response variable levels, and the identity function
I{k = f(xt)} is equal to 1 when the equality is verified (otherwise 0). The classification
algorithm can be refined adding a weight for each of the T nearest neighbors, in order to
make neighbors closer to the new instance xnew more relevant. The weights (w1, ..., wT )

are determined by a kernel function of the Euclidean distance, which corresponds to the
inverse square of the distance between each neighbour and the new instance, as follows:

wt = K(d(xt, xnew)) = d(xt, xnew)
−2,

with t = 1, ..., T . Consequently, the new instance xnew is classified as follows:

f(xnew) = argmax
k∈K

T∑
t=1

wiI{k = f(xt)}.

If the points exactly matches with the consequence that d(xt, xnew)
2 is equal to 0, then

f(xnew) = f(xt).

The KNN algorithm is considered as robust to noisy data and it works well with a large
training set. Unfortunately, it is not possible to compute the variable importance. Choosing
the right T parameter is crucial in the KNN performance; indeed, a small T value leads to
obtain a flexible classifier with low bias and high variance, on the other hand a big T value
leads to obtain a less flexible classifier with high bias and low variance. By a computational
point of view,KNNis slower in predictionphase due to the entire set of instances to consider.
To speed up the memory indexing process, kd-treemethod allows to store every instance at a
tree leaves. In this way, the closer the instances to each other, the closer to each other in the
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tree leaves.

6.5 Naive Bayes

Naive Bayes (Mitchell, 1997, Chapter 6) is a supervised learning technique based on Bayes’
theorem. The training set is composed by tuples composed by an instance x and its corre-
sponding target value, where the instancex is represented as a conjunctionof attribute values
x1, ..., xp and the target function can assume one of the possibleK values. Each training set
instance is used in the training phase to compute the probability terms of the Bayes formula
and, when the training phase is end, all the attribute values are given in input to the Naive
Bayes classifier, returning at the end the most likely class. The Bayesian formulation is

P (Y = k|X = x1, ..., xp) = argmax
k∈K

P (x1, ..., xp|k)P (k)

P (x1, ..., xp)

= argmax
k∈K

P (x1, ..., xp|k)P (k), (6.2)

where

• P (k) is the prior probability of falling into class k;

• P (x1, ..., xp|k) is the posterior probability of observing the attribute values of in-
stance x given the target class k;

• P (x1, ..., xp) is the prior probability of observing the attribute values of instance x.

Formula (6.2) is simplified removing the denominator P (x1, ..., xp) because it does not
depend by k, so it becomes a constant and irrelevant for the classification. Anyway, the
termNaive is applied to this technique because the main assumption is that each attribute
value of the instance x is conditionally independent, given the target value of the instance
x. With the classic Bayes formula,K ∗N different combinations are necessary to compute
P (x1, ..., xp|k). Instead, if the main assumption is applied, then the number of different
combinations to computeP (x1, ..., xp|k) is simply

∏P
p=1 P (xp|k). The final results is that

the assumption allows to transform an intractable problem to be computationally feasible,
allowing a drastic reducing of the training computational time. Even though the assumption
is not always respected, it has been demonstrated that Naive Bayes technique could perform
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well. So, Naive Bayes assigns a class to a new instance x according to probability

P (Y = k|x1, ..., xp) = argmax
k∈K

P (k)
P∏

p=1

P (xp|k).

So, before predicting the class of a new instance, P (k) and P (xp|k) are the estimated prob-
abilities computed starting from the training set instances. Moreover, P (xp|k) is equal to

nk

totalnk
, where nk is the number of training set instances of class k for which xp attribute

value is encountered and totalnk
is the total number of training set instances of class k. Any-

way, this computation can lead to obtain a result equal to 0 if there are no instances nk. As
workaround,m-estimate of probability is provided and it is equal to nk+mp

totalnk
+m

, where

• p value is the prior probability, usually fixed as 1/k if the attribute contains k values;

• m value, namely equivalent sample size, is a constant used to weight the prior proba-
bility.

Parameters p and m allow to increase the size of the original sample with the addition of
virtual instances, in order to avoid zero probability.

6.6 Support Vector Machine

SupportVectorMachine, well-knownwith SVM[G] acronym (James et al., 2021, Chapter 9),
is a supervised learning technique which classifies new instances defining nonlinear bound-
aries for separating each response variable class. As shown in Figure 6.3, SVMcanbe thought
of as a generalization of themaximal margin classifier, which defines the hyperplane in the
p-dimensional space that divides the space in p-1 parts.
The p-dimensional space contains each training set instance and the goal of the separating
hyperplane is to be as far away as possible from the training set instances. Moreover, the
distance between the hyperplane and the nearest training set observations is called margin,
which gives rise to themaximal margin hyperplane. The nearest training set observations are
called support vectors and the assumption is that they are the only observations which affect
the change of the maximal margin hyperplane. Unfortunately, themaximal margin classi-
fier cannon exist due to the impossibility of separating the p-dimensional space with linear
boundaries, causing the non-existence of a separating hyperplane. For this reason, Support
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Figure 6.3: The basics of the Support Vector Machine.
Source: https://it.mathworks.com/discovery/support-vector-machine.html

Vector Classifier comes to our aid. Instead of having tiny margins, which make the maxi-
mal margin hyperplane change drastically and incur in overfitting, Support Vector Classifier
relaxes the assumption in which all the training observations have to be classified correctly.
Indeed, the presence of some training observations in the wrong hyperplane side (these are
considered asmisclassified) or in the wrongmargin side is tolerated. The optimization prob-
lem for a linear classifier can be formulated as follows:

max
β0,β1,...,βp,ϵ0,ϵ1,...,ϵn,M

M,

s.t. yi(β0 + β1xi1 + ...+ βpxip) ≥ M(1− ϵi),

P∑
p=1

β2
p = 1,

ϵi ≥ 0,

N∑
n=1

ϵn ≤ C, (6.3)

where

• M is the hyperplanemarginwidth;
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• C is a nonnegative tuning parameter responsible of how much themargin errors are
tolerated. IfC = 0no violations are tolerated, otherwise nomore thanCmisclassified
training set instances are accepted. The higher theCparameter the higher the bias and
the lower the variance, conversely the lower theCparameter the lower the bias and the
higher the variance;

• ϵi indicates the position of the i-th training set instance in the p-dimensional space. If
ϵi = 0, then the i-th observation is located in the right margin side, otherwise it is
located in the wrong margin side. Moreover, if ϵi > 1, then the i-th observation is
located in the wrong side of the hyperplane, and it is considered as misclassified.

SVM extends the Support Vector Classifier formula (6.3) using a kernel function K, a simi-
larity function which is applied to each feature in order to obtain nonlinear boundaries for
discriminating every class in the p-dimensional space. This type of approach is called ker-
nel trick. Moreover, the kernel function is computationally efficient because only

(
n
2

)
inner

products among all the pairs of the training set instances are computed. The optimization
problem is reformulated as follows:

max
β0,β1,...,βp,ϵ0,ϵ1,...,ϵn,M

M,

s.t. yi(β0 +
P∑

p=1

βpK(xi, xi′)) ≥ M(1− ϵi),

P∑
p=1

β2
p = 1,

ϵi ≥ 0,

N∑
n=1

ϵn ≤ C.

The kernel functionK(xi, x
′
i) takes in input two different training set observations, where

i ̸= i′, and they can be of different types as follows:

• linear kernel, which isK(xi, x
′
i) =

∑P
p=1 xipxi′p;

• polynomial kernel, which isK(xi, x
′
i) = (1+

∑P
p=1 xipxi′p)

d, where d is the nonneg-
ative integer degree. The higher the degree the more flexible the decision boundaries;

• rbf kernel, which isK(xi, x
′
i) = exp(−γ

∑P
p=1(xip − xi′p)

2), where γ is a positive
constant and it defines howmucha single training set instance is influential. The larger
the γ value, the closer other training set instances have to be in order to be influenced.
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Finally, a one-vs-one classification approach is applied when the response variable classes are
K > 2. The one-vs-one classification approach builds

(
K
2

)
SVMs, in which every SVM com-

pares two different classes k and k′, with k ̸= k′. Then, every SVM takes in input a test set
instance in order to return the predicted class. At the end, the final classification corresponds
to the most predicted class.
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7
Machine Learning Results

This chapter focuses on the implementation and the discussion of the prediction results ob-
tained from the Machine Learning techniques described in Chapter § 6. The details about
the implementation will be supported by Python (Van Rossum and Drake, 2009) code.

7.1 Premises

7.1.1 Dataset adaptation

The same dataset used forDataMining techniques has been exploited forMachine Learning
techniques. Nevertheless, somemodifications are needed for making the dataset compatible
with Python data structures. The training set is composed by the 80% of the dataset observa-
tions and the test set is composed by the remaining 20% of dataset observations, as in Data
Mining techniques (see Subsection § 5.1.1). For both of two dataset splits, observations are
balanced such that the samemultinomial distribution of the response variable is maintained.
From this point, a set of operations has been applied both for training set and for test set.
The first operation is to ensure that the non-numeric attributes are considered as categorical
variables, namely, Best_Position, Weak_Foot, Attacking_Work_Rate and Defensive_Work_-
Rate variables. Next, it is necessary to transform every categorical variable into an one-hot
encoding form, since algorithms like KNN can only work with numeric variables. One-hot
encoding is applied with Python sklearn.preprocessing.OneHotEncoder library (see Function
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OneHotEncoder) and it allows to create a number of new columns equal to the total num-
ber of different discrete values of the categorical variable involved. After that, the significant
interactions found in Data Mining techniques are added. Each interaction is added as a col-
umn namedVariable1:Variable2, in which every cell is the product betweenVariable1 value
andVariable2 value. This step is necessary because, despite ofR (RCore Team, 2022)meth-
ods, Python is not able to automatically add an interaction between two variables as column
in a dataset. Afterwards, the predictors and the response variable of both the training set
and the test set are split into two different data structures X and Y, compatible with the data
structures required from theMachine Learning Python methods.
The final step is to create a scaled version of the training set and the test set through the
so-called standardization, which is an attribute scaling technique that transform data so
that to ensure mean 0 and standard deviation 1. Standardization is applied with Python
sklearn.preprocessing.StandardScaler library (see Function StandardScaler) and its usage is
suggested when a standard normal distribution for the attributes values is supposed. If the
latter suggestion is not true, the alternative attribute scaling technique isnormalization, which
scales attributes values in a fixed range, usually between 0 and 1. Anyway, even though the
attributes do not follow a normal distribution, standardized dataset has led to better results
than the normalized dataset. So, the two standardized dataset splits will be used inKNNand
SVM techniques, because they are not scale invariant.
The code concerning the dataset adaptation for Python is shown in Listing § B.7.

7.1.2 k-Fold Cross-Validation

All theMachine Learning techniques thatwewill see further on (exceptNaive Bayes) need to
find the best hyperparameters, in order to obtain a model as accurate as possible and which
does not suffer from the variability of the data and the overfitting phenomenon, when possi-
ble. Resamplingmethods comes to our aid, with samples from the training set drawn repeat-
edly and the model involved refitted on each sample. In this thesis, k-Fold Cross-Validation
is the chosen cross validation approach, in which the training set is divided into k folds of
equal size. One fold at a time, starting from the first to the last, is used for testing the model
fitted on the remaining k-1 folds. The fold delegated for testing the fittedmodel is called val-
idation test. The procedure is repeated k times, so that all folds are used as validation test one
at a time. Finally, the average of the misclassification errors obtained at each step is returned
as the estimate of the k-Fold Cross Validation (James et al., 2021, Chapter 5).
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In this thesis,GridSearchCV is the functionused for applyingk-FoldCross-Validationmethod
within a set of hyperparameters, available from the Python sklearn.model_selection library
(seeFunctionGridSearchCV ).There are three fundamental parameters to set inGridSearchCV
function:

• estimator, which is the Machine Learning model we want to apply;

• param_grid, which is a dictionary composed by a set of hyperparameters to try in the
estimator;

• cv, which determines the number of folds to generate from the training set. More
in detail, StratifiedKFold function of the Python sklearn.model_selection library (see
Function StratifiedKFold) has been applied, which allows to preserve the same multi-
nomial distribution of the response variable on each sample.

We decided to apply a 10-Fold Cross-Validation, so that k=10 folds are generated. Grid-
SearchCV function returns the estimator with the best found parameters refitted on the
whole dataset.
The code concerning the application of the k-FoldCross-Validation is shown in Listing § B.8.

7.1.3 Metrics

The metric used to evaluate a model after the training phase is Training Accuracy, which
is the ratio between the sum of the training set correct predicted values for each response
variable level and the total number of training set observations. The correct predicted values
canbe accounted forby the confusionmatrix diagonal computedusing the confusion_matrix
function of the Python sklearn.metrics library (see Function confusion_matrix).
The metrics used for evaluating a model in prediction phase are listed below.

• Test Accuracy, which is the ratio between the sum of the test set correct predicted
values for each response variable level and the total number of test set observations.
The Test Accuracy computation is performed as in Training Accuracymetric.

• AUC, the sameAUCmetric described in Subsection § 5.1.2. The only difference is in
the computationof theAUCvalue, obtainedby thePython sklearn.metrics.roc_auc_sco-
re library (see Function roc_auc_score).

The code concerning the metrics computed is shown in Listing § B.9.
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7.2 Decision Tree

Decision Tree is the first Machine Learning technique we consider, applied using the De-
cisionTreeClassifier function, available from the Python sklearn.tree library (see Function
DecisionTreeClassifier). DecisionTreeClassifier function works only with numeric variables.
Moreover, it allows to generate a decision tree classifier with the aim to predict the right class
by learning decision rules deduced from the attributes of the training set. In a first trial, we
build the default decision tree classifier from the training set, in which Gini Index impurity
function is applied together with a maximum depth of the tree set to None. After the train-
ing phase, a perfect Training Accuracy equal to 1.0 is returned, as expected from the theory.
Next, we make predictions on the fitted model, giving in input the test set and obtaining
a Test Accuracy equal to 0.627. It is even possible to define a ranking of the variable im-
portance, which is defined as the total reduction of the impurity function led by a specific
feature. In other words, the most important variables are those with the higher information
gain, and so the first nodes at the top of the decision tree. Figure 7.1 shows that Positioning,
Heading_Accuracy and Interceptions are the first three variables selected for the decision tree
building.

Figure 7.1: Variable importance of the standard decision tree.
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Anyway, it is clear that the standarddecision tree overfits. To limit theoverfittingphenomenon,
10-Fold Cross-Validation has been applied in order to look for the best hyperparameters to
set, which are:

• criterion, the impurity function considering gini and entropy values;

• max_depth, themaximumdepth of the decision tree considering numeric values from
1 to 30.

After having applied 10-Fold Cross-Validation, the best model found has criterion hyperpa-
rameter set to entropy and max_depth hyperparameter set to 11. Limiting the maximum
depth of the decision tree, we suggest that the Training Accuracy is lower than the Training
Accuracy obtained with the standard decision tree. In addition to it, we expect that the Test
Accuracy increases in order to get closer to the Training Accuracy. Indeed, the Training Ac-
curacy is 0.846 and it is quite satisfactory. For what concerns the prediction phase, the Test
Accuracy is set to 0.655, so it is closer to the Training Accuracy but anyway not very satis-
factory. Finally, the returned AUC value is set to 0.816 and we can suggest that the overall
class-specific performance is quite good. For what concerns the sensitivity values, it follows
that the best predictions are obtained for CB and ST positions, with a sensitivity value of
0.88 and 0.87, respectively. The worst prediction is obtained for RWB, RW and LW posi-
tions, with a sensitivity value of 0.14, 0.11, and 0.03. respectively. These results confirm
the trend to better predict the positions that correspond to the most frequent instances and
central zones of the football pitch. As in the standard decision tree, Figure 7.2 shows that
Interceptions, Heading_Accuracy and Positioning are the first three variables selected for the
decision tree building, but with different values of variable importance.
The code concerning the Decision Tree technique is shown in Listing § B.10.

7.2.1 Pruning

Even though 10-FoldCross-Validation has been applied, the difference betweenTrainingAc-
curacy value andTestAccuracy value is still large, supposing that themodel overfits. Tomake
the decision tree to generalize better, the DecisionTreeClassifier function offers a method
called cost_complexity_pruning_pathwhich computes the pruning pathwhenMinimalCost-
Complexity Pruning algorithm is applied. More in detail, Minimal Cost-Complexity Prun-
ing (see Minimal Cost-Complexity Pruning) is the pruning algorithm for decision trees in
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Figure 7.2: Variable importance of the decision tree after 10‐Fold Cross‐Validation.

which

Rα(T ) = R(T ) + α|T̃ |,

where Rα(T ) is the Cost-Complexity measure of the tree T to be minimized, R(T ) is the
impurity function value of the leaves of tree T, T̃ is the cardinality of the leaves in tree T
and finallyα is the non-negative complexity hyperparameter that determines the pruning of
nodes from the original tree T. A node of the decision tree is pruned when its effective α
is the smallest. The pruning process can continue until reaching the parameter ccp_alpha,
fixed before instantiating the DecisionTreeClassifier method. Now, the first step is to find
the α values and the impurity values for each node at every step of the pruning process. A
decision tree is trained for each α value. Figure 7.3 shows that the higher the effective α the
higher the total impurity of the leaves of the tree (or the information gain of the leaves of
the tree decreases). Moreover, the higher the α value the more the tree is pruned, with the
consequence of reducing the number of nodes and the depth of the decision tree.
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Figure 7.3: Total impurity of leaves, number of nodes, and tree depth in the pruned decision tree given α value.

Next, Figure 7.4 shows the evolution of Training Accuracy value and Test Accuracy value,
according to theα value. It is clear that both the values decrease with the increase ofα value,
due to the increase of decision tree pruning. Moreover, the higher accuracy values are be-
tween α = 0 and α = 0.03. Finally, we can observe that the difference between the Train-
ing Accuracy value and Test Accuracy value is very small, so we can assume that the pruned
decision tree generalizes well and it does not overfit. To confirm this assumption, we need to
train a new decision tree fixing the ccp_alpha parameter to 1.277e-03, which corresponds to
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the α value that corresponds to the highest Test Accuracy value.

Figure 7.4: Training Accuracy value vs Test Accuracy value, given α value.

The Training Accuracy value is equal to 0.731 and it is a reasonable result, even though it is
less that the TrainingAccuracy found after 10-FoldCross-Validation. For what concerns the
prediction phase, the Test Accuracy value is equal to 0.675 and it is the highest values found
until now for this technique. Moreover, the difference between the Training Accuracy value
and the Test Accuracy value is less than 0.05, confirming that theMinimal Cost-Complexity
Pruning algorithm allows the model to not overfit. Finally, the AUC value is equal to 0.907,
which is very satisfactory. Forwhat concerns the sensitivity values, it follows that ST,CB,RB
and LB positions are the best predicted, with a sensitivity value of 0.93, 0.89, 0.73, and 0.68,
respectively. As seen with 10-Fold Cross-Validation, RWB, RW, LW and CF positions are
those predicted worst, with sensitivity values that are less than 0.05. These results confirm
the trend to better predict the positions that correspond to the most frequent instances and
central zones of the football pitch. A little improvement is obtained for what concerns the
central positions which flank CB player. As in the previous cases, Figure 7.5 shows that
Interceptions, Heading_Accuracy and Positioning are the first three variables selected for the
decision tree building, with 26 leaf nodes pruned.
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Figure 7.5: Variable importance of the decision tree after pruning.

At the end, we can conclude that Pruning technique allows to improve the model in terms
of generalization, even though the metrics values are not so high and so not very reliable for
predicting the position of a footballer, except for AUC value.
The code concerning the Decision Tree technique with the application of the pruning algo-
rithm is shown in Listing § B.11.

7.3 Random Forest
As seen in Section § 7.2, the final results of a standalone decision tree could not be very satis-
factory for prediction due to the high variability of the data, even pruning the decision tree
itself. Random Forest technique comes to our aid, as it is composed by a fixed number of
independent decision trees trained on a random subset of the original attributes. This tech-
nique allows to combine these decision tree tomake a prediction and, on average, improving
the performance with respect to a standalone decision tree. Random forest tends to achieve
a low variance by the effect of the combination of the decision trees, at the cost of a slight
increase of the bias. For these reasons, random forest technique should outperform decision
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tree technique.
Random Forest is applied using the RandomForestClassifier function, available from the
Python sklearn.ensemble library (see Function RandomForestClassifier). In a first trial, we
build the default random forest classifier from the training set, in which the number of es-
timators (a.k.a decision trees) is set to 100, the Gini Index criterion is applied as impurity
function, the maximum depth of the independent decision trees is set to None and finally
the maximum number of attributes on each subset is the square root of the number of at-
tributes in the original training set. After the training phase, a perfect Training Accuracy
equal to 1.0 is returned, as expected from the theory. Next, we make predictions on the fit-
ted model, giving in input the test set and obtaining a Test Accuracy equal to 0.749. As in
decision trees, it is possible to define a ranking of the variable importance in the random for-
est. Figure 7.6 shows that Interceptions, Heading_Accuracy and Aggression:Interceptions are
the first three most important variables on average. We can notice that the variable impor-
tance scores are smaller than those obtained in decision tree classifier, but this behaviour is
coherent with the fact that only a subset of variables is selected and it randomly changes for
each decision tree.

Figure 7.6: Variable importance of the random forest.
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From the results obtained from the standard random forest, it is clear that themodel overfits.
To limit the overfitting phenomenon, 10-Fold Cross-Validation has been applied in order to
look for the best hyperparameters to set, which are:

• n_estimators, the number of decision trees in the random forest, considering numeric
values from 1 to 100;

• criterion, the impurity function considering gini and entropy values;

• max_depth, the maximum depth of each decision tree in the random forest consider-
ing numeric values from 1 to 30;

• max_features, the maximum number of attributes to consider from the training set
for choosing the best attribute. The two possible choice are sqrt and log2, which cor-
responds respectively to the square root or the base 2 logarithm of the number of at-
tributes of the original dataset.

After having applied 10-Fold Cross-Validation, the best model found has n_estimators hy-
perparameter set to 97, criterion hyperparameter set to entropy,max_depth hyperparameter
set to 28 andmax_features hyperparameter set to sqrt. Limiting themaximumdepth of each
decision tree and reducing the number of attributes considered for the best split, we could
obtain that the Training Accuracy is lower than the Training Accuracy obtained with the
standard decision tree. In addition to it, we expect that the Test Accuracy increases in order
to get closer to the Training Accuracy. Nevertheless, these assumptions do not come true
drastically. Indeed, the Training Accuracy value remains unchanged to 1.0 as in the stan-
dard random forest. For what concerns the prediction phase, the Test Accuracy value is set
to 0.753, so it is slightly closer to the Training Accuracy. The Test Accuracy value obtained
is better than the Test Accuracy value of decision tree technique. Anyway, the difference be-
tween Training Accuracy value and Test Accuracy value is around 0.25, so the model tends
to overfit. Finally, the returned AUC value is set to 0.951 and we can suggest that the over-
all class-specific performance is almost perfect. For what concerns the sensitivity values, it
follows that ST, CB, LB, CAM, RB and CDM positions are the best predicted, with a sen-
sitivity value of 0.96, 0.94, 0.83, 0.81, 0.77, and 0.71, respectively. CF, LW and RW are the
worst predicted positions, with a sensitivity value less than 0.05. These results confirm that
the central positions are the best predicted, in particular all the central defensive roles, the less
and the more advanced central midfielder and the striker. As in the standard random forest,
Figure 7.7 shows that Interceptions, Aggression:Interceptions and Heading_Accuracy are the
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first three variables selected for the decision tree building, even though with slight different
values of variable importance.

Figure 7.7: Variable importance of the random forest after 10‐Fold Cross‐Validation.

A final consideration is that Random Forest technique has been already built for improving
the performance of decision trees selecting a random subset of variables for the best split.
Indeed, there is no necessity of pruning decision trees in random forest, because random
forest make the performance good with full depth due to the bootstrapping; moreover, the
pruning technique is available only for standalone decision trees. So, checking max_depth
and n_estimators parameters is enough.
The code concerning the Random Forest technique is shown in Listing § B.12.

7.4 K-Nearest Neighbour

KNN is a different technique in which the K nearest training set instances influence the pre-
diction of an observation, and it is applied using theKNeighborsClassifier function available
from the Python sklearn.neighbors library (see Function KNeighborsClassifier). The stan-
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dardized version of training set and test set is used because KNN technique is not scale in-
variant. KNN is known to be robust to noisy data and to work well with large training data.
In a first trial, we build the default KNNs classifier from the standardized training set, in
which the number of neighbors to consider is set to 5 and the uniformweight function is ap-
plied. After the training phase, the Training Accuracy value is equal to 0.756, so the value is
quite good. Next, wemake predictions on the fittedmodel, giving in input the standardized
test set and obtaining a Test Accuracy value equal to 0.637. The Test Accuracy value is not
very satisfying and, in addition to it, the model could overfit due to a difference between the
Training Accuracy value and the Test Accuracy value around 0.12. To improve the model,
10-Fold Cross-Validation has been applied in order to look for the best hyperparameters to
set, which are:

• n_neighbors, the number of K neighbours used for classifying a new instance. The
smaller the n_neighbors value the more flexible the classifier with low bias and high
variance, at the contrary the higher the n_neighbors value the less flexible the classifier
with high bias and low variance. A number of neighbors between 1 and 100 is consid-
ered;

• weights, the different types of weights applied for computing the nearest neighbours.
In this case,uniform anddistance values are considered,whereuniformweights equally
function all the neighbours instances and distance is the inverse square of the distance
between each neighbour and the new instance. Note that p value, which determines
the power of the distance metric parameter, is equal to 2 and it means that the Eu-
clidean distance is computed.

After having applied 10-Fold Cross-Validation, the best model found has n_neighbors hy-
perparameter set to 98 and weights hyperparameter set to distance. We expect that the Test
Accuracy value increases and that the model could generalize better. Surprisingly, the Train-
ing Accuracy value is equal to 1.0, with a perfect model fitting. Indeed, the Test Accuracy
value is equal to 0.664 and it is slightly higher than the Test accuracy value found in the stan-
dard KNN classifier, but anyway not so satisfactory. Finally, the returned AUC value is set
to 0.928 and we can suggest that the overall class-specific performance is very satisfactory.
For what concerns the sensitivity values, it follows that ST, CB, CAM and LB position are
the best predicted, with a sensitivity value of 0.90, 0.89, 0.83, and 0.7,5 respectively. Unfor-
tunately there are many positions as CF, LW, RW, LWB and RWB which have sensitivity
values lower than 0.05. These results confirm the trend to better predict the positions that
correspond to the most frequent instances and central zones of the football pitch.
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Finally, the results obtained suggests that the model overfits, and all the lateral positions are
badly predicted.
The code concerning the KNN technique is shown in Listing § B.13.

7.5 Naive Bayes

Naive Bayes is a fast technique in which the main assumption is the independence between
each predictor of the training set, allowing to simplify the computation ofP (xp|k) as seen in
Section § 6.5. Assume that the distribution ofP (xp|k) is multinomial. Then,Naive Bayes is
applied using theMultinomialNB function, available from the Python sklearn.naive_bayes
library (see Function MultinomialNB). This function can be applied because each value in
the training set is typed as integer. No 10-Fold Cross Validation is required due to the ab-
sence of hyperparameters to tune. So, we simply build the standardmultinomial naive bayes
classifier from the training set, in which the alpha value (a.k.a. equivalent sample size) is set
to 1.0. After the training phase, the Training Accuracy is very low and equal to 0.476, mean-
ing that the classifier is not stable due to a random classification. Next, we make predictions
on the fittedmodel, giving in input the test set and obtaining a Test Accuracy equal to 0.458.
The model does not overfit due to a little difference between the Training Accuracy value
and the Test Accuracy value, but the values are very unsatisfactory. Finally, the returned
AUC value is set to 0.862 and we can suggest that the over-all class-specific performance is
quite satisfactory. For what concerns the sensitivity values, it follows that CB, ST, CM and
CDM positions are the best predicted, with a sensitivity value of 0.73, 0.64, 0.59 and 0.53.
All the other positions have sensitivity values lower than 0.5 and they are badly predicted.
In order to check possible improvements, GaussianNB function is tried, available from the
Python sklearn.naive_bayes library (see Function GaussianNB). Differently from Multino-
mialNB function, the assumption is that the distribution of P (xp|k) is Gaussian. No 10-
Fold Cross Validation is required due to the absence of hyperparameters to tune. So, we sim-
ply build the standardGaussian naive bayes classifier from the training set. After the training
phase, the Training Accuracy is equal to 0.522, meaning that the classifier is not stable due
to a random classification. Next, we make predictions on the fitted model, giving in input
the test set and obtaining a Test Accuracy equal to 0.499. As in the multinomial naive bayes
classifier, themodel does not overfit. Nevertheless, the Training Accuracy value and the Test
Accuracy values are not satisfactory and the model is not reliable in prediction. Finally, the
returned AUC value is set to 0.882 and we can suggest that the over-all class-specific perfor-
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mance is quite satisfactory. For what concerns the sensitivity values, it follows that CB, ST,
CF, RM and RWB positions are the best predicted, with a sensitivity value of 0.82, 0.72,
0.62, 0.6 and 0.55. All the other positions have sensitivity values between 0.3 and 0.5, with
the worst predicted RWwith a sensitivity value equal to 0.12.
In conclusion, we can deduce that Naive Bayes technique is the worst Machine Learning
technique seen until now according to the metrics values. These bad results may be caused
by failure to meet the Naive Bayes assumption, because we have previously suggested that
predictors are somehow correlated and therefore their independence cannot be achieved.
The code concerning the Naive Bayes technique is shown in Listing § B.14.

7.6 Support Vector Machine

SVMis the lastMachineLearning techniquewe analyzed, inwhich the target is to definenon-
linear boundaries in a p-dimensional space for predicting the class of a new instance, given the
training set observations. SVM technique is applied using the SVC function, available from
the Python sklearn.svm library (see Function SVC). The standardized version of training set
and test set is used because SVM technique is not scale invariant. We analyzed different ver-
sion of SVM classifiers by implementing the three different kernel functions seen in Section
§ 6.6, which are linear, polynomial and rbf. The kernel function is a similarity function
that transforms the standardized training set observations in order to define the boundaries.
Different hyperparameters have been tried for each type of kernel function through 10-Fold
Cross-Validation.
First, consider linear kernel function. In a first trial, we build the default SVM classifier
from the standardized training set, in which the linear kernel function is applied together
with the regularization parameter set to 1.0. After the training phase, the Training Accuracy
is quite satisfactory and it is equal to 0.839. Next, we make predictions on the fitted model,
giving in input the standardized test set and obtaining a Test Accuracy equal to 0.813. We
can deduce that the default model does not overfit and that the Training Accuracy value and
the Test Accuracy value are quite satisfactory. Nevertheless, we want to see if improvements
can be done. So, 10-Fold Cross-Validation has been applied in order to look for the best
hyperparameters to set. In this case, C is the only hyperparameter to check and it is the regu-
larization tuning parameter that indicates how much to tolerate the margin errors. 0.1, 0.5
and 1.0 values are considered asC values. After having applied 10-FoldCross-Validation, the
best model found has C hyperparameter equal to 0.5, a lower value than the standard SVM
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and so causing to reduce the bias and to increase the variance. The Training Accuracy is
0.836 and it is quite satisfactory. For what concerns the prediction phase, the Test Accuracy
is set to 0.814, so slightly bigger than theTest Accuracy foundwith the defaultmodel. These
results suggest that the model does not overfit and, in addition to it, the difference between
the Training Accuracy and Test Accuracy is lower than the difference in the default model.
So, the results obtained are generally good. Finally, the returned AUC value is set to 0.975,
the best found until now, and we can suggest that the overall class-specific performance is
almost perfect. For what concerns the sensitivity values, it follows that ST, CB, CAM, RB,
LB, RM, CDM, LM and CM positions are the best predicted, with a sensitivity values of
0.97, 0.96, 0.86, 0.86, 0.82, 0.80, 0.77, 0.72, and 0.6, respectively. All the other positions
are badly predicted, with sensitivity values lower than 0.26. Figure 7.8 shows the confusion
matrix obtained in prediction phase. We can conclude that all the central defensive roles, all
the midfielder positions and the striker position can be reliably predicted by the model.

Figure 7.8: Confusion matrix in prediction phase for SVM with linear kernel.
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Then, consider polynomial kernel function. In a first trial, we build the default SVM classi-
fier from the standardized training set, in which the polynomial kernel function is applied,
the regularization parameter is set to 1.0, the kernel coefficient gamma is set to 1.0, the in-
dependent term of kernel function coef0 is set to 1 and finally the degree of the polynomial
kernel function is set to 3. After the training phase, a perfect Training Accuracy equal to 1.0
is returned, so the model fits perfectly the standardized training set observations. Next, we
make predictions on the fittedmodel, giving in input the standardized test set and obtaining
a Test Accuracy equal to 0.729. Even though the Test Accuracy value is quite satisfactory,
the model could overfit due to the high difference between the Training Accuracy value and
the test Accuracy value. So, 10-Fold Cross-Validation has been applied in order to look for
the best hyperparameters to set, which are:

• C, the regularization tuning parameter that indicates howmuch to tolerate themargin
errors, considering 0.1, 0.5 and 1.0 values;

• degree, the non-negative integer degree of the polynomial kernel function, considering
1, 2 and 3 values.

After having applied 10-Fold Cross-Validation, the best model found has C hyperparame-
ter equal to 0.5 and degree hyperparameter set to 1. From the best hyperparameters found,
we can assume that the bias should reduce and the variance should increase due to a lower
C value than the one in the standard model; moreover, the degree is lower than the one in
the standard model, so the decision boundaries should be less flexible. Not too surprisingly,
all the metrics values as Training Accuracy, Test Accuracy, AUC and Sensitivity are equal
to those obtained with the application of the 10-Fold Cross-Validation in the linear kernel
function. These results are equal because the degree is equal to 1, making the linear and
polynomial kernel functions almost equal.
Finally, consider rbf kernel function. In a first trial, we build the default SVMclassifier from
the standardized training set, in which the rbf kernel function is applied, the regularization
parameter is set to 1.0 and the kernel coefficient gamma is set to 1/(total number of attributes
of the standardized training set * the standardized training set variance). After the training
phase, the Training Accuracy is quite satisfactory and it is equal to 0.835. Next, we make
predictions on the fittedmodel, giving in input the standardized test set and obtaining a Test
Accuracy equal to 0.773. We can deduce that the default model does not overfit and that the
Training Accuracy value and the Test Accuracy value are quite satisfactory. Nevertheless, we
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want to see if improvements can be done. So, 10-Fold Cross-Validation has been applied in
order to look for the best hyperparameters to set, which are:

• C, the regularization tuning parameter that indicates howmuch to tolerate themargin
errors, considering 0.1, 0.5 and 1.0 values;

• gamma, the positive kernel coefficient that indicates the influence of a standardized
training set observation, considering 0.1, 0.01 and 0.001 values.

After having applied 10-Fold Cross-Validation, the best model found has C hyperparameter
equal to 1 and gamma hyperparameter equal to 0.01. The Training Accuracy is 0.819 and it
is quite satisfactory, even though its value is lower than the Training Accuracy found in the
default model. For what concerns the prediction phase, the Test Accuracy is set to 0.782, so
slightly bigger than the Test Accuracy found with the default model. These results suggest
that the model does not overfit and, in addition to it, the difference between the Training
Accuracy and Test Accuracy is lower than the difference in the default model. Finally, the
returned AUC value is 0.97, and we can suggest that the overall class-specific performance is
almost perfect. For what concerns the sensitivity values, it follows that ST, CB, CAM, RB,
LB, CDM, RM, LM and CM positions are the best predicted, with a sensitivity values of
0.95, 0.94, 0.87, 0.86, 0.85, 0.75, 0.70, 0.66, and 0.54, respectively. All the other positions
are badly predicted, with sensitivity values lower than 0.05. We can conclude that all the
central defensive roles and the striker position can be reliably predicted by the model, while
worse performances have been encountered in predicting all the midfielder positions with
respect to the previous SVM classifiers.
In conclusion, SVM is the best Machine Learning technique seen from the metrics values
point of view. The implementation of the three different kernel functions demonstrates
how much the performances are similar in terms of results, with slightly better results for
linear and polynomial kernel.
The code concerning the SVM technique is shown in Listing § B.15.
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8
Relevel response variable classes

Data Mining andMachine Learning techniques have been applied in the previous chapters,
demonstrating that some techniques such as Multinomial Logistic Regression, Lasso, and
SVM, outperform alternatives in terms ofmetrics results. Nonetheless, one serious problem
plagues even the best algorithms, namely, the lateral positions and low-frequency positions
are badly predicted. This chapter faces this problem by relevelling the classes of the response
variable, in particular reducing the number of levelswith the unification of some classes. The
reduction of the response variable classes is a data-driven process, in which the confusion
matrices of the best techniques obtained after the prediction phase are considered. At the
end, this modification is applied in each of the best techniques found and themetrics results
will be analyzed.

8.1 Classes reduction process
The original number of classes for the response variable Best_Position is fourteen, specifying
all the possible spatial position of a footballer in a pitch. Anyway, the number of levels is too
high to guarantee satisfactory predictions for each player position. This fact is confirmed by
the sensitivity values for lateral positions and low-frequency positions, discussed in Chap-
ter § 5 and Chapter § 7. More in detail, this phenomenon occurs for positions with few
observations, as they are often confused with more frequent classes with which they share
some characteristics. According to the response variable distribution (see Figure 3.1), the
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dataset is highly unbalanced. The consequence is that, as observed in the prediction phase
of Data Mining andMachine Learning techniques, the simplest players’ positions to detect
are those corresponding to the most frequent observations, with bad prediction results for
the least frequent players’ positions.
Let Figure 5.2, Figure 5.14, and Figure 7.8 be the confusion matrices of Multinomial Lo-
gistic Regression, Lasso, and SVM with linear kernel, respectively. These methods return
great results in Training Accuracy, Test Accuracy, and AUC metrics, with very similar val-
ues within each technique. However, all these metrics only take into account the overall av-
erage, effectively masking the negative effects of poorly predicted classes. Sensitivity metric
comes to our aid in understanding the negative effects in prediction. Consider each column
of the confusionmatrices, which corresponds to a specific player position, and focus on false
negatives. The most under-predicted classes for each position are reported below.

• CB is mostly predicted as CDM, followed by RB and LB. Anyway, the misclassifica-
tionnumber is negligible if comparedwith the total number of true positives plus false
negatives.

• RB is mostly predicted as RWB, followed by CB and RM. Anyway, the misclassifi-
cation number is negligible if compared with the total number of true positives plus
false negatives.

• LB ismostly predicted as LWB, followed byCB andLB.Anyway, themisclassification
number is negligible if compared with the total number of true positives plus false
negatives.

• RWB ismostly predicted asRB, followedbyRM.Unfortunately, themisclassification
number is significant if compared with the total number of true positives plus false
negatives, and the sensitivity value is completely unsatisfactory.

• LWB is mostly predicted as LB, followed by LM.Unfortunately, the misclassification
number is significant if compared with the total number of true positives plus false
negatives, and the sensitivity value is completely unsatisfactory.

• CDM ismostly predicted asCM, followed byCB.Anyway, themisclassification num-
ber is negligible if compared with the total number of true positives plus false nega-
tives.

• CM is mostly predicted as CDM, followed by CAM and RM. Even though the mis-
classification number is less than 50% if compared with the total number of true pos-
itives plus false negatives, we suggest that the sensitivity value can be improved.
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• RM ismostly predicted asCAM, followedbyLM.Anyway, themisclassificationnum-
ber is quite negligible if compared with the total number of true positives plus false
negatives.

• LM is mostly predicted as RM, followed by CAM and LB. Anyway, the misclassifi-
cation number is quite negligible if compared with the total number of true positives
plus false negatives.

• CAM is mostly predicted as CM, followed by RM and LM. Anyway, the misclassifi-
cation number is negligible if compared with the total number of true positives plus
false negatives.

• CF is mostly predicted as CAM, followed by ST. Unfortunately, the misclassification
number is significant if compared with the total number of true positives plus false
negatives, and the sensitivity value is completely unsatisfactory.

• RW is mostly predicted as RM, followed by CAM and ST. Unfortunately, the mis-
classificationnumber is significant if comparedwith the total number of true positives
plus false negatives, and the sensitivity value is completely unsatisfactory.

• LW is mostly predicted as LM, followed by RM and CAM. Unfortunately, the mis-
classificationnumber is significant if comparedwith the total number of true positives
plus false negatives, and the sensitivity value is completely unsatisfactory.

• ST is mostly predicted as CAM. Unfortunately, the misclassification number is sig-
nificant if compared with the total number of true positives plus false negatives, and
the sensitivity value is completely unsatisfactory.

Predicting classes as RWB, LWB,CF, RW, and LW implies to obtain poor prediction results
due to few observations on the dataset for those players’ positions. So, the metrics values
could be improvedunifying some classeswhich share common features according to the data
obtained in prediction phase from confusion matrices. This process allows to augment the
observations for a specific new class, ideally improving the single-class prediction results and
the overall performance of models. Furthermore, nowadays football is a dynamic game in
which a versatile player is capable to play multiple roles during the match, so the unification
process is not unrealistic. The new levels of response variable Best_Position are listed below,
followed by a justification for those unified classes.

• CB, as in the original dataset.
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• RB-RWB, that unifies RB and RWB defensive positions, placed at the right side of
the pitch and close geographically. The unification is applied because, when the pre-
diction is wrong, RB is predicted as RWB in most cases and vice versa.

• LB-LWB, that unifies LB and LWB defensive positions, placed at the left side of the
pitch and close geographically. The unification is applied because, when the predic-
tion is wrong, LB is predicted as LWB in most cases and vice versa.

• CDM-CM, that unifies CDM and CMmidfielder positions, placed at the middle of
the pitch and close geographically. The unification is applied for improving CM pre-
diction performances, which is predicted as CDMwhen the prediction is wrong and
vice versa.

• RM-RW, that unifiesRMmidfielder position andRWforwardposition, placed at the
right side of the pitch and each one with different tasks. The unification is applied to
improve thepoorpredictionperformanceofRW,due to ahighpresenceof ST forward
role. Moreover, when the prediction is wrong, RW is predicted as RM in most cases.

• LM-LW, that unifies LMmidfielder position and LW forward position, placed at the
left side of the pitch and each one with different tasks. The unification is applied to
improve thepoorpredictionperformanceofLW,due to ahighpresence of ST forward
role. Moreover, when the prediction is wrong, LW is predicted as LM in most cases.

• CAM-CF, that unifies CAMmidfielder position and CF forward position, placed at
themiddle of the pitch and close geographically. The unification is applied to improve
the poor prediction performance of CF, due to a high presence of ST forward role.
Moreover, when the prediction is wrong, CF is predicted as CAM in most cases.

• ST, as in the original dataset.

The number of classes switches from fourteen to eight. Unified positions, marked with “-”,
can be read as the capacity of a football player to employ different roles. Figure 8.1 shows the
newdistribution of the response variableBest_Position. We can see that there are levels as CB,
ST andCAM-CFwhich prevail over the other levels. The least frequent level is LM-LWand
it represents almost the 6% of the total observations, so a relevant number. Moreover, the
number of observations for RB-RWB and LW-LWB levels is very similar. From the reduc-
tion of the response variable levels, we can suggest that each class can be predicted satisfacto-
rily due to an acceptable number of observations for each position, with a little improvement
on metrics values.
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Figure 8.1: Response variable distribution after relevelling.

The code concerning the relevelling of the response variable levels is the same shown in List-
ing § A.1, except for row 51 which is substituted with the code below.
l e v e l s (new_data$Best_Pos i t ion ) <- c ( ”CB” , ”RB-RWB” , ”LB-LWB” , ”RB-RWB” , ”LB-

LWB” , ”CDM-CM” , ”CDM-CM” , ”RM-RW” , ”LM-LW” , ”CAM-CF” , ”CAM-CF” , ”RM-RW” ,
”LM-LW” , ”ST” )

8.2 Multinomial Logistic Regression
Multinomial Logistic Regression is the first technique applied to the new relevelling of the
response variable. As seen in Section § 5.2, the best model found includes all the variables
plus ten interactions, which are all significant. Hence, no modifications have been applied
before training the model. After the training phase, it has been confirmed that each vari-
able and interaction is significant. Moreover, the Training Accuracy value is 0.878 with a
95% confidence interval [0.8724, 0.8835], the AIC value is 9935.718 and the BIC value is
12935.65. From this results, we can deduce the model fits better than the original model
due to the lowering of AIC and BIC values. Another point to analyze is the variable impor-
tance, given by the sum of the absolute values of the coefficients estimates for each level. The
variable importance values are reported in Table 8.1.
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Table 8.1: Variable importance for Multinomial Logistic Regression after relevelling response variable levels. AWR =
Attacking_Work_Rate, DWR = Defensive_Work_Rate, BTL = Body_TypeLean, BTN = Body_TypeNormal, BTS =

Body_TypeStocky, SP:BC = Short_Passing:Ball_Control, SP:LP = Short_Passing:Long_Passing, A:SS =
Acceleration:Sprint_Speed, C:FKA = Curve:Free_Kick_Accuracy.

Height_cm Weight_kg Preferred_FootRight Crossing
0.599 0.139 14.573 1.592
Finishing Heading_Accuracy Short_Passing Volleys
0.865 2.068 1.663 0.297
Dribbling Curve Free_Kick_Accuracy Long_Passing
0.643 0.206 0.174 2.048
Ball_Control Acceleration Sprint_Speed Agility
1.174 2.349 2.276 0.928
Reactions Balance Shot_Power Jumping
0.197 0.112 0.366 0.740
Stamina Strength Long_Shots Aggression
0.971 1.542 0.520 1.565
Interceptions Positioning Vision Penalties
3.846 0.818 1.411 0.201
Composure Weak_Foot2 Weak_Foot3 Weak_Foot4
0.215 11.567 11.779 14.402
Weak_Foot5 AWRMedium AWRHigh DWRMedium
15.152 4.787 5.844 1.637
DWRHigh BTL (170-185) BTL (185+) BTN (170-)
22.566 3.331 3.727 23.368
BTN (170-185) BTN (185+) BTS (170-) BTS (170-185)
10.153 5.135 8.753 3.574
BTS (185+) Body_TypeUnique SP:BC Aggression:Interceptions
45.756 7.395 0.018 0.011
SP:LP Finishing:Long_ShotsA:SS Dribbling:Ball_Control
0.018 0.009 0.027 0.006
Curve:FKA Long_Passing:Vision Dribbling:Agility Ball_Control:Agility
0.001 0.014 0.017 0.019

The variable importance obtained is lower than the original variable importance for each vari-
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able, except for some interactions which have higher estimates. In general, the most impor-
tantpredictors areBody_TypeStocky (185+),Body_TypeNormal (170-),Defensive_Work_Ra-
teHigh,Defensive_Work_RateMedium,Weak_Foot5, Preferred_FootRight,Weak_Foot4,
Weak_Foot3,Weak_Foot2, and Body_TypeNormal (170-185).

Forwhat concerns the prediction phase, the Test Accuracy value is equal to 0.868with a 95%
confidence interval [0.856, 0.879], a very satisfactory value close to the Training Accuracy
value which confirms the model generalizes well. Moreover, the AUC value is 0.918 and al-
most close to 1, which means perfect classification. As expected, sensitivity values have been
visibly improved than the ones obtained in the original model. Indeed, the “worst”predicted
position is LM-LW, with a sensitivity value of 0.643. ST is the best predicted position to-
gether with CB, with sensitivity values equal to 0.9622 and 0.9443, respectively. For what
concerns RB-RWB, LB-LWB, CDM-CM, CAM-CF, and RM-RW positions, the sensitiv-
ity values are equal to 0.904, 0.878, 0.849, 0.8078, and 0.78, respectively. Figure 8.2 shows
the confusion matrix obtained in prediction phase.

Figure 8.2: Confusion matrix in prediction phase for Multinomial Logistic Regression after relevelling.
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8.3 Lasso

Lasso is the best regularization method in which coefficients estimates are shrunk towards
zero and variable selection is applied. As seen in Subsection § 5.5.2, the model includes the
same covariates of the bestMultinomial Logistic Regressionmodel. The training phase pro-
cedure is the same. First, it has been checked the Lasso behaviour in which the higher the
ln(λ) the more variables are set to 0. Then, 10-Fold Cross-Validation technique has been
applied to find the best λ value, according to the minimummisclassification error.

Figure 8.3: Misclassification error varying λ value during the 10‐Fold cross validation with Lasso after response variable
relevelling. The leftmost vertical dashed line is the λ that corresponds to the minimum misclassification error, and the
rightmost vertical dashed line is the λ that corresponds to the minimum misclassification error plus 1 standard error.

Figure 8.3 shows that the higher the ln(λ) the higher the misclassification error. Moreover,
misclassification error increases rapidly from ln(λ) = −4. Then, there are two different
λ values. The leftmost vertical dashed line is the λ that corresponds to the minimum mis-
classification error, and the rightmost vertical dashed line is the λ that corresponds to the
minimum misclassification error plus 1 standard error. The minimum misclassification er-
ror corresponds to 0.134 and the minimum misclassification error plus 1 standard error is
equal to 0.136. The difference between the two latter error values is almost negligible, so the
λ that corresponds to theminimummisclassification error plus 1 standard error has beenpre-
ferred due to the highest variable selection, in which the variables maintained in the model
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are 29. The best λ has a value of 7.484e-04. Moreover, Figure 8.4 shows that the maximum
explained deviance obtained from the best λ is 0.818, and so higher than the maximum ex-
plained deviance obtained by the original model.

Figure 8.4: Explained deviance according to λ value in Lasso after response variable relevelling. The vertical dashed line
is the λ that corresponds to the minimum misclassification error plus 1 standard error.

For what concerns the metrics values of the training phase, the Training Accuracy value
is 0.869 with a 95% confidence interval [0.863, 0.875], the AIC value is -44330.7 and the
BIC value is -43917.63. The results are very satisfactory, but slightly worse than the original
model. Finally, the variable importance computed for each response variable level demon-
strates that the coefficients estimates are slightly lower.
For what concerns the metrics values of the prediction phase, the Test Accuracy value is very
close to the Training Accuracy value and it is equal to 0.866 with a 95% confidence interval
[0.855, 0.878], guaranteeing the model generalizes well. Moreover, the AUC value is 0.981
and almost close to 1, whichmeans perfect classification. As expected, sensitivity values have
been visibly improved than the ones obtained in the original model. As seen in Section § 8.2,
ST and CB are the best predicted positions, with sensitivity values of 0.963 and 0.947, re-
spectively. Moreover, LM-LW remains the most misclassified position, even though its sen-
sitivity value is above the 50% and equal to 0.619. For what concerns RB-RWB, LB-LWB,
CDM-CM, CAM-CF, and RM-RW positions, the sensitivity values are equal to 0.9, 0.894,
0.863, 0.801, and 0.765, respectively. Figure 8.5 shows the confusion matrix obtained in
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prediction phase.

Figure 8.5: Confusion matrix in prediction phase for Lasso after relevelling.

The code concerning Lasso applied after the relevelling of the response variable is the same
shown in Listing § A.7, except for rows 29, 32 and 36, in which the generic function c is
substituted with the code below.
c ( ”CB” , ”RB-RWB” , ”LB-LWB” , ”CDM-CM” , ”RM-RW” , ”LM-LW” , ”CAM-CF” , ”ST” )

8.4 Support Vector Machine
SVM is the last technique inwhich the relevelling of the response variable has been tested. As
seen in Section § 7.6, themodel includes the same covariates of the bestMultinomial Logistic
Regression model. In addition to it, the dataset is standardized in order to avoid negative
scale effects. The training phase procedure is the same, using the linear kernel function, the
best one found. First, a default SVM has been built from the standardized training set, in
which the linear kernel function is applied together with the regularization parameter set to
1.0. After the training phase, the Training Accuracy is very satisfactory and it is equal to
0.885. Next, we make predictions on the fitted model, giving in input the standardized test
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set and obtaining a Test Accuracy equal to 0.866. We can deduce that the default model
does not overfit and that the Training Accuracy value and the Test Accuracy value are very
satisfactory. Anyway, 10-Fold Cross-Validation has been applied in order to look for the best
regularization hyperparameterC within the values 0.1, 0.5 and 1.0. After having applied 10-
Fold Cross-Validation, the best model found has exactly the same C hyperparameter applied
for the default model, that is equal to 1.0. Finally, the returned AUC value is set to 0.984,
suggesting that the overall class-specific performance is almost perfect.

Figure 8.6: Confusion matrix in prediction phase for SVM after relevelling

As expected, sensitivity values have been visibly improved than the ones obtained in the orig-
inal model. As seen in Section § 8.2 and Section § 8.3, ST and CB are the best predicted
positions, with sensitivity values of 0.96 and 0.95, respectively. Moreover, LM-LW remains
the most misclassified position, even though its sensitivity value is above the 50% and equal
to 0.63. For what concerns LB-LWB, RB-RWB, CDM-CM, CAM-CF, and RM-RW, the
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sensitivity values are equal to 0.89, 0.88, 0.85, 0.81, and 0.76, respectively. Figure 8.6 shows
the confusion matrix obtained in prediction phase.
The code concerning SVM applied after the relevelling of the response variable is the same
shown in Listing § B.15 (consider only SVM with linear kernel, rows 6-16). Anyway, it is
necessary to substitute rows 6 and 12 of Listing § B.7 with
t r a in ing_se t [ ”Best_Pos i t ion ” ] = t ra in ing_se t [ ”Best_Pos i t ion ” ] . cat . s e t_

ca t ego r i e s ( [ ’CB’ , ’RB-RWB’ , ’LB-LWB’ , ’CDM-CM’ , ’RM-RW’ , ’LM-LW’ , ’CAM-
CF’ , ’ST ’ ] , ordered=True )

t e s t_se t [ ”Best_Pos i t ion ” ] = t e s t_se t [ ”Best_Pos i t ion ” ] . cat . s e t_ca t ego r i e s ( [ ’
CB’ , ’RB-RWB’ , ’LB-LWB’ , ’CDM-CM’ , ’RM-RW’ , ’LM-LW’ , ’CAM-CF’ , ’ST ’ ] ,
ordered=True )

to reproduce the same results.
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9
Conclusions

This chapter concludes the thesis with the aim of summarizing all the results of the applied
Data Mining techniques andMachine Learning techniques. The final summary focuses on
comparing each model according to the metrics used in both the training phase and the pre-
dictionphase. Moreover, the execution time in the trainingphase is considered. Inparticular,
the time spent for both cross-validation and model fitting with the best hyperparameters (if
any) has been computed.

Table 9.1: Metrics values results for every technique. Character “/” means that the value cannot be computed for the
specified method.

Training
Accuracy

AIC BIC
Test

Accuracy
AUC

Multinomial
Logistic

Regression
0.828 14441.09 20012.24 0.818 0.963

Backward
model
selection

0.824 14265.7 17686.58 0.817 0.965

LDA 0.742 / / 0.718 0.88
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Ridge
Regression

0.757 -38773.36 -38352.8 0.748 0.93

Lasso 0.821 -47461.61 -47041.05 0.811 0.962
Decision
Tree

0.846 / / 0.655 0.816

(Pruned)
Decision
Tree

0.731 / / 0.675 0.907

Random
Forest

1.0 / / 0.753 0.951

KNN 1.0 / / 0.664 0.928
(Gaussian)
Naive Bayes

0.522 / / 0.498 0.882

(Linear)
SVM

0.836 / / 0.814 0.975

Table 9.1 reports the summary of theDataMining andMachine Learning techniques results
in terms ofmetrics values. For what concernsDataMining techniques, theMultinomial Lo-
gistic Regression (together with the model obtained after backward variable selection) and
Lasso are the preferable solutions. Both the models generalize well and the accuracy values,
together with the AUC value, are very satisfactory. Differently from theMultinomial Logis-
tic Regression, Lasso performs variable selection and it has the lowest AIC and BIC values,
suggesting that themodel fits better than the others. Although they do not overfit, LDA and
RidgeRegressionhave less satisfactory results becauseLDAdoesnot respect the assumptions
and Ridge Regression excessively shrinks the coefficients without doing variable selection.
For what concerns Machine Learning techniques, the SVM with linear kernel function (or
polynomial, the results are equal) is the best model in terms of results. Moreover, the accu-
racy and AUC values are very similar to those obtained byMultinomial Logistic Regression
and Lasso. The pruned Decision Tree is the second best model because it improves in gen-
eralization with respect to the Decision Tree without pruning, but the accuracy values are
not so high. Moreover, Random Forest and KNN perfectly fit the training set instances,
but their Test Accuracy values are too far from the Training Accuracy values and themodels
overfit. Finally, Naive Bayes is the worst model because it predicts the right players’ position
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the 50% of times, in other words, randomly.

Table 9.2: Training times for every technique. Character “/” means that the time is not computed because
Cross‐Validation has not been applied. Character * means that the value refers to the time spent for fitting all the

Decision Trees pruned.

Cross-Validation time
(in seconds)

Training time (in
seconds)

Multinomial Logistic
Regression

/ 101.72

Backward model selection / 18557.5
LDA / 0.67

Ridge Regression 53.97 5.37
Lasso 184.38 20.31

Decision Tree 215.48 0.45
(Pruned) Decision Tree 517.68 * 0.51

Random Forest 197575.94 5.34
KNN 1481.99 0.02

(Gaussian) Naive Bayes / 0.04
(Linear) SVM 488.71 13.22

Table 9.2 reports the summary of theDataMining andMachine Learning techniques results
in terms of training execution time. For statistical reasons, Cross-Validation time has been
computed for thosemethods which required to find the best hyperparameters, and this time
can vary according to the possible combinations of hyperparameters to try. So, the training
time is the one used to choose among the methods. For what concerns Data Mining tech-
niques, LDA is the fastestmethod due to instant computation of prior probabilities and den-
sity functions, followed by Ridge Regression and Lasso. Multinomial Logistic Regression is
fitted between one and two minutes, so the convergence time is very satisfactory. Backward
model selection takes some hours due to the large number of predictors and the process of
removing each time the worst variable basing on AIC metric, thus becoming unappealing
with respect to alternatives. For what concerns Machine Learning techniques, all the meth-
ods require few seconds to be applied. More in detail, the fastest algorithms are KNN and
Naive Bayes, followed by Decision Tree, Decision Tree pruned, Random Forest and finally
SVM.
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Only few algorithms have demonstrated to perform well in the context of prediction of the
football players’ positions, both in terms of results and execution time. Multinomial Logis-
tic Regression, Lasso and SVM are the best algorithms, with a Test Accuracy between 0.81
and 0.82 and AUC values between 0.96 and 0.97. Moreover, the algorithms are not com-
putationally expensive. The backward model selection has excellent results, similar to those
obtained by the algorithm mentioned before, but at the price of substantial computational
time. Finally, the smallest execution times are KNN,Naive Bayes and LDA.However, it has
been demonstrated that results from these approaches are not satisfactory for predicting the
position of a new player instance. While the players’ central positions are well predicted be-
cause they have a highnumber of observations, no satisfactory predictions are obtained at the
players’ lateral positions. For this reason, Multinomial Logistic Regression, Lasso and SVM
have been considered as reference instrument for classification in the additional analysis with
a reduced number of classes of the response variable.

Table 9.3: Metrics values results for the best techniques after relevelling of the response variable. Character “/” means
that the value cannot be computed for the specified method.

Training
Accuracy

AIC BIC
Test

Accuracy
AUC

Multinomial
Logistic

Regression
0.878 9935.78 12935.65 0.868 0.982

Lasso 0.869 -44330.7 -43917.63 0.866 0.981
(Linear)
SVM

0.885 / / 0.866 0.984

Table 9.3 reports the summary of the results of best techniques found after reducing the
response variable classes, in terms of metrics values. There are improvements for each tech-
nique, due to a better prediction for every player’s position. Moreover, each model general-
izes well due to a tiny difference between the Training Accuracy value and the Test Accuracy
value, suggesting that no one model overfits. Each result is very similar, even though SVM
results to slightly be the best model in terms of Training Accuracy value and AUC if we
wanted to find a winning model.
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Table 9.4: Training times for the best techniques after relevelling of the response variable. Character “/” means that the
time is not computed because Cross‐Validation has not been applied.

Cross-Validation time
(in seconds)

Training time (in
seconds)

Multinomial Logistic
Regression

/ 35.32

Lasso 103.74 12.24
(Linear) SVM 391.49 12.87

Table 9.4 reports the summary of the results of best techniques found after reducing the
response variable classes, in terms of training execution time. Let the training time be the
most reliable and useful information about the execution time, as in the previous summary.
The training time has drastically dropped for Multinomial Logistic Regression. Both the
Cross-Validation time and training time is almost halved in Lasso, which results to be the
fastest algorithm. The execution time of SVM with linear kernel is almost unchanged, and
it remains very small.
In conclusion, we can assume that there could be some limits in predicting the best player’s
position when the number of classes is quite high. Indeed, the overall metrics suggest the
best models fit the data and predict new instances satisfactorily, but these results hide the
negative effects of those positions that are wrongly predicted in more than 50% of cases. So,
the analysis conducted in reducing the number of response variable classes shows how the
class-specific prediction is improved through the unification process; consequently, even the
overall metrics are improved. At the end, it is confirmed that ST and CB are the best pre-
dicted positions in both the scenarios and the only ones which have not been involved in the
unification process.
The work of this thesis can be extended in several ways. One example is the use of unsuper-
vised learning algorithms, which aim at discovering specific patterns from the observations
given in input. Unsupervised learning algorithms do not provide target values associated
to each observation during the training process. Clustering, feature extraction and dimen-
sionality reduction algorithms are possible solutions. Furthermore, synthetic data can be
explored as alternative implementation for improving prediction. Unlike the reduction pro-
cess of the response variable classes, the suggested solution allows to artificially create data ac-
cording to specific conditions related to the statistical properties of the original dataset. This
process allows to obtain larger balanced dataset for the training process, so that the multi-
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nomial distribution can be applied to response classes of equal dimension. Synthetic data
are useful when there are too few real-world observations for a specific class and therefore
additional observations for that class can be useful to improve model performance.
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A
R code

This chapter includes theR (R Core Team, 2022) code produced during the writing of this
thesis, in order to ensure the replicability of the obtained results.

A.1 Preliminary data analysis of FIFA dataset

This code allows topre-process thedataset located in thedesired pathbefore starting its graph-
ical evaluation.

1 data <- read . csv ( ”path/FIFA22_Dataset . csv ” , sep=” ; ” , encoding=”UTF-8 ” )
2

3 data <- data [ ! dupl icated ( data ) , ]
4 sum( i s . na ( data ) )
5

6 data$Age <- as . i n t ege r ( data$Age)
7 data$Height_cm <- as . i n t ege r ( data$Height_cm)
8 data$Weight_kg <- as . i n t ege r ( data$Weight_kg )
9 data$Crossing <- as . i n t ege r ( data$Crossing )
10 data$Fin i sh ing <- as . i n t ege r ( data$Fin i sh ing )
11 data$Heading_Accuracy <- as . i n t ege r ( data$Heading_Accuracy )
12 data$Short_Passing <- as . i n t ege r ( data$Short_Passing )
13 data$Vol leys <- as . i n t ege r ( data$Vol leys )
14 data$Dribbl ing <- as . i n t ege r ( data$Dribbl ing )
15 data$Curve <- as . i n t ege r ( data$Curve )
16 data$Free_Kick_Accuracy <- as . i n t ege r ( data$Free_Kick_Accuracy )
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17 data$Long_Passing <- as . i n t ege r ( data$Long_Passing )
18 data$Bal l_Control <- as . i n t ege r ( data$Bal l_Control )
19 data$Acce l e rat ion <- as . i n t ege r ( data$Acce le rat ion )
20 data$Sprint_Speed <- as . i n t ege r ( data$Sprint_Speed )
21 data$Ag i l i t y <- as . i n t ege r ( data$Ag i l i t y )
22 data$Reactions <- as . i n t ege r ( data$Reactions )
23 data$Balance <- as . i n t ege r ( data$Balance )
24 data$Shot_Power <- as . i n t ege r ( data$Shot_Power)
25 data$Jumping <- as . i n t ege r ( data$Jumping )
26 data$Stamina <- as . i n t ege r ( data$Stamina )
27 data$Strength <- as . i n t ege r ( data$Strength )
28 data$Long_Shots <- as . i n t ege r ( data$Long_Shots )
29 data$Aggression <- as . i n t ege r ( data$Aggression )
30 data$ In t e r c ep t i on s <- as . i n t ege r ( data$ In t e r c ep t i on s )
31 data$Pos i t i on ing <- as . i n t ege r ( data$Pos i t i on ing )
32 data$Vis ion <- as . i n t ege r ( data$Vis ion )
33 data$Pena l t i e s <- as . i n t ege r ( data$Pena l t i e s )
34 data$Composure <- as . i n t ege r ( data$Composure )
35 data$Defens ive_Awareness <- as . i n t ege r ( data$Defens ive_Awareness )
36 data$Standing_Tackle <- as . i n t ege r ( data$Standing_Tackle )
37 data$ S l i d ing_Tackle <- as . i n t ege r ( data$ S l i d ing_Tackle )
38 data$GK_Diving <- as . i n t ege r ( data$GK_Diving )
39 data$GK_Handling <- as . i n t ege r ( data$GK_Handling )
40 data$GK_Kicking <- as . i n t ege r ( data$GK_Kicking )
41 data$GK_Pos i t i on ing <- as . i n t ege r ( data$GK_Pos i t i on ing )
42 data$GK_Ref l exes <- as . i n t ege r ( data$GK_Ref l exes )
43 data$Pace_Diving <- as . i n t ege r ( data$Pace_Diving )
44 data$Shooting_Handling <- as . i n t ege r ( data$Shooting_Handling )
45 data$Passing_Kicking <- as . i n t ege r ( data$Passing_Kicking )
46 data$Dribbl ing_Ref l exes <- as . i n t ege r ( data$Dribbl ing_Ref l exes )
47 data$Defending_Pace <- as . i n t ege r ( data$Defending_Pace )
48 data$Phys ica l_Pos i t i on ing <- as . i n t ege r ( data$Phys ica l_Pos i t i on ing )
49

50 data$Pre fer red_Foot <- as . f a c t o r ( data$Pre fer red_Foot )
51 data$Best_Pos i t ion <- f a c t o r ( data$Best_Posit ion , l e v e l s = c ( ”CB” , ”RB” , ”LB”

, ”RWB” , ”LWB” , ”CDM” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” , ”ST” ,
”GK” ) )

52 as . ordered ( data$Best_Pos i t ion )
53 data$Weak_Foot <- as . f a c t o r ( data$Weak_Foot )
54 data$Attacking_Work_Rate <- f a c t o r ( data$Attacking_Work_Rate , l e v e l s = c ( ”Low

” , ”Medium” , ”High” ) )
55 as . ordered ( data$Attacking_Work_Rate )
56 data$Defens ive_Work_Rate <- f a c t o r ( data$Defens ive_Work_Rate , l e v e l s = c ( ”Low

” , ”Medium” , ”High” ) )
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57 as . ordered ( data$Defens ive_Work_Rate )
58 data$Body_Type <- as . f a c t o r ( data$Body_Type)
59

60 new_data <- subset ( data , s e l e c t = - c (Name, Age , GK_Diving , GK_Handling , GK_
Kicking , GK_Posi t ion ing , GK_Ref lexes , Pace_Diving , Shooting_Handling ,
Passing_Kicking , Dribbl ing_Ref lexes , Defending_Pace , Phys ica l_
Pos i t i on ing ) )

61 new_data <- new_data [ ! (new_data$Best_Pos i t ion==”GK” ) , ]
62 new_data$Best_Pos i t ion <- drop l eve l s (new_data$Best_Pos i t ion )

Listing A.1: Pre‐processing steps

A.2 Data Mining Results

This code allows to split the original dataset into training set and test set. Remember to set
set.seed(100) to reproduce the same two sets in order to obtain the same results. Finally, both
the training set and the test set are saved in a .RData file, in order to recover them for future
purposes. This file is saved in a specific path.

1 s e t . seed (100)
2

3 t r a in ing_se t <- data [FALSE, ] # Only columns names and no one row
4 t e s t_se t <- data [FALSE, ] # Only columns names and no one row
5

6 f o r ( i in 1 : n l e v e l s ( data$Best_Pos i t ion ) ) {
7 temp_data <- data [ ( data$Best_Pos i t ion==names( tab le ( data$Best_Pos i t ion ) [ i ] )

) , ]
8 sample <- sample (nrow(temp_data ) , 0 .8 *nrow(temp_data ) , r ep lace=FALSE)
9

10 temp_tra in ing_se t <- temp_data [ sample , ]
11 temp_te s t_se t <- temp_data [ - sample , ]
12

13 t r a in ing_se t <- rbind ( t ra in ing_set , temp_tra in ing_se t )
14 t e s t_se t <- rbind ( t e s t_set , temp_te s t_se t )
15

16 rm(temp_data )
17 rm( sample )
18 rm(temp_tra in ing_se t )
19 rm(temp_te s t_se t )
20 }
21
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22 save ( t r a in ing_set , t e s t_set , f i l e = ”path/dataset_s p l i t .RData” )

Listing A.2: Split the dataset (80/20)

This code concerns the fit of theMultinomial Logistic Regression models from the training
set through themultinom function. Themaxit parameter is set to 10000 in order to increase
the maximum number of iterations. The goodness of the models has been checked through
the anova function. Then, varImp function is applied to print the overall contribute of
every variable inside themodel. Finally, it is provided the code for computing themetrics for
evaluating the final model.

1 l i b r a r y ( care t )
2 l i b r a r y (pROC)
3 l i b r a r y ( nnet )
4

5 s t a r t i ng_model <- multinom(Best_Pos i t ion ~ . , data=t ra in ing_set , model=TRUE,
maxit=10000)

6 updated_model <- multinom(Best_Pos i t ion ~ . + Acce le rat ion : Spr int_Speed +
Bal l_Control : Dribbl ing + Free_Kick_Accuracy : Curve + Vision : Long_Passing
+ Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_Control , data=t ra in ing_set , model=
TRUE, maxit=10000)

7 f i n a l_model <- multinom(Best_Pos i t ion ~ . + Short_Passing : Bal l_Control +
Aggression : In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_
Shots + Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_
Accuracy : Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_
Control , data=t ra in ing_set , model=TRUE, maxit=10000)

8

9 anova ( s t a r t i ng_model , updated_model , t e s t=”Chisq” )
10 anova ( updated_model , f i n a l_model , t e s t=”Chisq” )
11

12 # Print the importance o f the va r i ab l e s
13 varImp( f i n a l_model , s c a l e=FALSE)
14

15 t r a in_bp_pred icted <- pred i c t ( f i n a l_model , newdata=t ra in ing_set , ” c l a s s ” )
16 t r a in_c f <- confusionMatrix ( t ra in_bp_predicted , t r a in ing_se t $Best_Posit ion ,

mode=” everything ” )
17

18 t e s t_bp_pred icted <- pred i c t ( f i n a l_model , newdata=t e s t_set , ” c l a s s ” )
19 t e s t_c f <- confusionMatrix ( t e s t_bp_predicted , t e s t_se t $Best_Posit ion , mode=”

everything ” )
20

21 roc <- mu l t i c l a s s . roc ( t e s t_se t $Best_Posit ion , pred i c t ( f i n a l_model , newdata=
te s t_set , ”prob” ) )

22
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23 # Metrics va lues f o r t r a in ing phase
24 t r a in_c f $ ov e r a l l [ 1 ] # Training Accuracy
25 AIC(model ) # AIC
26 BIC(model ) # BIC
27

28 # Metrics va lues f o r p red i c t i on phase
29 t e s t_c f $ ov e r a l l [ 1 ] # Test Accuracy
30 roc $auc # AUC

Listing A.3: Multinomial Logistic Regression code

This code allows to apply automatic model selection with the backward strategy. Both the
AIC metric and the BIC metric are considered. The code for computing the metrics useful
to evaluate the selected model with backward is provided.

1 l i b r a r y ( care t )
2 l i b r a r y (pROC)
3

4 backward_model_AIC <- step (model_best , d i r e c t i on=”backward” )
5 backward_model_BIC <- step (model_best , d i r e c t i on=”backward” , k=log (dim(

t ra in ing_se t ) [ 1 ] ) )
6

7 # Print the importance o f the va r i ab l e s
8 varImp(backward_model_AIC, s c a l e=FALSE)
9

10 t r a in_bp_pred icted <- pred i c t ( backward_model_AIC, newdata=t ra in ing_set , ”
c l a s s ” )

11 t r a in_c f <- confusionMatrix ( t ra in_bp_predicted , t r a in ing_se t $Best_Posit ion ,
mode=” everything ” )

12

13 t e s t_bp_pred icted <- pred i c t ( backward_model_AIC, newdata=t e s t_set , ” c l a s s ” )
14 t e s t_c f <- confusionMatrix ( t e s t_bp_predicted , t e s t_se t $Best_Posit ion , mode=”

everything ” )
15

16 roc <- mu l t i c l a s s . roc ( t e s t_se t $Best_Posit ion , pred i c t ( backward_model_AIC,
newdata=t e s t_set , ”prob” ) )

17

18 # Metrics va lues f o r t r a in ing phase
19 t r a in_c f $ ov e r a l l [ 1 ] # Training Accuracy
20 AIC(model ) # AIC
21 BIC(model ) # BIC
22

23 # Metrics va lues f o r p red i c t i on phase
24 t e s t_c f $ ov e r a l l [ 1 ] # Test Accuracy
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25 roc $auc # AUC

Listing A.4: Backward selection with AIC metric and BIC metric

This code allows to check the normality of the quantitative variables, to apply Linear Dis-
criminant Analysis, to evaluate the amount of variance explained by each discriminant func-
tion and to plot the predictions with histograms. The code useful to compute the metrics
for evaluating the LDAmodel is provided.

1 l i b r a r y ( care t )
2 l i b r a r y (pROC)
3 l i b r a r y (MASS)
4 l i b r a r y ( nor te s t )
5 l i b r a r y ( ggplot2 )
6

7 X_numeric <- dplyr : : s e l e c t_i f ( data , i s . numeric )
8

9 # Anderson - Darl ing normality t e s t
10 f o r ( i in 1 : dim(X_numeric ) [ 2 ] ) {
11 cat ( colnames (X_numeric ) [ i ] , ” --> ” , ad . t e s t (X_numeric [ , i ] ) $p . value , ”\n”

)
12 }
13

14 model_lda <- lda ( Best_Pos i t ion ~ . + Short_Passing : Bal l_Control + Aggression
: In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_Shots +
Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_Accuracy :
Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_Control ,
data=t ra in ing_se t )

15 model_lda
16

17 # Canonic d i s c r iminat i on eva luat ion
18 model_lda$svd^2/sum(model_lda$svd^2) * 100
19

20 # Predict ing the values f o r t r a in ing dataset
21 t r a in_bp_pred icted <- pred i c t (model_lda , newdata=t ra in ing_set , type=”

response ” )
22 t r a in_c f <- confusionMatrix ( t r a in ing_se t $Best_Posit ion , t r a in_bp_pred icted $

c la s s , mode=” everything ” )
23

24 # Predict ing the c l a s s f o r t e s t dataset
25 t e s t_bp_pred icted <- pred i c t (model_lda , newdata=t e s t_set , type=” c l a s s ” )
26 t e s t_c f <- confusionMatrix ( t e s t_se t $Best_Posit ion , t e s t_bp_pred icted $ c la s s ,

mode=” everything ” )
27
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28 roc <- mu l t i c l a s s . roc ( t e s t_se t $Best_Posit ion , as . numeric ( t e s t_bp_pred icted $
c l a s s ) )

29

30 # Metrics va lues f o r t r a in ing phase
31 t r a in_c f $ ov e r a l l [ 1 ] # Training Accuracy
32 # Metrics va lues f o r p red i c t i on phase
33 t e s t_c f $ ov e r a l l [ 1 ] # Test Accuracy
34 roc $auc # AUC
35

36 # Plot p r ed i c t i on s
37 f o r ( i in 1 : dim( t e s t_bp_pred icted $x) [ 2 ] ) {
38 ggplot ( ) +
39 geom_histogram ( aes (x=t e s t_bp_pred icted $x [ , i ] ,
40 y=sta t ( dens i ty ) ) ,
41 bins=20,
42 data=data . frame ( t e s t_bp_pred icted ) [ 1 ] ,
43 co l o r=”black ” ,
44 f i l l=c ( ” green ” ) ) +
45 f a c e t_gr id ( c l a s s ~ . ) +
46 l abs (x=paste ( ”LDA” , i , sep=”” ) )
47 }

Listing A.5: Linear Discriminant Analysis code

This code allows to apply Ridge Regression. Consider to set set.seed(200) to reproduce the
results obtained in the thesis with Cross-Validation.

1 l i b r a r y ( care t )
2 l i b r a r y (pROC)
3 l i b r a r y ( glmnet )
4

5 # New data s t ruc ture f o r t r a in ing se t
6 X_tra in ing <- model . matrix ( Best_Pos i t ion ~ . + Short_Passing : Bal l_Control +

Aggression : In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_
Shots + Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_
Accuracy : Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_
Control , data=t ra in ing_se t ) [ , - 1 ]

7 Y_tra in ing <- t ra in ing_se t $Best_Pos i t ion
8 # New data s t ruc ture f o r t e s t s e t
9 X_te s t <- model . matrix ( Best_Pos i t ion ~ . + Short_Passing : Bal l_Control +

Aggression : In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_
Shots + Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_
Accuracy : Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_
Control , data=t e s t_se t ) [ , - 1 ]

10 Y_te s t <- t e s t_se t $Best_Pos i t ion
11
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12 model_r idge <- glmnet (X_tra in ing , Y_tra in ing , alpha=0, fami ly=”multinomial ” ,
type . measure=” c l a s s ” , keep=TRUE, p a r a l l e l=TRUE)

13 model_r idge
14

15 s e t . seed (200)
16 cv_model_r idge <- cv . glmnet (X_tra in ing , Y_tra in ing , alpha=0, fami ly=”

multinomial ” , type . measure=” c l a s s ” , keep=TRUE, p a r a l l e l=TRUE)
17 min( cv_model_r idge $cvm) # Minimum mean cross - va l idated e r ro r
18 best_lambda_r idge <- cv_model_r idge $lambda .min
19

20 # Maximum expla ined deviance obtained from lambda .min
21 max( cv_model_r idge $glmnet . f i t $dev . r a t i o )
22 # Coe f f i c i e n t s f o r every var i ab l e f o r every l e v e l
23 coe f ( cv_model_ridge , cv_model_r idge $lambda .min)
24

25

26 t r a in_bp_pred icted <- pred i c t ( cv_model_ridge , newx=X_tra in ing , s=”lambda .min
” , type=” c l a s s ” )

27 t r a in_c f <- confusionMatrix ( f a c t o r ( t r a in_bp_predicted , l e v e l s = c ( ”CB” , ”RB”
, ”LB” , ”RWB” , ”LWB” , ”CDM” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” ,
”ST” ) ) , Y_tra in ing , mode=” everything ” )

28

29 t e s t_bp_pred icted <- pred i c t ( cv_model_ridge , newx=X_test , s=”lambda .min” ,
type=” c l a s s ” )

30 t e s t_c f <- confusionMatrix ( f a c t o r ( t e s t_bp_predicted , l e v e l s = c ( ”CB” , ”RB” ,
”LB” , ”RWB” , ”LWB” , ”CDM” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” , ”
ST” ) ) , Y_test , mode=” everything ” )

31

32 c l a s s_probs_matrix_r idge <- pred i c t ( cv_model_ridge , newx=X_test , s=”lambda .
min” , type=” response ” )

33 dim( c l a s s_probs_matrix_r idge ) <- c (dim( c l a s s_probs_matrix_r idge ) [ 1 ] , dim(
c l a s s_probs_matrix_r idge ) [ 2 ] )

34 colnames ( c l a s s_probs_matrix_r idge ) <- c ( ”CB” , ”RB” , ”LB” , ”RWB” , ”LWB” , ”CDM
” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” , ”ST” )

35 roc <- mu l t i c l a s s . roc (Y_test , c l a s s_probs_matrix_r idge )
36

37 tLL <- cv_model_r idge $glmnet . f i t $ nul ldev - cv_model_r idge $glmnet . f i t $ nul ldev
* (1 - cv_model_r idge $glmnet . f i t $dev . r a t i o ) [ which ( cv_model_r idge $lambda
== cv_model_r idge [ [ ”lambda .min” ] ] ) ]

38 k <- cv_model_r idge $glmnet . f i t $df [ which ( cv_model_r idge $lambda == cv_model_
r idge [ [ ”lambda .min” ] ] ) ]

39 n <- cv_model_r idge $glmnet . f i t $nobs
40

41 # Metrics va lues f o r t r a in ing phase
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42 t r a in_c f $ ov e r a l l [ 1 ] # Training Accuracy
43 AIC <- - tLL + 2*k + 2*k* (k + 1)/ (n - k - 1) # AIC
44 AIC
45 BIC <- log (n)*k - tLL # BIC
46 BIC
47 # Metrics va lues f o r p red i c t i on phase
48 t e s t_c f $ ov e r a l l [ 1 ] # Test Accuracy
49 roc $auc # AUC

Listing A.6: Ridge Regression code

This code allows to apply Lasso. Consider to set set.seed(200) to reproduce the results ob-
tained in the thesis with Cross-Validation.

1 l i b r a r y ( care t )
2 l i b r a r y (pROC)
3 l i b r a r y ( glmnet )
4

5 # New data s t ruc ture f o r t r a in ing se t
6 X_tra in ing <- model . matrix ( Best_Pos i t ion ~ . + Short_Passing : Bal l_Control +

Aggression : In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_
Shots + Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_
Accuracy : Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_
Control , data=t ra in ing_se t ) [ , - 1 ]

7 Y_tra in ing <- t ra in ing_se t $Best_Pos i t ion
8 # New data s t ruc ture f o r t e s t s e t
9 X_te s t <- model . matrix ( Best_Pos i t ion ~ . + Short_Passing : Bal l_Control +

Aggression : In t e r c ep t i on s + Short_Passing : Long_Passing + Fin i sh ing : Long_
Shots + Acce le rat ion : Spr int_Speed + Dribbl ing : Bal l_Control + Free_Kick_
Accuracy : Curve + Vision : Long_Passing + Ag i l i t y : Dribbl ing + Ag i l i t y : Bal l_
Control , data=t e s t_se t ) [ , - 1 ]

10 Y_te s t <- t e s t_se t $Best_Pos i t ion
11

12 model_l a s s o <- glmnet (X_tra in ing , Y_tra in ing , alpha=1, fami ly=”multinomial ” ,
type . measure=” c l a s s ” , keep=TRUE, p a r a l l e l=TRUE)

13 model_l a s s o
14

15 s e t . seed (200)
16 cv_model_l a s s o <- cv . glmnet (X_tra in ing , Y_tra in ing , alpha=1, fami ly=”

multinomial ” , type . measure=” c l a s s ” , keep=TRUE, p a r a l l e l=TRUE)
17 cv_model_l a s s o $cvm[ cv_model_l a s s o $ index [ 2 ] ] # Mean cross - va l idated e r ro r

from lambda .1 se
18 best_lambda_la s s o <- cv_model_l a s s o $lambda .1 se
19

20 # Maximum expla ined deviance obtained from lambda .1 se
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21 cv_model_l a s s o $glmnet . f i t $dev . r a t i o [ which ( cv_model_l a s s o $lambda == cv_model_
l a s s o $lambda .1 se ) ]

22 # Coe f f i c i e n t s f o r every var i ab l e f o r every l e v e l
23 coe f ( cv_model_lasso , cv_model_l a s s o $lambda .1 se )
24 # Number o f nonzero c o e f f i c i e n t s with lambda .1 se
25 cv_model_l a s s o $nzero [ which ( cv_model_l a s s o $lambda == cv_model_l a s s o $lambda .1

se ) ]
26

27

28 t r a in_bp_pred icted <- pred i c t ( cv_model_lasso , newx=X_tra in ing , s=”lambda .1 se
” , type=” c l a s s ” )

29 t r a in_c f <- confusionMatrix ( f a c t o r ( t r a in_bp_predicted , l e v e l s = c ( ”CB” , ”RB”
, ”LB” , ”RWB” , ”LWB” , ”CDM” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” ,
”ST” ) ) , Y_tra in ing , mode=” everything ” )

30

31 t e s t_bp_pred icted <- pred i c t ( cv_model_lasso , newx=X_test , s=”lambda .1 se ” ,
type=” c l a s s ” )

32 t e s t_c f <- confusionMatrix ( f a c t o r ( t e s t_bp_predicted , l e v e l s = c ( ”CB” , ”RB” ,
”LB” , ”RWB” , ”LWB” , ”CDM” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” , ”
ST” ) ) , Y_test , mode=” everything ” )

33

34 c l a s s_probs_matrix_r idge <- pred i c t ( cv_model_lasso , newx=X_test , s=”lambda .1
se ” , type=” response ” )

35 dim( c l a s s_probs_matrix_r idge ) <- c (dim( c l a s s_probs_matrix_r idge ) [ 1 ] , dim(
c l a s s_probs_matrix_r idge ) [ 2 ] )

36 colnames ( c l a s s_probs_matrix_r idge ) <- c ( ”CB” , ”RB” , ”LB” , ”RWB” , ”LWB” , ”CDM
” , ”CM” , ”RM” , ”LM” , ”CAM” , ”CF” , ”RW” , ”LW” , ”ST” )

37 roc <- mu l t i c l a s s . roc (Y_test , c l a s s_probs_matrix_r idge )
38

39 tLL <- cv_model_l a s s o $glmnet . f i t $ nul ldev - cv_model_l a s s o $glmnet . f i t $ nul ldev
* (1 - cv_model_l a s s o $glmnet . f i t $dev . r a t i o ) [ which ( cv_model_l a s s o $lambda
== cv_model_l a s s o [ [ ”lambda .1 se ” ] ] ) ]

40 k <- cv_model_l a s s o $glmnet . f i t $df [ which ( cv_model_l a s s o $lambda == cv_model_
l a s s o [ [ ”lambda .1 se ” ] ] ) ]

41 n <- cv_model_l a s s o $glmnet . f i t $nobs
42

43 # Metrics va lues f o r t r a in ing phase
44 t r a in_c f $ ov e r a l l [ 1 ] # Training Accuracy
45 AIC <- - tLL + 2*k + 2*k* (k + 1)/ (n - k - 1) # AIC
46 AIC
47 BIC <- log (n)*k - tLL # BIC
48 BIC
49 # Metrics va lues f o r p red i c t i on phase
50 t e s t_c f $ ov e r a l l [ 1 ] # Test Accuracy
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51 roc $auc # AUC

Listing A.7: Lasso code
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B
Python code

This chapter includes the Python (VanRossum andDrake, 2009) code produced during the
writing of this thesis, in order to ensure the replicability of the obtained results.

B.1 The FIFA dataset
This code allows to apply web scraping technique on the first web page from https://sofi
fa.com/.

1 from bs4 import BeautifulSoup
2 import reques t s
3 import time
4

5 def FirstPageWebScraping ( ur l ) :
6 i f r eques t s . get ( f ”{ ur l}&o f f s e t=0” ) . status_code == 200:
7 page = reques t s . get ( f ”{ ur l}&o f f s e t=0” ) . text
8 players_table = CatchWebPageTable ( page )
9

10 CatchFeaturesNames ( players_table )
11 CatchFeaturesValues ( players_table )
12

13 time . s l e ep ( 0 . 5 )
14 e l s e :
15 pr int ( f ”Error { reques t s . get ( ’{ ur l}&o f f s e t =0 ’) . status_code}” )

Listing B.1: FirstPageWebScraping(url) method
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This code allows to retrieve only the names of the attributes from the web page scraped.
1 from bs4 import BeautifulSoup
2 import reques t s
3 import re
4

5 def CatchFeaturesNames ( tab l e ) :
6 features_names = tab le . f i nd_a l l ( ” th” )
7

8 f o r row in features_names :
9 c e l l = s t r ( row)
10 features_names_list . append ( re . sub ( re . compile ( ’<.*?> ’ ) , ’ ’ , c e l l ) )

Listing B.2: CatchFeaturesNames(players_table) method

This code allows to retrieve all theplayers’ values for each attribute from thewebpage scraped.
1 from bs4 import BeautifulSoup
2 import re
3 import pandas as pd
4

5 def CatchFeaturesValues ( tab le ) :
6 g loba l re su l t s_features_va lues
7 f eatures_values = tab le . f i nd_a l l ( ” t r ” )
8

9 f o r row in features_values :
10 c e l l s = re . sub ( re . compile ( ’ Jun(.+?)</span>|<div c l a s s=\”t ip \”>(.+?)

</span></div></div>’ ) , ’ ’ , s t r ( row . f ind_a l l ( ” td” ) ) )
11

12 f ea ture s_va lue s_l i s t . append ( re . sub ( re . compile ( ’<.*?> ’ ) , ’ ’ , c e l l s ) )
13

14 re su l t s_features_va lues = pd . DataFrame( f ea ture s_va lue s_l i s t )

Listing B.3: CatchFeaturesValues(players_table) method

This code allows to apply web scraping technique on all the web pages following the first
from https://sofifa.com/.

1 from bs4 import BeautifulSoup
2 import reques t s
3 import time
4

5 def NextPagesWebScraping ( url , o f f s e t ) :
6 cur rent_of f s e t = o f f s e t
7

8 while reques t s . get ( f ”{ ur l}&o f f s e t={cur rent_of f s e t }” ) . status_code == 200
and cur rent_of f s e t <= 19980:

140

https://sofifa.com/


9 page = reques t s . get ( f ”{ ur l}&o f f s e t={cur rent_of f s e t }” ) . text
10 players_table = CatchWebPageTable ( page )
11

12 CatchFeaturesValues ( players_table )
13

14 cur rent_of f s e t = current_of f s e t + 60
15 time . s l e ep ( 0 . 5 )
16

17 i f r eques t s . get ( f ”{ ur l}&o f f s e t={cur rent_of f s e t }” ) . status_code != 200:
18 pr int ( f ”Error { reques t s . get ( ’{ ur l}&o f f s e t={cur rent_of f s e t } ’ ) .

status_code}” )
19 e l s e :
20 pr int ( ”Al l p layer s have been downloaded . ” )

Listing B.4: NextPagesWebScraping(url, 60)) method

This code allows to manipulate and clean the dataset.
1 from bs4 import BeautifulSoup
2 import re
3

4 def ManipulateAndCleanData ( ) :
5 # Sp l i t each row to c e l l s
6 cleaned_dataset = resu l t s_features_va lues [ 0 ] . s t r . s p l i t ( ’ , ’ , expand=True )
7

8 # I f the s c r i p t donwloads the l a s t column f u l l o f ”None” values , drop i t
9 i f c leaned_dataset . shape [ 1 ] > 53:
10 delete_last_n_columns = cleaned_dataset . shape [ 1 ] - 53
11 f o r i in range ( delete_last_n_columns ) :
12 cleaned_dataset . drop ( cleaned_dataset . columns [ - 1 ] , i np lace=True ,

ax i s=1)
13

14 # Set column names using tab le headers
15 cleaned_dataset . columns = features_names_list [ 0 : l en (

features_names_list ) ]
16 cleaned_dataset . rename ( columns={ ’ Height ’ : ’Height_cm ’ ,
17 ’Weight ’ : ’Weight_kg ’ ,
18 ’ f oo t ’ : ’ Preferred_Foot ’ ,
19 ’BP’ : ’ Best_Position ’ ,
20 ’ Heading Accuracy ’ : ’Heading_Accuracy ’ ,
21 ’ Short Passing ’ : ’ Short_Passing ’ ,
22 ’FK Accuracy ’ : ’ Free_Kick_Accuracy ’ ,
23 ’Long Passing ’ : ’ Long_Passing ’ ,
24 ’ Bal l Control ’ : ’ Ball_Control ’ ,
25 ’ Spr int Speed ’ : ’ Sprint_Speed ’ ,
26 ’ Shot Power ’ : ’ Shot_Power ’ ,
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27 ’Long Shots ’ : ’ Long_Shots ’ ,
28 ’Marking ’ : ’ Defensive_Awareness ’ ,
29 ’ Standing Tackle ’ : ’ Standing_Tackle ’ ,
30 ’ S l i d ing Tackle ’ : ’ Sl iding_Tackle ’ ,
31 ’GK Diving ’ : ’GK_Diving ’ ,
32 ’GK Handling ’ : ’GK_Handling ’ ,
33 ’GK Kicking ’ : ’GK_Kicking ’ ,
34 ’GK Pos i t i on ing ’ : ’ GK_Positioning ’ ,
35 ’GK Ref l exes ’ : ’GK_Reflexes ’ ,
36 ’W/F ’ : ’Weak_Foot ’ ,
37 ’SM’ : ’ Skill_Moves ’ ,
38 ’A/W’ : ’Attacking_Work_Rate ’ ,
39 ’D/W’ : ’Defensive_Work_Rate ’ ,
40 ’PAC’ : ’ Pace_Diving ’ ,
41 ’SHO’ : ’ Shooting_Handling ’ ,
42 ’PAS ’ : ’ Passing_Kicking ’ ,
43 ’DRI ’ : ’ Dribbl ing_Ref lexes ’ ,
44 ’DEF’ : ’ Defending_Pace ’ ,
45 ’PHY’ : ’ Physical_Posit ion ’ } ,
46 i np lace=True )
47

48 # Drop the f i r s t , ”Team & Contract ” and ”Skill_Moves” columns because
unmeaningful

49 cleaned_dataset . drop ( cleaned_dataset . columns [ 0 ] , i np lace=True , ax i s=1)
50 cleaned_dataset . drop ( columns = [ ’Team &amp; Contract ’ ] , i np lace=True ,

ax i s=1)
51 cleaned_dataset . drop ( columns = [ ’ Skill_Moves ’ ] , i np lace=True , ax i s=1)
52

53 # Fix typos or character e r r o r s
54 cleaned_dataset [ ”Name” ] = cleaned_dataset [ ”Name” ] . s t r . r ep lace ( r ” (\n |LW|

ST|RW|LF|CF|RF|CAM|LM|CM|RM|CDM|LWB|LB|CB|RB|RWB|GK)” , ”” , regex=
True )

55 cleaned_dataset [ ”Name” ] = cleaned_dataset [ ”Name” ] . s t r . r ep lace ( r ” [0 -9\n ] ”
, ”” , regex=True )

56 cleaned_dataset [ ”Height_cm” ] = cleaned_dataset [ ”Height_cm” ] . s t r . r ep lace (
r ” (\n |cm) ” , ”” , regex=True )

57 cleaned_dataset [ ”Weight_kg” ] = cleaned_dataset [ ”Weight_kg” ] . s t r . r ep lace (
”kg” , ”” , regex=False )

58 cleaned_dataset [ ”Physical_Posit ion ” ] = cleaned_dataset [ ”
Physical_Posit ion ” ] . s t r . r ep lace ( ” ] ” , ”” , regex=False )

59 f o r i in range (0 , cleaned_dataset . shape [ 1 ] ) :
60 cleaned_dataset . i l o c [ : , i ] = cleaned_dataset . i l o c [ : , i ] . s t r . r ep lace (

”N/A” , ”” , regex=False )
61
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62 # Remove spaces
63 f o r i in range (0 , l en ( cleaned_dataset . columns ) ) :
64 cleaned_dataset . i l o c [ : , i ] = cleaned_dataset . i l o c [ : , i ] . s t r . s t r i p ( )
65

66 # Remove every row which conta ins only Nan values or empty c e l l s
67 index_of_NaN_rows = [ ]
68 f o r i in range (0 , cleaned_dataset . shape [ 0 ] ) :
69 i f c leaned_dataset . i l o c [ i , : ] . i s n u l l ( ) . va lues . any ( ) |

cleaned_dataset . i l o c [ i , : ] . eq ( ”” ) . sum() > 0 :
70 index_of_NaN_rows . append ( i )
71 f o r i in range (0 , l en ( index_of_NaN_rows) ) :
72 cleaned_dataset . drop ( l a b e l s=index_of_NaN_rows [ i ] , i np lace=True , ax i s

=0)
73

74 return cleaned_dataset

Listing B.5: ManipulateAndCleanData() method

This code allows to generate the dataset in CSV format in the desired path.
1 def GenerateCSVDataset ( dataset ) :
2 dataset . to_csv ( ”path/FIFA22_Dataset . csv ” , index=False , encoding=”UTF-8 ” ,

na_rep=’NA’ , mode=”a” )

Listing B.6: GenerateCSVDataset(cleaned_dataset) method

B.2 Machine Learning Results
This code allows to adapt the dataset for the Machine Learning techniques. Upload the
.RData file in which both the training set and test set have been saved in a specific path.

1 from sk learn . preproces s ing import OneHotEncoder , StandardScaler
2 import pandas as pd
3

4 def s e tCategor i ca lVar i ab l e s ( tra in ing_set , tes t_set ) :
5 # Set c a t e g o r i c a l va r i ab l e s - TRAINING SET
6 t ra in ing_set [ ”Best_Position ” ] = tra in ing_set [ ”Best_Position ” ] . cat .

s e t_categor i e s ( [ ’CB’ , ’RB’ , ’LB ’ , ’RWB’ , ’LWB’ , ’CDM’ , ’CM’ , ’RM’ , ’LM
’ , ’CAM’ , ’CF ’ , ’RW’ , ’LW’ , ’ST ’ ] , ordered=True )

7 t ra in ing_set [ ”Weak_Foot” ] = tra in ing_set [ ”Weak_Foot” ] . cat . s e t_categor i e s ( [
’ 1 ’ , ’ 2 ’ , ’ 3 ’ , ’ 4 ’ , ’ 5 ’ ] , ordered=True )

8 t ra in ing_set [ ”Attacking_Work_Rate” ] = tra in ing_set [ ”Attacking_Work_Rate” ] .
cat . s e t_categor i e s ( [ ’Low ’ , ’Medium ’ , ’High ’ ] , ordered=True )

9 t ra in ing_set [ ”Defensive_Work_Rate” ] = tra in ing_set [ ”Defensive_Work_Rate” ] .
cat . s e t_categor i e s ( [ ’Low ’ , ’Medium ’ , ’High ’ ] , ordered=True )

143



10

11 # Set c a t e g o r i c a l va r i ab l e s - TEST SET
12 tes t_set [ ”Best_Position ” ] = test_set [ ”Best_Position ” ] . cat . s e t_categor i e s ( [

’CB’ , ’RB’ , ’LB ’ , ’RWB’ , ’LWB’ , ’CDM’ , ’CM’ , ’RM’ , ’LM’ , ’CAM’ , ’CF ’ ,
’RW’ , ’LW’ , ’ST ’ ] , ordered=True )

13 tes t_set [ ”Weak_Foot” ] = test_set [ ”Weak_Foot” ] . cat . s e t_categor i e s ( [ ’ 1 ’ , ’ 2 ’
, ’ 3 ’ , ’ 4 ’ , ’ 5 ’ ] , ordered=True )

14 tes t_set [ ”Attacking_Work_Rate” ] = test_set [ ”Attacking_Work_Rate” ] . cat .
s e t_categor i e s ( [ ’Low ’ , ’Medium ’ , ’High ’ ] , ordered=True )

15 tes t_set [ ”Defensive_Work_Rate” ] = test_set [ ”Defensive_Work_Rate” ] . cat .
s e t_categor i e s ( [ ’Low ’ , ’Medium ’ , ’High ’ ] , ordered=True )

16

17 return tra in ing_set , tes t_set
18

19 def applyOneHotEncoding ( tra in ing_set , tes t_set ) :
20 encoder = OneHotEncoder ( dtype=’ int32 ’ , handle_unknown=’ ignore ’ )
21

22 # One Hot Encoding - TRAINING SET
23 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( tra in ing_set [ [ ’

Preferred_Foot ’ ] ] ) . toarray ( ) )
24 predictor_encoded . columns = [ ’ Preferred_Foot_Left ’ , ’ Preferred_Foot_Right ’

]
25 t ra in ing_set = tra in ing_set . j o i n ( predictor_encoded )
26 t ra in ing_set . drop ( ’ Preferred_Foot ’ , ax i s=1, inp lace=True )
27 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( tra in ing_set [ [ ’

Weak_Foot ’ ] ] ) . toarray ( ) )
28 predictor_encoded . columns = [ ’Weak_Foot_1 ’ , ’Weak_Foot_2 ’ , ’Weak_Foot_3 ’ ,

’Weak_Foot_4 ’ , ’Weak_Foot_5 ’ ]
29 t ra in ing_set = tra in ing_set . j o i n ( predictor_encoded )
30 t ra in ing_set . drop ( ’Weak_Foot ’ , ax i s=1, inp lace=True )
31 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( tra in ing_set [ [ ’

Body_Type ’ ] ] ) . toarray ( ) )
32 predictor_encoded . columns = [ ’Body_Type_Lean (170 -) ’ , ’Body_Type_Lean

(170 -185) ’ , ’Body_Type_Lean (185+) ’ ,
33 ’Body_Type_Normal (170 -) ’ , ’Body_Type_Normal

(170 -185) ’ , ’Body_Type_Normal (185+) ’ ,
34 ’Body_Type_Stocky (170 -) ’ , ’Body_Type_Stocky

(170 -185) ’ , ’Body_Type_Stocky (185+) ’ ,
35 ’Body_Type_Unique ’ ]
36 t ra in ing_set = tra in ing_set . j o i n ( predictor_encoded )
37 t ra in ing_set . drop ( ’Body_Type ’ , ax i s=1, inp lace=True )
38 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( tra in ing_set [ [ ’

Attacking_Work_Rate ’ ] ] ) . toarray ( ) )
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39 predictor_encoded . columns = [ ’Attacking_Work_Rate_High ’ , ’
Attacking_Work_Rate_Low ’ , ’Attacking_Work_Rate_Medium ’ ]

40 t ra in ing_set = tra in ing_set . j o i n ( predictor_encoded )
41 t ra in ing_set . drop ( ’Attacking_Work_Rate ’ , ax i s=1, inp lace=True )
42 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( tra in ing_set [ [ ’

Defensive_Work_Rate ’ ] ] ) . toarray ( ) )
43 predictor_encoded . columns = [ ’Defensive_Work_Rate_High ’ , ’

Defensive_Work_Rate_Low ’ , ’Defensive_Work_Rate_Medium ’ ]
44 t ra in ing_set = tra in ing_set . j o i n ( predictor_encoded )
45 t ra in ing_set . drop ( ’Defensive_Work_Rate ’ , ax i s=1, inp lace=True )
46 de l predictor_encoded
47

48 # One Hot Encoding - TEST SET
49 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( test_set [ [ ’

Preferred_Foot ’ ] ] ) . toarray ( ) )
50 predictor_encoded . columns = [ ’ Preferred_Foot_Left ’ , ’ Preferred_Foot_Right ’

]
51 tes t_set = test_set . j o i n ( predictor_encoded )
52 tes t_set . drop ( ’ Preferred_Foot ’ , ax i s=1, inp lace=True )
53 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( test_set [ [ ’

Weak_Foot ’ ] ] ) . toarray ( ) )
54 predictor_encoded . columns = [ ’Weak_Foot_1 ’ , ’Weak_Foot_2 ’ , ’Weak_Foot_3 ’ ,

’Weak_Foot_4 ’ , ’Weak_Foot_5 ’ ]
55 tes t_set = test_set . j o i n ( predictor_encoded )
56 tes t_set . drop ( ’Weak_Foot ’ , ax i s=1, inp lace=True )
57 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( test_set [ [ ’

Body_Type ’ ] ] ) . toarray ( ) )
58 predictor_encoded . columns = [ ’Body_Type_Lean (170 -) ’ , ’Body_Type_Lean

(170 -185) ’ , ’Body_Type_Lean (185+) ’ ,
59 ’Body_Type_Normal (170 -) ’ , ’Body_Type_Normal

(170 -185) ’ , ’Body_Type_Normal (185+) ’ ,
60 ’Body_Type_Stocky (170 -) ’ , ’Body_Type_Stocky

(170 -185) ’ , ’Body_Type_Stocky (185+) ’ ,
61 ’Body_Type_Unique ’ ]
62 tes t_set = test_set . j o i n ( predictor_encoded )
63 tes t_set . drop ( ’Body_Type ’ , ax i s=1, inp lace=True )
64 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( test_set [ [ ’

Attacking_Work_Rate ’ ] ] ) . toarray ( ) )
65 predictor_encoded . columns = [ ’Attacking_Work_Rate_High ’ , ’

Attacking_Work_Rate_Low ’ , ’Attacking_Work_Rate_Medium ’ ]
66 tes t_set = test_set . j o i n ( predictor_encoded )
67 tes t_set . drop ( ’Attacking_Work_Rate ’ , ax i s=1, inp lace=True )
68 predictor_encoded = pd . DataFrame( encoder . f i t_trans form ( test_set [ [ ’

Defensive_Work_Rate ’ ] ] ) . toarray ( ) )
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69 predictor_encoded . columns = [ ’Defensive_Work_Rate_High ’ , ’
Defensive_Work_Rate_Low ’ , ’Defensive_Work_Rate_Medium ’ ]

70 tes t_set = test_set . j o i n ( predictor_encoded )
71 tes t_set . drop ( ’Defensive_Work_Rate ’ , ax i s=1, inp lace=True )
72 de l predictor_encoded
73

74 return tra in ing_set , tes t_set
75

76 def i n s e r t I n t e r a c t i o n ( tra in ing_set , tes t_set ) :
77 t ra in ing_set [ ’ Short_Passing : Ball_Control ’ ] = tra in ing_set [ ’ Short_Passing ’ ]

* t ra in ing_set [ ’ Ball_Control ’ ]
78 tes t_set [ ’ Short_Passing : Ball_Control ’ ] = test_set [ ’ Short_Passing ’ ] *

tes t_set [ ’ Ball_Control ’ ]
79 t ra in ing_set [ ’ Aggression : In t e r c ep t i on s ’ ] = tra in ing_set [ ’ Aggression ’ ] *

t ra in ing_set [ ’ I n t e r c ep t i on s ’ ]
80 tes t_set [ ’ Aggression : In t e r c ep t i on s ’ ] = test_set [ ’ Aggression ’ ] * test_set [ ’

I n t e r c ep t i on s ’ ]
81 t ra in ing_set [ ’ Short_Passing : Long_Passing ’ ] = tra in ing_set [ ’ Short_Passing ’ ]

* t ra in ing_set [ ’ Long_Passing ’ ]
82 tes t_set [ ’ Short_Passing : Long_Passing ’ ] = test_set [ ’ Short_Passing ’ ] *

tes t_set [ ’ Long_Passing ’ ]
83 t ra in ing_set [ ’ F in i sh ing : Long_Shots ’ ] = tra in ing_set [ ’ F in i sh ing ’ ] *

t ra in ing_set [ ’ Long_Shots ’ ]
84 tes t_set [ ’ F in i sh ing : Long_Shots ’ ] = test_set [ ’ F in i sh ing ’ ] * test_set [ ’

Long_Shots ’ ]
85 t ra in ing_set [ ’ Acce l e rat ion : Sprint_Speed ’ ] = tra in ing_set [ ’ Acce l e rat ion ’ ] *

t ra in ing_set [ ’ Sprint_Speed ’ ]
86 tes t_set [ ’ Acce le rat ion : Sprint_Speed ’ ] = test_set [ ’ Acce l e rat ion ’ ] *

test_set [ ’ Sprint_Speed ’ ]
87 t ra in ing_set [ ’ Dribbl ing : Ball_Control ’ ] = tra in ing_set [ ’ Dribbl ing ’ ] *

t ra in ing_set [ ’ Ball_Control ’ ]
88 tes t_set [ ’ Dribbl ing : Ball_Control ’ ] = test_set [ ’ Dribbl ing ’ ] * tes t_set [ ’

Ball_Control ’ ]
89 t ra in ing_set [ ’ Free_Kick_Accuracy : Curve ’ ] = tra in ing_set [ ’

Free_Kick_Accuracy ’ ] * t ra in ing_set [ ’Curve ’ ]
90 tes t_set [ ’ Free_Kick_Accuracy : Curve ’ ] = test_set [ ’ Free_Kick_Accuracy ’ ] *

test_set [ ’Curve ’ ]
91 t ra in ing_set [ ’ Vis ion : Long_Passing ’ ] = tra in ing_set [ ’ Vis ion ’ ] *

t ra in ing_set [ ’ Long_Passing ’ ]
92 tes t_set [ ’ Vis ion : Long_Passing ’ ] = test_set [ ’ Vis ion ’ ] * test_set [ ’

Long_Passing ’ ]
93 t ra in ing_set [ ’ Ag i l i t y : Dribbl ing ’ ] = tra in ing_set [ ’ Ag i l i t y ’ ] * t ra in ing_set

[ ’ Dribbl ing ’ ]
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94 tes t_set [ ’ Ag i l i t y : Dribbl ing ’ ] = test_set [ ’ Ag i l i t y ’ ] * tes t_set [ ’ Dribbl ing ’
]

95 t ra in ing_set [ ’ Ag i l i t y : Ball_Control ’ ] = tra in ing_set [ ’ Ag i l i t y ’ ] *
t ra in ing_set [ ’ Ball_Control ’ ]

96 tes t_set [ ’ Ag i l i t y : Ball_Control ’ ] = test_set [ ’ Ag i l i t y ’ ] * tes t_set [ ’
Ball_Control ’ ]

97

98 return tra in ing_set , tes t_set
99

100 # Recover RData f i l e
101 r_ f i l e = pyreadr . read_r ( ’ path/ datase t_sp l i t .RData ’ )
102 t ra in ing_set = r_ f i l e [ ” t ra in ing_set ” ]
103 tes t_set = r_ f i l e [ ” tes t_set ” ]
104

105 tra in ing_set , tes t_set = se tCategor i ca lVar i ab l e s ( tra in ing_set , tes t_set )
106 tra in ing_set , tes t_set = applyOneHotEncoding ( tra in ing_set , tes t_set )
107 tra in ing_set , tes t_set = in s e r t I n t e r a c t i o n ( tra in ing_set , tes t_set )
108

109 # Sp l i t dataset
110 X_training = tra in ing_set . drop ( ’ Best_Position ’ , ax i s=1)
111 Y_training = tra in ing_set [ ’ Best_Position ’ ]
112 X_test = test_set . drop ( ’ Best_Position ’ , ax i s=1)
113 Y_test = test_set [ ’ Best_Position ’ ]
114

115 s c a l e r = StandardScaler ( ) . f i t ( X_training )
116 X_training_standardized = pd . DataFrame( s c a l e r . transform (X_training ) )
117 X_test_standardized = pd . DataFrame( s c a l e r . transform (X_test ) )

Listing B.7: Dataset adaptation for Machine Learning techniques

This code allows to apply k-Fold Cross-Validation with the GridSearchCV function. Con-
sider to set random.state=42 to reproduce the results obtained in the thesiswithCross-Validation.

1 from sk learn . model_select ion import GridSearchCV , Strat i f i edKFold
2

3 def applyGridSearchCV ( estimator , param_grid , X_training , Y_training , X_test ,
Y_test ) :

4 gscv = GridSearchCV( estimator , param_grid , cv=Strat i f i edKFold ( n_spl i t s=10,
s h u f f l e=True , random_state=42) , verbose=5, return_train_score=True )

5 gscv . f i t ( X_training , Y_training )
6

7 pr int ( ’ Best model a f t e r hyper - parameter tuning : ’ , gscv . best_estimator_ )
8 pr int ( ’ Parameters f o r the best model : ’ , gscv . best_params_)
9 pr int ( ’Mean score f o r the best model : ’ , gscv . best_score_ )
10

147



11 pr int ( ”GridSearchCV Training accuracy : ” , gscv . score (X_training , Y_training
) )

12 pr int ( ”GridSearchCV Test accuracy : ” , gscv . score (X_test , Y_test ) )
13

14 return gscv

Listing B.8: k‐Fold Cross‐Validation with GridSearchCV

This code allows to print the metrics used for Machine Learning techniques, namely, Train-
ing Accuracy, Test Accuracy and AUC. The confusion matrix for both the training phase
and the prediction phase is computed. The sensitivity values for each player’s position are
shown.

1 from sk learn . metr ics import c l a s s i f i c a t i on_r epo r t , confusion_matrix ,
accuracy_score , roc_auc_score

2

3 def pr intMetr i c s ( fitted_model , X_training , Y_training , X_test , Y_test ) :
4 train_bp_predicted = fitted_model . p red i c t ( X_training )
5 test_bp_predicted = fitted_model . p red i c t (X_test )
6 test_bp_predicted_probs = fitted_model . predict_proba (X_test ) # Probab i l i ty

values instead of l a b e l s
7

8 tra in_cf = confusion_matrix (Y_training , train_bp_predicted )
9 tra in_report = c l a s s i f i c a t i o n_r epo r t (Y_training , train_bp_predicted )
10 training_accuracy = accuracy_score (Y_training , train_bp_predicted )
11 pr int ( ”TRAINING PHASE - RESULTS” )
12 pr int ( ”Confusion matrix : ” )
13 pr int ( tra in_cf )
14 pr int ( ” C l a s s i f i c a t i o n metr ics : ” )
15 pr int ( tra in_report )
16 pr int ( ”Accuracy : ” , training_accuracy , ”\n\n” )
17

18 tes t_cf = confusion_matrix (Y_test , test_bp_predicted )
19 test_report = c l a s s i f i c a t i o n_r epo r t (Y_test , test_bp_predicted )
20 test_accuracy = accuracy_score (Y_test , test_bp_predicted )
21 pr int ( ”TEST PHASE - RESULTS” )
22 pr int ( ”Confusion matrix : ” )
23 pr int ( tes t_cf )
24 pr int ( ” C l a s s i f i c a t i o n metr ics : ” )
25 pr int ( test_report )
26 pr int ( ”Accuracy : ” , test_accuracy , ”\n\n” )
27 auc = roc_auc_score (Y_test , test_bp_predicted_probs , mult i_class=’ ovr ’ )
28 pr int ( ’AUC: ’ , auc )

Listing B.9: Machine Learning metrics
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This code allows to apply the Decision Tree technique. Consider to set random.state=42 to
reproduce the results obtained in the thesis.

1 from sk learn . model_select ion import GridSearchCV , Strat i f i edKFold
2 from sk learn . t r e e import Dec i s i onTre eC la s s i f i e r
3

4 def applyDecis ionTree (X_training , Y_training , X_test , Y_test ) :
5 dtc = Dec i s i onTre eC la s s i f i e r ( random_state=42)
6 dtc = dtc . f i t ( X_training , Y_training )
7 y_pred = dtc . p red i c t (X_test )
8 pr int ( ”Training accuracy : ” , dtc . s core (X_training , Y_training ) )
9 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred ) )
10

11 est imator = Dec i s i onTre eC la s s i f i e r ( random_state=42)
12 param_grid = { ’ c r i t e r i o n ’ : [ ’ g i n i ’ , ’ entropy ’ ] ,
13 ’max_depth ’ : np . arange (1 ,31) }
14 dtc_gscv = applyGridSearchCV ( estimator , param_grid , X_training , Y_training

, X_test , Y_test )
15

16 pr intMetr i c s ( dtc_gscv , X_training , Y_training , X_test , Y_test )
17

18 applyDecis ionTree (X_training , Y_training , X_test , Y_test )

Listing B.10: Decision Tree code

This code allows to apply theDecisionTree techniquewithMinimalCost-Complexity Prun-
ing algorithm. Consider to set random.state=42 to reproduce the results obtained in the
thesis.

1 import numpy as np
2 from sk learn . t r e e import Dec i s i onTre eC la s s i f i e r
3

4 def applyPruningDecisionTree (X_training , Y_training , X_test , Y_test ) :
5 dtc = Dec i s i onTre eC la s s i f i e r ( c r i t e r i o n=’ entropy ’ , max_depth=11,

random_state=42)
6 path = dtc . cost_complexity_pruning_path (X_training , Y_training )
7 ccp_alphas , impur i t i e s = path . ccp_alphas , path . impur i t i e s
8

9 dtcs_pruned = [ ]
10 f o r ccp_alpha in ccp_alphas :
11 dtc_pruned = Dec i s i onTre eC la s s i f i e r ( c r i t e r i o n=’ entropy ’ , max_depth=11,

random_state=42, ccp_alpha=ccp_alpha )
12 dtc_pruned . f i t ( X_training , Y_training )
13 dtcs_pruned . append ( dtc_pruned )
14
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15 t ra in_scores = [ dtc . s core (X_training , Y_training ) f o r dtc in dtcs_pruned ]
16 te s t_scores = [ dtc . s core (X_test , Y_test ) f o r dtc in dtcs_pruned ]
17

18 best_ccp_alpha = ccp_alphas [ np . argmax( tes t_scores ) ]
19 dtc_pruned_best = Dec i s i onTre eC la s s i f i e r ( c r i t e r i o n=’ entropy ’ , max_depth

=11, random_state=42, ccp_alpha=best_ccp_alpha )
20 dtc_pruned_best . f i t ( X_training , Y_training )
21 pr intMetr i c s ( dtc_pruned_best , X_training , Y_training , X_test , Y_test )
22

23 applyPruningDecisionTree (X_training , Y_training , X_test , Y_test )

Listing B.11: Pruning Decision Tree code

This code allows to apply the Random Forest technique. Consider to set random.state=42
to reproduce the results obtained in the thesis.

1 import numpy as np
2 from sk learn . model_select ion import GridSearchCV , Strat i f i edKFold
3 from sk learn . ensemble import RandomForestClass i f ier
4

5 def applyRandomForest (X_training , Y_training , X_test , Y_test ) :
6 r f c = RandomForestClass i f ier ( n_estimators=100, random_state=42)
7 r f c . f i t ( X_training , Y_training )
8 y_pred = r f c . p red i c t (X_test )
9 pr int ( ”Training accuracy : ” , r f c . s core (X_training , Y_training ) )
10 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred ) )
11

12 est imator = RandomForestClass i f ier ( random_state=42)
13 param_grid = { ’ n_estimators ’ : np . arange (1 , 101) ,
14 ’ c r i t e r i o n ’ : [ ’ g i n i ’ , ’ entropy ’ ] ,
15 ’max_depth ’ : np . arange (1 ,31) ,
16 ’ max_features ’ : [ ’ sq r t ’ , ’ log2 ’ ] }
17 rfc_gscv = applyGridSearchCV ( estimator , param_grid , X_training , Y_training

, X_test , Y_test )
18

19 pr intMetr i c s ( rfc_gscv , X_training , Y_training , X_test , Y_test )
20

21 applyRandomForest (X_training , Y_training , X_test , Y_test )

Listing B.12: Random Forest code

This code allows to apply the KNN technique.
1 import numpy as np
2 from sk learn . model_select ion import GridSearchCV , Strat i f i edKFold
3 from sk learn . neighbors import KNeighborsClass i f i e r
4
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5 def applyKNearestNeighbour ( X_training_scaled , Y_training , X_test_scaled ,
Y_test ) :

6 knn = KNeighborsClass i f i e r ( )
7 knn . f i t ( X_training_scaled , Y_training )
8 y_pred = knn . pred i c t ( X_test_scaled )
9 pr int ( ”Training accuracy : ” , knn . score ( X_training_scaled , Y_training ) )
10 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred ) )
11

12 est imator = KNeighborsClass i f i e r ( )
13 param_grid = { ’ n_neighbors ’ : np . arange (1 ,101) ,
14 ’ weights ’ : [ ’ uniform ’ , ’ d i s tance ’ ] }
15 knn_gscv = applyGridSearchCV( estimator , param_grid , X_training_scaled ,

Y_training , X_test_scaled , Y_test )
16

17 pr intMetr i c s ( knn_gscv , X_training_scaled , Y_training , X_test_scaled ,
Y_test )

18

19 applyKNearestNeighbour ( X_training_standardized , Y_training ,
X_test_standardized , Y_test )

Listing B.13: K‐Nearest Neighbour code

This code allows to apply the Naive Bayes technique with MultinomialNB function and
GaussianNB function.

1 from sk learn . naive_bayes import GaussianNB , CategoricalNB
2

3 def applyMultinomialNaiveBayes (X_training , Y_training , X_test , Y_test ) :
4 nb = MultinomialNB ()
5 nb . f i t ( X_training , Y_training )
6 y_pred = nb . pred i c t (X_test )
7 pr int ( ”Training accuracy : ” , nb . score (X_training , Y_training ) )
8 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred ) )
9

10 pr intMetr i c s (nb , X_training , Y_training , X_test , Y_test )
11

12 def applyGaussianNaiveBayes (X_training , Y_training , X_test , Y_test ) :
13 nb = GaussianNB ()
14 nb . f i t ( X_training , Y_training )
15 y_pred = nb . pred i c t (X_test )
16 pr int ( ”Training accuracy : ” , nb . score (X_training , Y_training ) )
17 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred ) )
18

19 pr intMetr i c s (nb , X_training , Y_training , X_test , Y_test )
20

21 applyMultinomialNaiveBayes (X_training , Y_training , X_test , Y_test )
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22 applyGaussianNaiveBayes (X_training , Y_training , X_test , Y_test )

Listing B.14: Naive Bayes code

This code allows to apply the SVM technique. Consider to set random.state=42 to repro-
duce the results obtained in the thesis.

1 from sk learn . model_select ion import GridSearchCV , Strat i f i edKFold
2 from sk learn . svm import SVC
3

4 def applySupportVectorMachine ( X_training_scaled , Y_training , X_test_scaled ,
Y_test ) :

5 pr int ( ”SVM with l i n e a r kerne l -> ” )
6 svc_l inear = SVC( kerne l=’ l i n e a r ’ , random_state=42, p robab i l i t y=True )
7 svc_l inear . f i t ( X_training_scaled , Y_training )
8 y_pred_linear = svc_l inear . p red i c t ( X_test_scaled )
9 pr int ( ”Training accuracy : ” , svc_l inear . s core ( X_training_scaled , Y_training

) )
10 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred_linear ) )
11

12 est imator_l inear = SVC( kerne l=’ l i n e a r ’ , random_state=42, p robab i l i t y=True )
13 param_grid_linear = { ’C ’ : [ 0 . 1 , 0 . 5 , 1 ]}
14 svc_gscv_linear = applyGridSearchCV( est imator_l inear , param_grid_linear ,

X_training_scaled , Y_training , X_test_scaled , Y_test )
15

16 pr intMetr i c s ( svc_gscv_linear , X_training_scaled , Y_training , X_test_scaled
, Y_test )

17

18

19 pr int ( ”\nSVM with poly kerne l -> ” )
20 svc_poly = SVC( kerne l=’ poly ’ , gamma=1, coe f0=1, random_state=42,

p robab i l i t y=True )
21 svc_poly . f i t ( X_training_scaled , Y_training )
22 y_pred_poly = svc_poly . p red i c t ( X_test_scaled )
23 pr int ( ”Training accuracy : ” , svc_poly . score ( X_training_scaled , Y_training ) )
24 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred_poly ) )
25

26 estimator_poly = SVC( kerne l=’ poly ’ , gamma=1, coe f0=1, random_state=42,
p robab i l i t y=True )

27 param_grid_poly = { ’C ’ : [ 0 . 1 , 0 . 5 , 1 ] ,
28 ’ degree ’ : [ 1 , 2 , 3 ]}
29 svc_gscv_poly = applyGridSearchCV ( estimator_poly , param_grid_poly ,

X_training_scaled , Y_training , X_test_scaled , Y_test )
30

31 pr intMetr i c s ( svc_gscv_poly , X_training_scaled , Y_training , X_test_scaled ,
Y_test )
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32

33

34 pr int ( ”\nSVM with rb f kerne l -> ” )
35 svc_rbf = SVC( kerne l=’ rb f ’ , random_state=42, p robab i l i t y=True )
36 svc_rbf . f i t ( X_training_scaled , Y_training )
37 y_pred_rbf = svc_rbf . p red i c t ( X_test_scaled )
38 pr int ( ”Training accuracy : ” , svc_rbf . s core ( X_training_scaled , Y_training ) )
39 pr int ( ”Test Accuracy : ” , accuracy_score (Y_test , y_pred_rbf ) )
40

41 est imator_rbf = SVC( kerne l=’ rb f ’ , random_state=42, p robab i l i t y=True )
42 param_grid_rbf = { ’C ’ : [ 0 . 1 , 0 . 5 , 1 ] ,
43 ’gamma ’ : [ 0 . 1 , 0 .01 , 0 .001 ]}
44 svc_gscv_rbf = applyGridSearchCV ( estimator_rbf , param_grid_rbf ,

X_training_scaled , Y_training , X_test_scaled , Y_test )
45

46 pr intMetr i c s ( svc_gscv_rbf , X_training_scaled , Y_training , X_test_scaled ,
Y_test )

47

48 applySupportVectorMachine ( X_training_standardized , Y_training ,
X_test_standardized , Y_test )

Listing B.15: Support Vector Machine code
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Glossary

AIC: acronym of Akaike Information Criterion, it is an estimator of prediction error used
in data mining techniques available in Section § 4.3. 51, 159

AUC: acronym of Area Under the ROC Curve, it is a metric for computing the prediction
goodness used both in datamining techniques andmachine learning techniques avail-
able in Section § 5.1.2. 58, 159

BIC: acronymofBayesian Information Criterion, it is an estimator of prediction error used
in data mining techniques available in Section § 4.3. 51, 159

CSV: acronymofCommaSeparatedValues, it is a text-based data format that separates fields
with a comma and ends with a line break , resulting in a table structured format. 22,
159

EA Sports: acronymofElectronicArts Sports, it is a division of ElectronicArts that develops
and publishes sports video games. Formerly a marketing gimmick of Electronic Arts,
in which they tried to imitate real-life sports networks by calling themselves the ”EA
SportsNetwork” (EASN), it soon grew up to become a sub-label on its own, releasing
game series such as FIFA,NHL,NBA Live, F1 andMadden NFL. 8, 159

FIFA: acronym of Fédération Internationale de Football Association, it is an international
governing body of association football, beach football and futsal. Headquartered in
Zürich, Switzerland, its membership now comprises 211 national associations. These
national associations must each also be members of one of the six regional confedera-
tions intowhich theworld is divided: Africa, Asia, Europe,North&Central America
and the Caribbean, Oceania and South America. FIFA name appears also in the most
famous football video game, as FIFA 22 cited plenty of times in this thesis, and the
game is developed by EA Sports. 2, 159

FUT: acronym of FIFA Ultimate Team, it is a game mode that lets you build your dream
squad in FIFA 22 video game. 14, 159
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HTML: acronym ofHyperText Markup Language, it is the standard markup language for
documents designed to be displayed in a web browser. It can be assisted by technolo-
gies such as CSS (Cascading Style Sheets) and scripting languages such as JavaScript.
22, 159

ID3: acronym of Iterative Dichotomiser 3, it is the algorithm invented by Ross Quinlan for
choosing the best attribute of a nodewhile building a decision tree, amachine learning
algorithm available in Section § 6.2. ID3 uses a top-down approach and the acronym
suggests that the algorithm repeatedly splits attributes into twoormore groups at each
step, until reaching the end of the decision tree. 82, 159

IDE: acronym of Integrated Development Environment, it is a software application for de-
veloping code through a graphical user interface. The standard tools provided are a
source code editor, build automation tools, a debugger, a compiler and an integrated
version control system. 5, 159

KNN: acronym ofK-Nearest Neighbour, it is a machine learning technique available in Sec-
tion § 6.4. 83, 159

Lasso: acronymofLeastAbsolute Shrinkage andSelectionOperator, it is a regularizationdata
mining technique available in Section § 4.5.2. 53, 159

LDA: acronym of Linear Discriminant Analysis, it is a data mining technique available in
Section § 4.4. 51, 159

OS: acronym of Operating System, it is a system software that, after being initially loaded
into the computerby abootprogram,manages computerhardware, software resources,
and provides common services for computer programs. 4, 159

Python: it is a high-level, general-purpose programming language, which is dynamically-
typed and garbage-collected. It supportsmultiple programming paradigms, including
structured (particularly procedural), object-oriented and functional programming. It
is often described as a ”batteries included” language due to its comprehensive standard
library. 7
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ROC: acronym of Receiver Operating Characteristics, it is a graphical tool useful to under-
stand the trade-off between sensitivity and 1-specificity. AUCmetric is strictly corre-
lated to ROC. 58, 159

SVM: acronym of Support Vector Machine, it is a machine learning technique available in
Section § 6.6. 86, 159

ToS: acronym of Terms of Service, is a type of document stating details about what a ser-
vice provider is responsible for as well as user obligations that must be adhered to for
continuation of the service. Users that don’t follow the rules specified in a ToS are
subject to termination. Many websites and applications publish their terms of service.
Terms of service should include user rights and responsibilities. The ToS should also
be transparent about all activities of the service that have significance for users, such
as details of what the service does with user data as well as how the service maintains
user privacy and security. 26, 159

URL: acronymofUniformResource Locator, is a sequence of characters that uniquely iden-
tifies the address of a web resource. 22, 160

UTF-8: acronym of Universal Transformation Format-8, is a variable-width character en-
coding used for electronic communication. Defined by the Unicode Standard, it is
capable of encoding all 1,112,064 valid character code points in Unicode using one to
four one-byte (8-bit) code units. 25, 160

Web Scraping: it is a technique used to collect information from web sites. Generally, this
is done with software that simulates human Web surfing to collect specified bits of
information from different web sites. It is used as a component of applications used
for web indexing, web mining and data mining. 22

WEKA: acronym ofWaikato Environment for Knowledge Analysis, it is a free software for
machine learning which contains data analysis and predictivemodeling tools. WEKA
is developed and maintained by the University of Waikato, in New Zealand. 3, 160

XML: acronym of eXtensible Markup Language, it is a markup language and file format
for storing, transmitting, and reconstructing arbitrary data. It defines a set of rules for
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encoding documents in a format that is both human-readable and machine-readable.
22, 160
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Acronyms

AIC: Akaike Information Criterion. 155

AUC: Area Under the ROCCurve. 155

BIC: Bayesian Information Criterion. 155

CSV: Comma Separated Values. 155

EA Sports: Electronic Arts Sports. 155

FIFA: Fédération Internationale de Football Association. 155

FUT: FIFA Ultimate Team. 155

HTML: HyperText Markup Language. 156

ID3: Iterative Dichotomiser 3. 156

IDE: Integrated Development Environment. 156

KNN: K-Nearest Neighbour. 156

Lasso: Least Absolute Shrinkage and Selection Operator. 156

LDA: Linear Discriminant Analysis. 156

OS: Operating System. 156

ROC: Receiver Operating Characteristics. 157

SVM: Support Vector Machine. 157

ToS: Terms of Service. 157
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URL: Uniform Resource Locator. 157

UTF-8: Universal Transformation Format-8. 157

WEKA: Waikato Environment for Knowledge Analysis. 157

XML: eXtensible Markup Language. 157
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