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Abstract  

Schizophrenia is a serious mental health concerns that affects 1% of the population (Jones et al., 

2005). This study aimed to create objective tools that can correctly classify people with 

schizophrenia according to their diagnosis, predominant symptoms, illness duration, and illness 

severity based on their structural brain imaging variables. 1087 brain images (700=healthy 

controls, 387=people with schizophrenia) included in the analysis. Support Vector Machines, 

random forests, logistic regression, and XGBoost were used for diagnostic classification and 

reached 71% of maximum accuracy. Sulcal width was found to be the most important brain 

imaging variable that differed between groups. Support vector machines and random forests 

were used to classify patients according to their predominant symptoms and these classifications 

reached a maximum accuracy of 66%. Support vector machines could correctly classify people 

with schizophrenia according to their illness duration with a 75% accuracy and according to their 

illness severity with 69%. The result of the study shows that using machine learning methods, it 

is possible to create objective tools for schizophrenia that can be later used in clinics. 

Keywords: Schizophrenia, Structural MRI, Machine Learning Classification 
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CHAPTER 1 

INTRODUCTION 

Schizophrenia is a serious disorder with a heterogeneous clinical manifestation 

characterized by psychological, behavioral and cognitive symptoms (Hopkins et al., 2018). 

Around 1% of the population is affected by the disorder (Jones et al., 2005) and this amount is 

expected to rise due to population growth and ageing (Charlson et al., 2018).  Prevalence of 

schizophrenia was reported to range from 4 to 7 per 1000 people in a large systematic review 

study (Saha et al., 2005). Median incidence rate for the disorder is 15.2 per 100000 (McGrath et 

al., 2004).  

Schizophrenia is considered a disabling disorder due to its early onset, chronic course, 

and related cognitive, physical, and psychological impairments (Mueser & Jeste, 2008). Long 

years of intervention efforts did not change the fact that schizophrenia is one of the leading 

reasons of disability, in fact, Samuel et al. (2018) reported only 2% of the people with 

schizophrenia were completely independent in their daily lives, while the rest had problems with 

numerous daily life activities from shopping to preparing meals. Another study showing 

dramatic effects of the disorder was reported by Salomon and colleagues (2012), where they 

calculated disability weights for 220 disorders on a scale from 0 to 1 in a way that 0 represents 

no loss of health and 1 represents a health loss equivalent to death. While a mild diarrhoea’s 

disability weight calculated to be 0.061, a terminal phase cancer’s disability weight calculated to 

be 0.508. Out of those 220 disorders, the highest disability weight belonged to acute state 

schizophrenia with 0.756. 

Moreover, rates of mortality are alarmingly high for people with schizophrenia compared 

to general population with a reduction of 10-25 years of life expectancy and possible reasons 

behind this can be stated as high suicide rates among patients, unhealthy lifestyle, negative 
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consequences of antipsychotics, and inadequate treatment for comorbid physical illnesses in 

patients (Laursen et al., 2012). Comorbid physical illnesses account for %60 of the premature 

deaths that are not related to suicide in schizophrenia patients (Lambert et al., 2003). One 

possible reason was stated by Briskman et al. (2012) as the results of their study showed that 

comorbid physical illnesses were less likely to be reported in psychiatric patients compared to 

the control group, psychiatric group were less likely to receive medication for those problems 

and they were less likely to be educated about lifestyle and medical interventions related to their 

comorbid physical illnesses. 

As could be expected, schizophrenia is related to high economic burden, Chong et al. 

(2016) explained yearly costs of schizophrenia differed from US$94 million to US$102 billion. 

The economic burden of the disease differed from 0.02% to 1.64% of the gross domestic 

product. Authors argues that this extreme cost suggests unsatisfactory health care for patients. 

1.1 Risk Factors of Schizophrenia 

Schizophrenia is a highly heritable disorder (Ripke et al., 2014). However, literature 

suggests that there is an undeniable effect of non-genetic factors as well (Stilo & Murray, 2019). 

In this section, non-genetic risk factors of schizophrenia will be discussed. 

Many studies showed the problems during fetal development is related to higher risk of 

schizophrenia (Lipner et al., 2019).  In their study, Pugliese et al. (2019), investigated the 

relationship between maternal distress, medical illnesses, obstetric complications, and some 

mental disorders including schizophrenia. Increased risk of schizophrenia in later life was 

associated with psychological stress, inadequate weight gain, and infections during pregnancy.   

Socioeconomic status investigated comprehensively as a risk factor for schizophrenia. 

Low individual and community level socioeconomic status at birth is a risk factor for 
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schizophrenia (Werner et al., 2007).  One meta-analysis study found that prevalence of 

schizophrenia was 10% among homeless people (Ayano et al., 2019). Interestingly, the results of 

one study done in China showed that the prevalence of schizophrenia was highest for people 

with low individual-level socioeconomic status living in high community-level socioeconomic 

status (Luo et al., 2019). Immigration is stated to be another risk factor for schizophrenia, results 

of meta-analysis show that not only first-generation immigrants, but also second-generation 

immigrants have an increased risk of schizophrenia (Bourque et al., 2011).  Experienced 

discrimination and social exclusion are seen to be the core causes of this increased risk (Henssler 

et al., 2020). Furthermore, low socioeconomic status of immigrants has shown to be a factor as 

the difference of the risk for schizophrenia between minorities and majority group decreases 

when socio-economic indicators are adjusted (Hjern et al., 2004). Childhood trauma and social 

adversities, isolation, living in an urban environment, and cannabis and other substance use are 

the other stated risk factors of schizophrenia (Stilo & Murray, 2019). 

1.2 Symptoms of Schizophrenia 

Records of schizophrenia-like disorder dates to Vedas of ancient Hindus (1400 BC), 

which document a condition that is brought by devils, which causes effected person to be nude, 

filthy, confused and lacks self-control (Howells 1991; Zilborg and Henry 1941; Lewis, 1966; 

Gottesman 1991; as cited in Adityanjee et al., 1999). The first elaborated description of the 

disorder dates to 18th century and later in the 19th century, it was defined as an early dementia by 

Benedict Augustine Morel, who used the term “precocious dementia” (Mueser & Jeste, 2008).  

Modern conceptualization began with Emil Kraepelin who integrated many conditions into a 

single disorder with early onset, poor prognosis, and “psychic” and “bodily symptoms (Mueser 

& Jeste, 2008). In his book “Dementia Praecox oder Gruppe der Schizophrenien”, Bleuler 
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(1911), used the word schizophrenia for the first time. The word comes from Greek words 

meaning “split” and “mind” (Moskowitz, 2008).  Later, extensive research has been made to 

profoundly understand the symptoms of schizophrenia for a better diagnosis and understanding 

of the disease. Current diagnostic criteria and understanding of symptomatology of the disease 

will be discussed in the following section. 

According to Diagnostic and Statistical Manual of Mental Disorders 5 (5th ed.; DSM–5; 

American Psychiatric Association, 2013), a person should be diagnosed with schizophrenia if 

they show at least two of the following: delusions, hallucinations, disorganized speech, grossly 

disorganized or catatonic behavior and negative symptoms for a significant portion of time 

during 1-month period. At least one of the two of them should be delusions, hallucinations, or 

disorganized speech (APA, 2013).  

1.2.1 Delusions 

John Nash, a respected mathematician from West Virginia (Weiden, 2002), believed that 

invisible powers from space, or maybe foreign governments, were trying to communicate him 

using New York Times by encrypting messages. Only target was him and he needed serious 

analysis to find the messages, he was allowed to learn the secrets of the world (Nasar, 1998). In 

DSM-5, delusions are defined as rigid beliefs that the person who experiences them are not open 

to change them even in the light of contradictory proof. Delusions are divided into as bizarre and 

non-bizarre delusions, the former refers to the delusions that have no basis in reality, whereas 

latter refers to the delusions that can happen such as a cheating spouse. The content of the 

delusions may vary (APA, 2013). Like many other people with schizophrenia, John Nash was 

suffering from bizarre delusions. Delusions of clients have been hard to understand since the 

clinicians are generally facing rational people holding an impossible belief. (Feyaerts et al., 
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2021).  Research been done to understand how these beliefs are formed. Langdon and Coltheart 

(2000) stated there should be two different types of problems in cognition to result in delusions. 

First of them is a damage to sensory and/or attentional mechanism which results in abnormal 

perception. This damage would explain the bizarre content, however, it is not enough on its own 

as an explanation. This leads us to their second proposed problem in the normal cognition which 

is the failure of evaluation of normal belief.  

To illustrate better, an example can be experience of passivity or delusions of control. 

Patients with such experience believe their actions are controlled by an external agent. (Schnell 

et al., 2008). In everyday life, it is important for us to know the difference between movements 

that is willingly initiated by us and the movements due to external effects. Such differentiation 

exists in the action system as discussed by Frith (1987), there are two routes, and the first route 

involves perceiving a stimulus and an action is made as it is required by the specific stimulus. 

The second route, on the other hand, starts when the subject has a goal, and an action is created 

to attain that particular goal. Frith suggested existence of a monitoring mechanism for these 

routes, which detects if the action is initiated by a stimulus or a goal. The failure of this 

mechanisms results in delusion of control in patients since the distinction between the actions 

started by the stimuli or goal is ambiguous. Some researchers did experiments to understand the 

mechanisms more extensively. In their study, Schnell et al. (2008) selected participants with and 

without passivity symptoms. They were asked to perform a visuomotor task where they had to 

control the movements of a car, but it was disrupted by the computer at random times. 

Participants were instructed to stop controlling as soon as they realize computer was in charge 

for the movement. The results showed that there was a correlation between passivity symptoms 

and impaired behavioral monitoring performance. Going back to the theory by Langdon and 
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Coltheart (2000), this problematic monitoring can be seen as the first factor of delusion 

formation. However, this disruption is not sufficient to explain delusion formation. If perceptual 

aberration was sufficient for delusion formation, every person who suffers from that would 

experience delusions.  Visiting the phenomena called phantom limb experience, it is not the case. 

Patients who had a limb amputation may have a vivid experience that the limb is still there, and 

it is painful (Langdon & Coltheart, 2000). This sensation thought to be a result of reorganization 

in the somatosensory cortex (Makin & Flor, 2020). However, these patients do not have the 

delusion of their limb being there. Thus, only the first factor is not enough to explain delusion 

formation (Langdon & Coltheart, 2000). An impaired belief evaluation should be added to the 

equation (Coltheart et al., 2011). However, the exact nature of this factor is not specified and 

further research should be done for this aim (Feyaerts et al., 2021). 

1.2.2 Hallucinations 

Hallucinations are defined as perception-like experiences that happen in the absence of an 

external stimuli. (APA, 2013). Although sensory modality for hallucinations may differ, auditory 

hallucinations are far more common than any other modality, which followed by visual and 

cenesthetic hallucinations. Tactile, olfactory, and gustatory hallucinations are less common 

(Bauer et al., 2011).  

A common mechanism underlying hallucinations was suggested by Behrendt and Young 

(2004) as antipsychotic drugs are successful at controlling hallucinations in different sensory 

modalities, and this is not an exception for schizophrenia patients. Many scientists with different 

approaches tried the clarify the etiological factors behind hallucinations (for detailed review, see 

Chaudhury et al., 2009).  Similar to stated monitoring problems for delusion formation, many 

researchers found that schizophrenia patients who suffer from verbal and auditory hallucinations 
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were prone to mistakenly attribute their own voice to an outside source (Bentall et al., 1991; 

Johns et al., 2001, 2006; Woodward et al., 2007; Costafreda et al., 2008; Brébion et al., 2016).  

Another proposal is that the deficits in the efference in the copy system which is when 

there is an upcoming action, an efferent copy warns the sensory areas about this upcoming action 

and labels the action as self-generated. A deficit in this system may result in externalizing bias 

and that makes patients more prone to attribute a stimulus to an outside source (Lieberman et al, 

2020). 

Another approach is predictive coding framework which integrates both perceptual and 

cognitive accounts for hallucinations (McCleery et al., 2018).  Predictive coding accounts the 

brain as a hierarchy with a goal of maximizing proof for its model of the world. That happens by 

constantly comparing prior beliefs to sensory data. The mismatch is predictive errors and that 

leads to updating the model (Sterzer et al., 2018).  Another aid for minimizing the errors is active 

inference which refers to actively selecting sensory proof to minimize errors (Friston, 2010). 

Fletcher and Frith (2009) suggested problematic predictive coding may lead to hallucinations and 

delusions in patients with schizophrenia. This happens when false prediction errors propagate, 

the model cannot update itself, resulting in hallucinations, and bizarre beliefs. 

1.2.3 Disorganized Speech 

Disorganized speech, or formal thought disorder (Kerns & Berenbaum, 2002), is defined 

as speech that is hard to understand with flawed organization (Becker et al., 2012).  It is one of 

the central signs of schizophrenia (Kerns & Berenbaum, 2002) and as discussed by Andreasen 

(1979), its clinical manifestation can include switching topics unusually, using made up words 

(handshoes for the word gloves), and being incomprehensible (as cited in Kerns & Berenbaum, 

2002).  
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Semantic memory impairments are related to the formal thought disorder in patients with 

schizophrenia (eg. Assaf et al., 2006; Jamadar et al., 2013; Stirling et al., 2006). The impairments 

of patients, proposed to be caused by overactivation and/or disorganization of semantic memory 

(Tan et al., 2015). Overactivation hypothesis states that, loose associations and disrupted 

thinking is the results of faster and more spread initial activation in the semantic networks 

(Niznikiewicz, 2008). Since this initiation propagates too far, the person leaves with too many 

word choices which, in turn, results in the problematic speech (Niznikiewicz et al., 2010). 

Disorganization hypothesis of semantic memory states that the core problem in the semantic 

memory within patients is the compromised semantic store but there is mixed evidence for both 

approaches (Tan et al., 2015). Furthermore, a body of research suggest that formal thought 

disorder in schizophrenia is more related to executive deficits than semantic deficits (Barrera et 

al., 2005). There is also research that favors both (e.g. Stirling et al., 2006). Further research is 

needed to fully understand the cognitive mechanisms behind disorganized speech. 

1.2.4 Grossly disorganized and catatonic behavior 

In DSM, these symptoms suggested to be seen in different ways from childlike silliness 

to unpredictable agitation. Catatonic behavior is defined as diminished reactivity to the 

environment. This can manifest itself as a rigid and bizarre posture, resistance to instructions or 

lack of verbal and motor responses (APA, 2013) 

Although neurological background behind the abnormal motor behavior is highly tested, 

only a few studies were done to investigate cognitive correlates of these behaviors. With that aim 

Dean (2020) did an experiment with people who have schizophrenia with and without catatonic 

symptoms. Participants’ cognitive abilities such as verbal fluency and processing speed are 

tested. Increased difficulties were found for patients with catatonic symptoms compared to 
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patients without catatonic symptoms. The difference was significant even after controlling the 

medication. No structural brain differences were detected between patients with and without 

catatonia. Thus, they suggested that cognitive domains can be a useful tool for differentiation 

among patients. 

1.2.5 Negative Symptoms 

Before talking about negative symptoms, it is important to state positive/negative 

symptom dichotomy that is commonly used for schizophrenia. Crow (1980) labelled positive 

symptoms as presence of abnormal psychological features such as hallucinations, delusions and 

thought disorder, whereas negative symptoms are defined as the absence of cognitive, and 

psychological functions or attributes that are generally present (Lieberman et al., 2020). Two 

main negative symptoms that are common in people with schizophrenia are diminished 

emotional expressions and avolition (APA, 2013). In their review article, Marder and Galderisi 

(2017), proposed five constructs which should be considered as negative symptoms. These are 

blunted affect, avolition, anhedonia, alogia, and asociality. Blunted affect (diminished emotional 

expressions) can be detected in a patient from the reduction in expressions of emotions in the 

face, movement of the head and hands, eye contact and intonation of speech (APA, 2013). This 

reduction in emotional expressions could not be attributed to diminished emotional experience of 

patients with schizophrenia (Kring & Moran, 2008). Decreased interest in initiation and 

perseverance of goal-directed activity is called avolition (Marder, & Galderisi, 2017). Reduction 

in speech is called alogia and reduction in the ability of experiencing pleasure is called 

anhedonia (APA, 2013). Lastly, as implied, asociality is defined as reduced interest in social 

activity (Marder, & Galderisi, 2017). 
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There is also a distinction made between negative symptoms as primary and secondary 

negative symptoms. Primary negative symptoms are considered as core features of the disease 

whereas secondary negative symptoms result from factors other than schizophrenia, or they are 

the result of particular symptoms of schizophrenia (Carpenter et al., 1985). This distinction is 

very important for the development of treatment strategies. For instance, the reason of asociality 

could be that the patient is uninterested, but it can be also a because of depression or anxiety 

(Kirkpatrick, 2014).  

Around 25% of patients with schizophrenia spectrum disorder experience primary 

negative symptoms that are persistent over time (Chang et al., 2011). Rector et al. (2005), 

summarized cognitive processes behind negative symptoms in schizophrenia patients. They 

stated one of them is low expectancy for pleasure, when given the opportunity for pleasurable 

activities, a frequent answer from patients was “What’s the point?” or “It’s too much work”. 

They explained this by their low expectancy for pleasure in general. In one study, it has been 

showed that patients were asked how much time they spend on social, self-care and recreational 

activities and they were asked how much pleasure they expect to get from those activities. 

Patients reported lower levels and it mediated engaging in those activities (Pillny et al., 2020). 

Interestingly, even though patients underestimate the pleasure they would get by engaging in 

those activities, they show little impairment in pleasure when they actually engage in these 

activities (Rector et al., 2005). Cognitive model of negative symptoms is also supported by the 

finding of limited belief of success in patients. Patients’ beliefs about how likely they would be 

successful was related to reduced negative symptoms (Luther et al., 2015). Even when they 

accomplish their goals, they tend to consider their success to be not sufficient and this 

expectation of failure leads to less motivation for goal-directed behavior (Rector et al., 2005). 
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Herbener et al. (2008) showed that, during viewing positive images, patient group did not 

differ from controls, however, 24 hours later they could not retrieve those experiences. Thus, 

decreased motivation might be explained by problematic retrieving, updating, and maintaining 

the mental representation of value (Strauss et al., 2014). Furthermore, neuropsychological 

evaluations shows that schizophrenia patients with negative symptoms shows deficit in executive 

function and psychomotor speed, even though a global cognitive impairment difference is not 

detected (Bryson et al., 2001). 

1.3 Neuroscientific Findings of Schizophrenia 

Extensive research has been done to understand why patients with schizophrenia show 

such symptoms and what is the relationship between this disorder and the brain. In this section 

brain abnormalities found in patients with schizophrenia will be discussed. Main focus will be 

the structural brain abnormalities in schizophrenia since it is also the main focus of the current 

study. Later, functional, and neurochemical abnormalities will be briefly discussed. 

1.3.1 Structural Brain Abnormalities in Schizophrenia 

 Many structural brain abnormalities found at every stage of schizophrenia (Zhao et al., 

2018). Wright and colleagues (2000) did a meta-analysis including 58 studies on the structural 

abnormalities of schizophrenia. Whole brain volume of patients was lower compared to healthy 

control group. Patients’ whole brain volume was founded to be 98% of a healthy person’s brain 

volume (100%), similarly to whole brain, grey and white matter volumes were lower in patients. 

Relative grey matter volume of patients was founded to be 98% and relative white matter volume 

of patients was 99%. The biggest difference was observed in ventricular volume differences. The 

relative total ventricular volume of patients was founded to be 126%. The same trend showed 
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itself for every ventricular subdivision. The biggest volume difference was the volume of left 

lateral ventricle, which was 130% in patients.  

Since lateral ventricular enlargement is one of the most stated findings in schizophrenia 

patients, a meta-analysis on this enlargement was made by Kempton et al. (2010). They included 

13 longitudinal brain imaging studies that investigated lateral ventricular volume changes. A 

continuous increase in lateral ventricular volume was seen in schizophrenia patients, which was 

3 to 4 times more than lateral ventricular volume changes due to healthy aging. Lateral 

ventricular enlargement can be even seen in patients with 20 years illness duration (Hulshoff Pol 

& Kahn, 2008). Bigger ventricle volume increase is associated with longer duration of psychosis 

(Cahn et al., 2009). Third ventricle but not lateral ventricle volume was associated with deficits 

in many cognitive abilities including attention and frontal functioning (Bornstein et al., 1992). 

Underlying pathophysiological processes behind ventricular enlargement is still not clear, 

however, ventricle enlargement founded to be a common finding in diseases that are 

neurodegenerative, thus this fact supports neurodegenerative hypothesis of schizophrenia 

(Svancer & Spaniel, 2021). Furthermore, increased ventricular enlargement in patients who do 

not use antipsychotics and first-episode patients may support the hypothesis of dopaminergic 

hyperactivity (Meduri et al., 2010). 

As stated, grey matter differences between patients and healthy controls were more 

prominent than white matter changes (Wright et al., 2000). A meta-analysis of longitudinal MRI 

studies showed that, over time, patients show a greater reduction in cortical grey matter volume, 

however, this reduction grey matter volume is not even, some areas are affected more than the 

others (Vita et al., 2012). Reduction in grey matter volume of superior and medial temporal gyri, 
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anterior cingulate, thalamus, frontal lobe, hippocampus and amygdala are suggested (Glahn et 

al., 2008; Honea et al., 2005; Ohi et al., 2016). 

Volume differences of superior temporal gyrus (STG) and its subregions repeatedly 

found in patients with schizophrenia (Sun et al., 2009). STG is an important region in temporal 

lobe, which includes primary and association auditory cortex, and network of connection to 

temporal limbic regions in the brain which has an important part in interpretation, production, 

and self-monitoring of language. (Kim et al., 2003; Sun et al., 2009).  In their study, 

Rajarethinam et al. (2000) found that patients had reduced volume of left anterior STG, which 

had a negative relationship with the experienced severity of hallucinations among patients. They 

did not find any significant difference between patients and controls for left posterior STG, 

however, it also had a negative relationship with the experienced severity of thought disorder 

among patients. There was also an asymmetry in patients at left and right anterior STG, which 

was not the case for healthy controls. These results support the proposed primary auditory 

dysfunction in the anterior and middle STG, and auditory association cortex dysfunction in 

posterior STG, which may lead to abnormalities in auditory perception and organization of 

thought. McKinney et al. (2017), in their study investigating post-mortem brains of people with 

schizophrenia, found that there is a relationship between DNA methylation and dendritic spine 

density in STG and this relationship is disrupted in patients. They also suggested BAIAP2 and 

DLG1 genes to be candidate for mediating this disrupted relationship. 

A significant reduction of anterior cingulate volume has found in patients with 

schizophrenia (Baiano et al., 2007). Abnormalities in anterior cingulate cortex (ACC) in patients 

might be a neurobiological basis of disease manifestation of schizophrenia since the region is 

involved in many important cognitive and emotional functional processes that leads to goal-
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directed behavior (Fornito et al., 2009).  Fujiwara and colleagues (2007) designed an experiment 

to investigate the relationship between structural abnormalities in the brain, their 

psychopathology and social cognition. Their task tested the ability of emotion attribution to 

facial expression and story characters of patients. They found a relationship between right ACC 

and positive symptoms severity of patients and another relationship was found between left 

paracingulate sulcus and negative symptoms severity of patients. An additional significant 

relationship was found between both left and right ACC volumes and the performance of two 

tasks. First task involved matching emotional facial expressions with emotional verbal labels and 

for the second one, participants needed to match appropriate emotional expression for given 

stories. These results show that pathology of ACC correlates with psychopathology and social 

cognition problems of schizophrenia. Due to the importance of anterior cingulate cortex on 

empathy, another study is done to investigate correlation between ACC volume and empathy 

processes. Their results showed that pathology of some ACC subdivisions have an impact on 

empathic disabilities in female schizophrenia patients (Fujiwara et al., 2008). 

A meta-analysis by Adriano et al. (2010), found a significant bilateral thalamus volume 

reduction in both chronic and first-episode patients. Thalamus is a very important region in the 

brain, it has connections with most parts of the brain due to its location. Moreover, it is a sensory 

relay station, thus very vital for perception, but also its functions effect many aspects in 

cognition including memory, attention, and consciousness (Ward, 2013). One study showed that 

reduced volume of thalamus is associated with many areas of functioning including the language, 

motor and executive domains, however, they did not find any significant relationship between 

thalamus volume and symptoms of patients with schizophreni (Coscia et al., 2009). In another 

study, Qiu et al. (2009), did not find any relationship between thalamus volumes and 
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performance of patients on spatial working memory and executive tasks. However, they found 

significant correlations between these tasks and regionally specific thalamic shape compressions. 

As can be seen, there is no consistent findings between thalamus volume and problems patients 

experience, even though there is a significant thalamus volume reduction in patients (Adriano et 

al., 2010). Due to the importance of information processing between prefrontal cortex (PFC) and 

thalamus on executive functions and deficits of schizophrenia patients in these functions, 

Giraldo-Chica et al. (2018) hypothesized a disruption in anatomical connectivity between these 

structures. Their study showed that, there was a significant relationship between reduced PFC-

thalamic connectivity and impaired working memory, however, the same relationship was not 

found with cognitive flexibility and inhibition. On the contrary to PFC-thalamic connectivity, the 

connectivity between thalamus and somatosensory and cortical cortices found to be increased in 

patients. 

Frontal lobe functioning has an important role in human cognition as it organizes brain 

functioning, assist goal-directed and self-regulatory behaviors (Romine & Reynolds, 2005). 

Planning, suppression of unrelated information, cognitive flexibility, perceptual motor speed, 

attention shifting, information processing speed are some of the many important functions 

associate with frontal lobe (Ratti et al., 2002). In patients with schizophrenia, a reduced volume 

has seen in frontal lobes (Mubarik & Tohid, 2016). Many correlations were found between 

frontal lobe volume reduction and problems schizophrenia patients are experiencing. In one 

study, people with schizophrenia and bipolar disorders founded to have reduced inferior frontal 

lobe which had a significant relationship with their performance on a working memory task 

(Shepherd et al., 2015). Another study showed reduced bilateral frontal lobe volumes were 

correlated with high apathy in schizophrenia patients, furthermore, performance of high apathy 
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group on visuomotor sequencing and verbal learning was significantly lower than low apathy 

group (Roth et al., 2004). Furthermore, reduced cortical thickness has been reported in patients 

with schizophrenia (Mubarik & Tohid, 2016), however, cortical thinning suggested to be an 

effect of antipsychotic medications (Lesh et al., 2015). A relationship might also exist between 

frontal lobe volumes and positive symptoms of schizophrenia patients. One study showed that 

there was a negative relationship between hallucination symptoms of patients and grey matter 

volume within the bilateral frontal and left parietal cortices. The same negative relationship was 

found between delusion symptoms of patients and frontal cortices grey matter volume (Song et 

al., 2015). Hirao et al. (2008), investigated the correlation of frontal lobe structures and theory of 

mind in schizophrenia patients due to its importance in social functioning. Theory of mind is the 

ability to infer mental state of own and other people, which has been shown to be impaired in 

people with schizophrenia (Brüne, 2005). Their results suggested that prefrontal cortical 

reductions in patients’ brain might be the underlying pathology behind theory of mind 

impairments (Hirao et al., 2008). 

Hippocampus is a region in the brain associated with many important functions including 

memory, attention, emotion, olfaction, and navigation (Deshmukh & Knierim, 2012). A meta-

analysis of 44 studies showed that patients with schizophrenia had significant hippocampus 

volume reduction and this reduction is seen in both in first-episode patients and chronic patients 

(Adriano et al., 2012). One study investigated both volume and shape of hippocampus in 

schizophrenia patients. Participants in the study were drug-naïve schizophrenia patients, thus the 

effects of antipsychotic drugs in the brain regions were not a confounding factor. The grey matter 

volume reduction found in anterior subdivision of hippocampus in patients. Moreover, there was 

a significant relationship between anterior hippocampus deficit and positive symptoms of 
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patients. their shape analysis also detected an inward deformation of bilateral hippocampal 

surface (Kalmady et al., 2017). Another research was done to understand the relationship 

between hippocampus volume and memory in schizophrenia. They found there was a positive 

correlation between hippocampus volumes and logical memory in healthy controls, whereas in 

patients with schizophrenia, there was a positive correlation between posterior hippocampus 

volume and performance on visual reproduction task. Furthermore, a negative relationship is 

detected between right anterior hippocampus volume and memory performance (Thoma et al., 

2009). Since hippocampus volume reduction is seen both in first-episode and chronic patients, 

Adriano and colleagues (2012), hypothesized this phenomena may have a neurodevelopmental 

origin. 

How would it be if we did not experience any fear? Although it may sound tempting for a 

second, fear is a necessary emotion we need to experience to avoid danger. A woman known as 

S.M., cannot perceive or experience fear. She had a rare disease called Urbach-Wiethe disease 

which cause calcification of neurons in amygdala (Barrett et al., 2018). Amygdala is the region 

that is most associated with fear, however, its functions are not limited to that, amygdala also 

have roles in sexual behavior, emotional processing, reward learning, and motivation (LeDoux, 

2007). Niu et al. (2004), found that reduction in amygdala volume in patients with schizophrenia. 

Furthermore, they found a gender difference that male patients showed reduced bilateral 

amygdala whereas right amygdala reduction is seen with female patients. For male patients, an 

asymmetry of left and right volume is also detected. However, there is mixed evidence since not 

every study replicated this finding. In one study, although some significant structural differences 

are detected in amygdala of patients, raw amygdala volume did not differ between patients and 

healthy controls (Rich et al., 2016). Furthermore, a post-mortem study did not detect any 
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significant difference in amygdala volume in patients (Chance, 2002). However, interesting 

relationships were found between amygdala volume and problems experienced by schizophrenia 

patients. Left amygdala volume was found to be predictive of verbal memory performance in 

schizophrenia and bipolar disorder patient groups, even though such relationship did not exist in 

healthy controls (Killgore et al., 2009). Right amygdala volume, on the other hand, found to be 

correlated with suicidal behaviors in patients with schizophrenia (Spoletini et al., 2011). More 

studies should be done to understand exact structural abnormalities in patients. Mentioned two 

studies which did not detect any difference in amygdala volume, and this might be related to 

small sample sizes (Chance et al., 2002; Rich et al., 2016). Wright et al., (2000), included 58 

studies in their meta-analysis that collectively had 1588 patients with schizophrenia and detected 

a reduction in amygdala in patients. 

 As stated, meta-analysis results showed 1% reduction in white matter in patients (Wright 

et al., 2000). In their study, White et al. (2011), examined white matter differences between 

patients and healthy controls by their fractional anisotropy values, which is a common measure 

of fiber integrity (Leow et al., 2009). The results of the experiment showed lower fractional 

anisotropy (FA) in patients, especially in frontal, parietal, occipital, and temporal lobes. 

However, this difference was not found in first-episode patients. Thus, they suggested white 

matter microstructures are susceptible to progressive alterations (White et al., 2011). Another 

study found that the existing white matter pathology is associated to neuroinflammation in 

patients (Najjar & Pearlman, 2015). 

 Additional to the stated differences, cortical morphology of people with schizophrenia 

was stated to differ. A complex morphological structure exists for human brain which consists 

cortical surfaces that are folded or smooth (Matsuda & Ohi, 2018). Surface based morphometry 
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studies showed that there are some differences between people with schizophrenia and healthy 

controls. For example, gyrification index (GI), ratio of inner to outer cortical contours, was found 

to be reduced in patients with schizophrenia (Kulynych et al., 1997). Furthermore, people with 

schizophrenia showed reduced cortical thickness and increased sulcal width (Janssen et al., 

2014). These differences were also correlated with some behavioral measures. For example, 

numerous correlations between gyrification index and symptoms, and cognitive functions of 

people with schizophrenia (for a review see Matsuda & Ohi, 2018). 

1.3.2 Functional Brain Abnormalities in Schizophrenia 

Many studies showed there are some functional abnormalities in patients with 

schizophrenia. In one study, Venkataraman et al. (2012), investigated resting state functional 

connectivity of patients with schizophrenia. In comparison with healthy control group, 

schizophrenia patients found to demonstrate an increased connectivity between parietal and 

frontal regions and a decreased connectivity between parietal and temporal regions, and between 

the temporal cortices bilaterally. They also stated significant relationships between positive 

symptoms of patients and decreased parieto-temporal connectivity. Lastly, they stated a 

significant relationship between general and negative symptoms and increased fronto-parietal 

connectivity. Another study found altered amplitude of low frequency fluctuations in patients in 

default mode network and frontoparietal network (Ren et al., 2013). Additional research was 

done to find associations between functional abnormalities, and cognitive and behavioral 

problems of patients. As cognitive control problems of patients found to be related to prefrontal 

cortex dysfunction, a group of researchers designed an experiment in which participants had to 

follow the given rules to guide stimulus response mappings while EEG data was acquired. For 

the task, participant had to press implied buttons in the congruent or incongruent direction of the 
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stimulus presented. Gamma power differences detected at patient group during delay period of 

the tasks, gamma cortical oscillatory activity that is associated with problematic cognitive 

control, found to be present in first episode patients (Minzenberg et al., 2010). Since suicide is 

highly prevalent among schizophrenia patients, one experiment was done with patients to find 

the functional correlates of suicidal ideation and suicidal behavior. Results showed that past 

suicidal ideation was correlated with lower activation in prefrontal cortex during goal 

representation. Suicidal behavior, on the other hand, was associated with lower activation in 

premotor cortex (Minzenberg et al., 2014). 

1.3.3 Neurochemistry in Schizophrenia 

Literature shows the importance of chemical imbalances in schizophrenia. Mainly dopamine, 

glutamate, GABA, serotonin and oxytocin found to be responsible for the disorder (Bansal, & 

Chartterjee, 2021). Glutamate and dopamine hypothesis are one of the most longstanding 

hypotheses of schizophrenia (Howes et al., 2015). Dopaminergic system has critical roles in 

motor control, motivation, and cognitive function (Klein et al., 2019). The predominant 

hypothesis of dopamine alterations in schizophrenia is that there is a hyperactivity at dopamine 

transmission at D2 receptors in limbic striatum (Kegeles et al., 2010) and there is a hypoactivity 

of dopamine in dorsolateral prefrontal cortex (Toda et al., 2007). The hyperactivity is associated 

with positive symptoms in schizophrenia (Toda et al., 2007) whereas the hypoactivity of 

dopamine is associated with negative and cognitive symptoms of schizophrenia (Howes et al., 

2017; Toda et al., 2007).  

Glutamate, the primary excitatory neurotransmitter, has been shown to have role in 

schizophrenia (Moghaddam & Javitt, 2012). Glutamate is vital considering it has roles in 

cognition, memory, movement, behavior, and sensation, and also formation of neural networks 
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(Sundaram et al., 2012). NMDA receptors are ion channels that are gated simultaneously by 

voltage, glutamate, and glycine (Moghaddam, 2003). Hypoactivity of glutamate receptors was 

suggested to have a role in schizophrenia since phencyclidine, that blocks NMDA receptors, is a 

psychotogen (Seeman, 2009). Even a single dose of NDMA antagonists were shown to be 

enough to create schizophrenia-like symptoms (Moghaddam, 2003). Glutamate has been 

associated with some cognitive problems such as working memory in patients. Alterations in 

glutamate neurotransmission in dorsolateral prefrontal cortex (DLPFC), which mediates working 

memory, was seen in patients with schizophrenia (Lewis & Moghaddam, 2006). However, there 

is mixed evidence regarding the relationship between cognitive symptoms and schizophrenia. In 

their meta-analysis, Iwata et al. (2015), investigated if glutamate positive modulators are 

effective for cognitive symptoms patients experience, the results showed that glutamate positive 

modulators were not significantly better than placebo. These mixed results suggest that we need 

more research to reveal the real relationship between glutamate and schizophrenia. 

1.3 Diagnosis of Schizophrenia 

Although, treatment is partially effective, the early detection of the disease and early 

intervention is very important to prevent the worst outcomes in schizophrenia (Razzouk et al., 

2006). Most used classification systems for diagnosis are the Diagnostic and Statistical Manual 

of Mental Disorders (DSM) and the International Classification of Diseases (ICD) (Sampogna et 

al., 2020).  

As stated earlier, in the latest edition of DSM, individual should be diagnosed with 

schizophrenia if they show at least two of the following: delusions, hallucinations, disorganized 

speech, grossly disorganized or catatonic behavior and negative symptoms, for a significant 

portion of time during 1-month period. At least one of the two of them should be delusions, 
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hallucinations, or disorganized speech. DSM states level of functioning should be disturbed by 

the symptoms for at least 6 months (APA,2013). In ICD 11, symptoms of the disorder stated to 

be delusions, hallucinations, disorganized thinking (formal thought disorder), experiences of 

influence, passivity or control, negative symptoms, grossly disorganized behavior and 

psychomotor disturbances. At least two symptoms should be present, and one of which should be 

delusions, hallucinations, disorganized thinking (formal thought disorder), and experiences of 

influence, passivity, or control for a diagnosis with schizophrenia. Unlike DSM 5, showing 

disturbances for 1 month is enough to be diagnosed for ICD 11 (World Health Organization, 

2019). Patients, generally get diagnosis through a psychiatric evaluation, which relies on 

symptoms, medical history, interview, and observation, and this create problems due to 

heterogeneity of clinical manifestations, which results in less agreement between expert 

observers (Sorkin et al., 2006). An example can be the research made by Bell et al. (1998), they 

had a big sample 479 patients who had their first episodes. Their diagnosis was made using 11 

different diagnostic systems and the agreement between those systems were 1.7% for the 

presence and 4.6% for the absence of schizophrenia. Absence of an objective tool for diagnosis 

is problematic since, as stated, early intervention is very important to prevent the worst outcomes 

in schizophrenia (Razzouk et al., 2006). One of the main aims of this research is to create an 

objective tool for the diagnosis of schizophrenia. 

1.4 Treatment and Recovery 

Some pharmacological and psychosocial interventions is offered for people with 

schizophrenia (Hasan et al., 2015). First wave of pharmacological treatment was first-generation 

antipsychotics and clozapine, they are dopamine D2 receptor antagonists, and they are associated 

with some side effects such as parkinsonism, motor restlessness, and tardive dyskinesia (Goff, 



26 
 

2021). Clozapine is one of the first effective antipsychotics which did not have extrapyramidal 

adverse effects (Baldessarini, & Frankenburg, 1991). It was seen as a major breakthrough until 

the discovery of a major side effect, agranulocytosis (Idanpaan-Heikkila et al., 1977; Siskind et 

al., 2016), which is a life-threatening condition that is characterised by reduction in neutrophil 

count and vulnerability to infection (Mijovic & Maccabe, 2020). However, despite the side 

effects it was reintroduced and in their meta-analysis, Siskind et al. (2016) found clozapine was 

more effective for treatment-refractory schizophrenia.  

Second-generation antipsychotics, which combines serotonin 5HT2A and dopamine D2 

blockade followed first-generation antipsychotics and found to be effective (Solmi et al., 2017). 

Goff (2021) summarized this development with the start of risperidone and olanzapine which is 

analogue to clozapine. Later, starting with aripiprazole, D2/D3 receptor partial agonist drugs 

started to be used.  

One meta-analytic research including 56 studies showed that the long-term use of the 

antipsychotics demonstrated intermediate efficacy for relapse prevention. Among them, 

olanzapine was found to be more effective (Zhao et al., 2016). However, some of the patients 

who respond the treatment are still not independent in their daily lives mostly because drugs are 

more effective controlling positive symptoms, whereas they are not that effective with negative 

or general symptoms of schizophrenia (Goff, 2021). Fervaha et al. (2014), suggested negative 

symptoms such as amotivation and cognitive impairments play a central role in functional 

outcomes of patients with schizophrenia. Antipsychotics are most effective when it comes to the 

positive symptoms of patients, but they show reduced effects for negative symptoms and 

cognitive impairments of patients (Mueser et al., 2013). John Nash, a schizophrenia patient who 

holds a Nobel Prize on economics stated, ‘I would not treat myself as recovered if I could not 
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produce good things in my work’, reminding the psychiatry community to treatment for 

schizophrenia should extent aiming reducing positive symptoms of patients (Uno & Coyle, 

2019). In their meta-analysis, Correll et al. (2018), showed that early intervention programs 

which combine psychosocial treatments with antipsychotics showed a significant superiority in 

terms of outcomes when compared with usual treatments. Cognitive behavioral therapy, assertive 

community treatments, family psychoeducation, and social skill training are few examples of 

psychosocial interventions that can be used for patients (Goff, 2021). Cognitive behavioral 

therapy and social skill training found to be most effective for negative symptoms and the 

effectivity of CBT was shown to be maintained in the following 6 months after treatment (Elis et 

al., 2013).  

Unfortunately, current success of treating patients with schizophrenia, in general, does 

not create a very optimistic picture. One big meta-analysis including 50 studies showed that only 

13.5% people with schizophrenia and related psychoses met the criteria of recovery. 

Furthermore, the results shows that there is no proof of better treatment outcomes over the years 

(Jääskeläinen et al., 2013).  

1.5 Heterogeneity of Schizophrenia 

Understanding why patients do not respond to treatment is a complicated question to 

answer due to heterogenous and multidimensional nature of schizophrenia (Kane et al., 2019). 

Indeed, patients with schizophrenia show clinical and biological heterogeneity, and assuming 

one average patient group could be the reason of problematic prediction for treatment and 

outcome (Wolfers et al., 2018). Absence of a valid subtyping scheme can be the reason why 

traditional efforts could not delineate clinical heterogeneity of schizophrenia (Ahmed et al., 

2018).  
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Kay et al. (1987), created the PANSS scale, a scale for schizophrenia which includes 

three psychopathological symptom patterns.  These factors are positive, negative and general 

psychopathology. Earlier into this distinction, Crow (1980), labelled positive symptoms, which 

are presence of abnormal psychological features such as hallucinations, delusions and thought 

disorder as type 1 syndrome and the diminished or absence of normal functioning such as 

flattening affect as type 2 syndrome of schizophrenia. In PANSS scale an additional factor called 

general psychopathology is included in the scale. Kay et al. (1987), included this factor because 

they consider these symptoms as an important addition to positive/negative subscales. General 

psychopathology subscale was not added as a completely distinct subscale, but it was included 

because it can be a parallel measure of severity for schizophrenia. They are considered as non-

specific symptoms which have role in the severity of the illness, thus, functioning of the patients. 

Table 1 list items from PANSS scale, symptom patterns and related items can be seen. PANSS 

scale has 30 items, and the evaluation takes place as the patients get a score from 1 to 7 on each 

item, 1 referring to the absence and 7 referring to the extreme level of psychopathology. PANSS 

scale can be used for computing illness severity, monitoring the progress or to understand from 

which psychopathological symptom pattern patient suffers the most.  

Table 1.  

Items and their related psychopathological symptom patterns from PANSS scale (Kay et al., 

1987). 

Positive subscale  Negative subscale Generel psychopathology 

subscale 

Delusions 

Conceptual disorganization 

Blunted affect 

Emotional withdrawal 

Somatic concern 

Anxiety 
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Hallucinatory behavior 

Excitement 

Grandiosity 

Suspiciousness 

Hostility 

Poor rapport 

Passive-apathetic social 

withdrawal 

Difficulty in abstract thinking 

Lack of spontaneity & flow of 

conversation 

Stereotyped thinking 

Guilt feelings 

Tension 

Mannerisms & posturing 

Depression 

Motor retardation 

Uncooperativeness 

Unusual thought content 

Disorientation 

Poor attention 

Lack of judgment & insight 

Disturbance of volition 

Poor impulse control 

Preoccupation 

Active social avoidance 

 

Since one of the most robust biological markers of schizophrenia are the differences in 

the brain structure, subgrouping patients according to their phenotypic variation will make it 

possible to create more homogenous groups, which in turn will enable us the detect underlying 

biological markers without being the victim of heterogeneity (Nenadic et al., 2010). Koutsouleris 

et al. (2008), investigated the relationship between subtypes of schizophrenia and structural brain 

abnormalities. They used PANSS scale to measure patients subtype scores, patients were then 

divided into three groups according to which subscale they had the highest score. For example, if 

a patient shows more positive symptoms compared to negative and general psychopathology, 
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they were labelled as patients with predominant positive symptoms. Their results showed a few 

associations. They found that showing predominantly general psychopathology symptoms was 

related to bilateral differentiations in temporal, insular and medial prefrontal cortices, 

predominant positive subscale group showed alterations in left perisylvian regions and reduced 

thalamic grey matter volume. Lastly, patients with predominantly negative symptoms showed 

greater alterations compared to other groups including orbitofrontal, medial prefrontal, lateral 

prefrontal and temporal cortices, and limbic and subcortical structures. However, the search for 

consistent subgroups for schizophrenia remain inconclusive. Many researchers claimed 3 

subscales of PANSS were not adequate to capture the symptomatology, therefore, they offered 

different factorization solutions. These solutions were inconsistent as researchers offered 4 to 7 

factor solutions for PANSS scales (Emsley et al., 2003; Van den Oord et al., 2006; Kim et al., 

2012, Levine, & Rabonowitz, 2007; Wallwork et al., 2012; Chen et al., 2020). For example, 

Chen et al. (2020) stated 4 factors emerged from PANSS scale as positive, negative, affective, 

and cognitive symptoms. However, sample’s neuroimaging data revealed 2 schizophrenia 

subtypes containing predominantly positive and predominantly negative symptoms.  

To summarize, due to heterogenous nature of schizophrenia (1) instead of creating an 

average profile for patients (Kane et al., 2019)., we need to consider patients individually, and try 

to find patients’ need on the individual level. (2) to better understand the underlying brain 

structure of schizophrenia, we need to find stable and consistent subtypes, create homogenous 

groups to find the relationship between brain and subtypes of schizophrenia better (Nenadic et 

al., 2010). One may wish there was a statistical way to accomplish these aims, luckily there is. 

1.6 Machine Learning 
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One of the most exciting technologies in Artificial Intelligence (AI), machine learning is 

the field of study that gives computers ability to learn without being explicitly programmed (Das 

et al., 2015). Machine learning attracts attention due to its ability to accurately predict complex 

phenomena and producing knowledge about complex relationships in big data (Murdoch et al., 

2019). Machine learning is a promising tool to account for the heterogeneity in schizophrenia 

which results in a more precise knowledge on the etiology of the disease and making predictions 

for patients individually (Schnack, 2017). The main aim of current study is to create objective 

tools to make various predictions for schizophrenia patients using their structural brain imaging 

variables and machine learning methods. This is not the first study which used neuroimaging and 

machine learning for such purpose.  A recent review including 18 studies showed that, machine 

learning methods can accurately predict if an individual has schizophrenia or not from their brain 

images. The accuracy levels differed between 63.2% to 93.3% (Winterburn et al., 2019). As for 

diagnostic predictions, machine learning can be used for prognostic predictions as well (Schnack, 

2017). Gong et al. (2020), using a machine learning method and multi-parametric MRI, were 

able to accurately predict if individual patients will respond to electroconvulsive therapy (ECT) 

or not. Cui et al. (2019) were able to predict if patients will respond to treatments or not with 

around 70% accuracy. They used patients’ baseline regional activity to make these predictions. 

Aim of these research efforts is clinical applications, however, it was not possible so far due to 

some methodological issues. Several problems stated by First et al. (2012) are some diagnostic 

classification studies has a good overall accuracy but there is a difference of accuracy levels 

between two groups. Some models show good performance on detecting healthy controls but not 

patients with schizophrenia. Methodology can be biased in many ways due to pre-processing 

stages. Furthermore, many studies have small sample sizes. This phenomenon also can be seen 
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from the stated meta-analysis by Winterburn et al. (2019) as many of the studies discussed there 

had small sample sizes. Machine learning analysis that is done with small sample, although they 

can show higher accuracy, their generalizability tends to be low, whereas analysis that is done 

with big samples tend to show a lower accuracy but a higher generalizability (Schnack & Kahn, 

2016). In order to build accurate and reliable models, large sample sizes are needed (Schnack, 

2017). Current study, by using a large sample and longitudinal data, aims to create objective 

tools that are generalizable. A question here waits to be answered. How can machine learning 

predict if a person has schizophrenia or if a patient will respond to treatment from their brain 

images? 

1.6.1 Classification with Machine Learning 

In this section two types of machine learning that are relevant for current study will be 

discussed, these are supervised and unsupervised learning. Singh and colleagues (2016), in their 

article, explained how supervised learning works. As implied, supervised learning is learning 

from experience. In supervised learning, machine is provided with 2 subsets of data, one of them 

is called train set and the other one is called test set. During training, the learner (machine) finds 

patterns common to each class from the train set. Then the created model is tested with unseen 

data, and accordingly to the patterns and features found for each class, model decides which 

class each test data belongs. The performance and the accuracy of the model is measured 

according to its classification power. On the other hand, unsupervised machine learning 

techniques are used when the data is unlabelled. The aim of these techniques is to discover 

hidden patterns in the data (Saravanan & Sujatha, 2018). In the next section some common 

supervised and unsupervised learning methods will be discussed. 

1.6.2 Support Vector Machines 
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Support vector machines (SVM) is a machine learning method originally developed by 

Vapnik and Chervonenkis in 1964. It is a very simple and effective algorithm commonly used for 

classification and pattern recognition (Jain et al., 2020) Even though, support vector machines 

can be used for complex classification problems, to illustrate how the linear support vector 

machine models work, a 2-dimensional 2 class example will be used. In figure 1, there is a two-

class problem where we need to separate them according to their shape. The aim of SVM is to 

obtain a function that creates a hyperplane (blue line) (Jain et al., 2020), in a way that this 

hyperplane will maximize the space, i.e. margin, in between classes (Nieuwenhuis et al., 2012). 

Support vector machines got its name from the support vectors (red circle and triangle) which are 

the nearest data points of each class to the optimal hyperplane (Souli & Lachiri, 2018).  

Figure 1 

Support vectors and hyperplanes 

  

Note. A separation problem and representation of how SVM works in a 2-dimensional space. 

Red circle and triangles are support vectors and the line between them is the optimal hyperplane.  

Nieuwenhuis et al. (2012) explained how SVM can be used as a diagnostic tool using 

neuroimaging. Neuroimaging data of people is represented by features congregated into a vector 

xi per participant. A high dimensional feature space contains these vectors, where a decision 

surface is constructed to separate patients from healthy controls. A decision function is used to 

create this: 
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Here, w is a normal vector to this surface, b is an offset. Every participant has a label ti 

indicating if they have schizophrenia or not (patients 1; controls -1), the function is optimized by 

requiring y(xi)<0 if the label (ti) is -1 and y(xi)>0 if the label (ti) is +1. In the testing step, 

participants are classified according to this decision function. Error of the model is calculated 

through the distance of the subjects to the optimal hyperplane. If the participant classified 

correctly by the algorithm, error will be 0.  

In linear SVM, narrowness of the margin is controlled by the parameter C. penalty C is 

multiplied by the error per participant, if C is larger, the penalty for wrongly classified 

participants will be higher and margin will be smaller (Nieuwenhuis et al., 2012). 

Dividing groups into two with a straight-line seems easy, but what happens if the data is 

not separable linearly? In these cases, kernel functions can be used to map the data into a 

different higher dimensional space where a separation with a hyperplane is possible (Bhavsar & 

Panchal, 2012).  Figure 2 can be illustrative on how this phenomenon works. 

Figure 2 

Kernel trick 
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Note. Transformation of linearly inseparable data into a higher dimensional space.  

The most common types of kernels are radial, polynomial, and sigmoid kernel functions. 

Radial kernel (RBF) is the most used function for SVM classification, it is a similarity function 

that involves Euclidean distance calculation. The general formula is the following formula 

(Ghosh et al., 2019): 

 

Furthermore, the formula for γ is: 

 

RBF-SVM has two parameters that needs to be set before analysis. These are the C, cost, 

also needs to be set for linear SVM, and σ (sigma) (Yang et al., 2010).  Sigma specifies the width 

of kernel function, if it is high, the region of decision becomes broad and it leads to a smoother 

decision boundary, if the opposite is the case, decision boundary becomes high and around the 

data points, islands of decision boundaries can be seen (Al-Mejibli et al., 2020). In short, sigma 

decides how flexible the classifier will be. (Ben-Hur et al., 2008): 

Support vector machine classification with polynomial kernel, functions as the similarity 

of the samples is represented by polynomials of original variables in a feature space (Ghosh et 

al., 2019). Equation of the function is: 

 

Width of the kernel function is γ and d is used for polynomial degree term (Srivastava et al., 

2012). Degree is related to flexibility of the classifier. Lowest degree polynomial, it is when the 

degree is 1, is a linear kernel, as degree gets higher values, decision boundaries become more 

flexible (Ben-Hur et al., 2008). 
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Lastly, sigmoid kernel, is a function inspired by neural networks. It is equivalent to a 

two-layer neural network (Fadel et al., 2016) which have three hyperparameters c (cost), ϒ 

(gamma) and r, which controls the threshold for mapping (Ab Kadera et al., 2019). Equation is 

given below(Grama et al., 2017): 

 

Support vector machines were widely used for schizophrenia research. Winterburn and 

colleagues, in their reviews, used 18 diagnostic classification studies for schizophrenia and 7 of 

the studies used support vector machines (Borgwardt et al, 2013; Davatzikos et al., 2005; Fan et 

al., 2007; Nieuwenhuis et al., 2012; Pettersson-Yeo et al., 2013; Yushkevich et al., 2005; Zanetti 

et al., 2013). 

1.6.3 Random Forests 

Random forest is, as presented by Breiman (2001), an ensemble of decision tree 

classifiers that includes multiple randomizations. Random subsets of the training data are used to 

grow each tree. Each decision node is constructed by random subsets of features (such as white 

matter volume). In random forest, an importance score called Gini Importance is calculated for 

each feature showing its discriminative power (Venkataraman et al., 2012). To illustrate, let’s 

imagine we are interested in classifying patients with schizophrenia into two classes according to 

their illness severity; less and more severe patients, with their structural brain imaging data. If we 

look at the Gini importance scores of each feature, we can understand which features have more 

discriminative power when it comes to differentiating less and more severe patients. If grey 

matter volume has a higher gini importance score than white matter volume, it will mean that 

grey matter volume is a better variable to check for such classification. This randomization 

process is not stopped until each leaf of tree defines unique class which would be, according to 
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above example, severity of the illness. The final decision in random forest is given through a 

majority voting among decision trees (Venkataraman et al., 2012).  

Many researchers used random forest to discover the relationship between schizophrenia 

and the brain. One example is a study by Greenstein et al. (2012), they used random forest to 

classify childhood onset schizophrenia patients and healthy controls using their neuroimaging 

data. They achieved 73.7% accuracy with their analysis. Another study by Talpalaru et al., 

(2019), used many methods including random forests to classify patients with schizophrenia into 

3 groups: patients with low and high symptom burden, and predominantly positive symptom 

burden. They reached the best accuracy with random forests. This outperforming could be due to 

randomization and majority voting features random forest has. 

1.6.4 Linear Regression 

One of the most used and simplest machine learning techniques is linear 

regression(Maulud & Abdulazeez, 2020). In regression analysis a dependent variable value “y” 

is found based on independent value(s) x1,x2…xk (Roopa & Asha, 2019). When there is only 

one independent variable, simple linear regression is used and it can be formulated as “𝑦 = β0 

+β1𝑥 + 𝜀”  where β0 is the intercept, β1 is the slope of the regression line and 𝜀 is the error (Zou et 

al., 2003; Maulud & Abdulazeez, 2020). When there are multiple independent variables, it is 

called multivariate linear regression which can be similarly formulated as 𝑦 = β0 + β1x1 + ⋯ 

+β𝑚x𝑚 + 𝜀. 

For two class problems, linear regression would create unsatisfactory results. In these 

cases, another regression model called logistic regression can be used (LaValley, 2008). The 

calculation of logistic regression is not that different from linear regression. Assuming the 
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logistic regression analysis will be used for multiple independent variables, the equation can be 

stated as: 

 

The categorization problem is solved by mathematically transferring linear regression equation 

to yield natural log of the odds. Here  refers to one class and   refers the other (Stoltzfus, 

2011).  

Regression analyses were used in many schizophrenia studies. One example is the study 

by Hulshoff Pol et al. (2002), where they used linear regression to discover the relationship 

between brain volumes of schizophrenia patients and their age. A steeper regression slope 

between age and grey matter volume of patients compared to healthy controls was stated, which 

means age, compared to healthy controls, was correlated with greater reduction in grey matter 

volume of patients.  

Another study by Leucht et al. (2007), used logistic regression to investigate the 

relationship between demographic variables of schizophrenia patients, their symptoms, and their 

treatment response. Higher age, more symptoms on baseline and longer illness duration was 

associated with nonresponse to treatment.  

1.6.5 XGBoost 

XGBoost (extreme gradient boosting)(Sheridan et al., 2016), a scalable tree boosting 

system, is a commonly used and highly effective machine learning method which achieves state-

of-art results (Chen & Guestrin, 2016). Boosting is the method that refers to running a learning 

algorithm many times in different distributions using the training data and then merging the 

classifiers with the aim of a better performance(Freund & Schapire, 1996). Chen & Guestrin 

(2016) stated, XGBoost is the common ML method that is used by the winning team in machine 
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learning competitions. Furthermore, it is 10 times faster due to parallel and distributed 

computation. The main idea behind the algorithm is that it builds classification trees individually, 

so each new tree uses the residuals of the previous one. So, an outcome is predicted as the new 

model corrects the previous errors (Pesantez-Narvaez et al., 2019). Nielsen (2016) explained the 

reasons why XGBoost is very effective compared to other machine learning methods. XGBoost, 

due to being a tree boosting method, is very effective because of its rich representational ability. 

It uses an interesting penalization system which gives the opportunity to model to have many 

numbers of terminal nodes. Lastly, extra randomization parameter is used in XGBoost.  

1.6.6 K-means Clustering and Factor Analysis 

Until now, relevant supervised machine learning methods are discussed. Unsupervised 

machine learning techniques are used when the data is unlabelled. The aim of these techniques is 

to discover hidden patterns in the data (Saravanan & Sujatha, 2018). Two common means of 

unsupervised learning are clustering and dimensionality reduction (Ghahramani, 2004). Two 

methods, which are relevant to this paper will be discussed in this section. First of them is a 

clustering method called K-means clustering. Clustering is simply finding homogenous groups of 

data points in a data set. These homogenous groups are called clusters, and, in these clusters, 

density is locally higher compared to other regions (Likas et al., 2003). In their paper,  

Kodinariya and Makwana (2013) explained how k-means clustering works. The number of the 

clusters should be determined before K-means clustering. This algorithm defines k centroids, one 

for each cluster. One of the aims of the algorithm to define these centroids as far away as 

possible from each other. Later each data point is assigned to the nearest centroid, so these data 

points will be under that cluster. When every point is assigned, re-calculation of centroids will 

take place and algorithm will make corrections on point assignments to the nearest centroids. 
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This process will end when there is no need for reassignment and every data point is under a 

cluster. One example of usage of K-means clustering in schizophrenia research is Bell and 

colleagues (2010) where they investigated if three memory profiles of patients, nearly normal, 

subcortical impairment, and cortical impairment, could be confirmed by K-means clustering and 

the results showed that, indeed, K-means supported these three memory profiles for patients. 

Real world data generally has a high dimensionality, to adequate handling of such data 

may require a meaningful reduction of this dimensionality (van der Maaten et al., 2009). An 

example of why this could be necessary was stated in the paper earlier. Due to heterogenous 

nature of schizophrenia, creating homogenous patient subgroups may help us to understand 

symptomatology and their underlying brain abnormalities better (Nenadic et al., 2010).  

Factor analysis is a dimensionality reduction method (Khosla, 2004). The initial 

information is grouped in factor analysis, according to their correlation between variables. The 

main aim is to create groups that are strongly correlated between each other and less correlated 

with other groups, each groups represent a factor (Tǎutan et al., 2021). 

1.7 Related Work 

In this section a brief summary of important points, research questions and hypothesis 

will be given. 

Schizophrenia is a disabling mental health issue (Mueser & Jeste, 2008) that effects 

around 1% of the population in the world (Jones et al., 2005). It is associated with 10-25 years 

decrease in life expectancy (Laursen et al., 2012) and treatment does not seem to be really 

effective as only %13.5 of people with schizophrenia meet the recovery criteria (Jääskeläinen et 

al., 2013). Thus, there is a significant need for schizophrenia research to increase the life quality 

of patients.  
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Early detection and early intervention of the disorder is important to prevent worst 

outcomes (Razzouk et al., 2006). Early detection is problematic due to absence of an objective 

tool for diagnosis (Bell et al., 1998). Furthermore, treatment failure could be due to the 

assumption of one average patient group, although, patients with schizophrenia show clinical and 

biological heterogeneity (Wolfers et al., 2018). Machine learning is a promising tool to make 

predictions about patients individually (Schnack, 2017). Thus, first aim of this study is to create 

an objective diagnostic tool for schizophrenia which is accurate and generalizable. This tool was 

used to make predictions about diagnosis according to the structural brain imaging data of 

people, since structural brain abnormalities are one of the most robust biological markers of 

schizophrenia (Nenadic et al., 2010). Here is the first research question of the study: 

Research question 1: Is it possible to accurately predict if people have schizophrenia 

using their brain images and supervised machine learning methods? 

Hypothesis 1: Supervised machine learning methods can accurately predict if people have 

schizophrenia using their structural brain imaging variables. 

Due to the importance of finding subgroups among patients that are homogenous 

(Nenadic et al., 2010), another aim of this study is to see if it is possible to classify patients into 

subgroups using their symptom pattern data and their brain images. An illustration can be given 

for why this is an important aim. Let us think about two schizophrenia patients, patient A and 

patient B. According to DSM-5, to get a diagnosis, a person should show at least two of the 

following: delusions, hallucinations, disorganized speech, grossly disorganized or catatonic 

behavior and negative symptoms (APA, 2013). Imagine patient A shows symptoms of visual 

hallucinations, delusions, and suffer from depression and anxiety. Imagine patient B shows 

different symptoms than patient A, and shows disorganization during speech, has a rigid posture, 
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and has blunted affect. Both patients would get a diagnosis of schizophrenia according to DSM-5 

if they show functional disturbances over 6 months (APA, 2013). Searching for biomarkers is an 

important task, however, assumption of patient A and patient B will show exactly same 

abnormalities in their brain could be problematic since what they suffer from is different. 

Furthermore, throughout this paper, heterogeneity mentioned many times as a problem. When it 

is possible to objectively classify patients to subgroups, it might be easier to detect what kind of 

treatments work better for which group and it could be possible to raise the success rate for 

treatments. Measurement of symptoms was done through PANSS scale in this study, and as 

already mentioned, PANSS scale has three original factors (symptom patterns), positive, 

negative, and general psychopathology (Kay et al., 1987). In this study, each patient was 

assigned to one of these three groups accordingly to which symptom pattern they experience the 

most. Then, machine learning methods were trained using their class information (which 

symptom pattern they suffer from most) and their structural brain images. Later, these algorithms 

were tested using data of a group of patients which were not in the trainset. It will be seen if the 

algorithm can accurately predict which symptom patterns these patients suffer the most only by 

using their structural brain imaging data. Three patient groups are: 

1) Patients with predominant general psychopathology symptoms 

2) Patients with predominant negative symptoms 

3) Patients with predominant positive symptoms 

Related research question and hypothesis are: 

Research question 2: Can supervised machine learning methods accurately classify 

patients into three groups according to their symptom patterns using their structural brain 

imaging data? 
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Hypothesis 2: Supervised machine learning methods can accurately classify patients into 

three groups according to their symptom patterns using their structural brain imaging data. 

 Although PANSS scale has three original symptom patterns, some researchers who used 

factor analysis for PANSS scales found different number of factors (Emsley et al., 2003; Van 

den Oord et al., 2006; Kim et al., 2012, Levine, & Rabonowitz, 2007; Wallwork et al., 2012; 

Chen et al., 2020), meaning there could be different number of symptom patterns than three. To 

investigate this issue further, unsupervised machine learning methods were used to first detect 

different symptom patterns. Then patients were divided into groups according to these new 

symptom patterns and from which they suffer the most. Later, supervised machine learning 

methods were used to see if the algorithms can accurately classify patients according to these 

subgroups using their structural brain imaging data. There is an expectation that this 

classification outperforms the previously mentioned classification since some researchers found 

different symptom patterns than three originally proposed symptom patterns for PANSS. More 

accurate classification through symptom patterns is expected to result in more accurate MRI-

based classification. This brings us to the new research question and hypothesis: 

Research question 3) Can an unsupervised machine learning method to classify patients 

increase the accuracy of MRI-based subtype classification? 

Hypothesis 3) Classification of patients according to their symptom patterns through an 

unsupervised machine learning method can increase the accuracy of MRI-based subtype 

classification. 

So far, main aims of this study are stated. However, the dataset used in this study has 

various information about patients and this makes additional classification possible. Many 

studies found relationship between illness duration and structural brain abnormalities in patients 
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(e.g Haijma et al., 2013; Tanskanen et al., 2010). Tanskanen et al. (2010) found that grey and 

white matter deficits were associated with illness duration. Haijma et al. (2013) stated larger 

volume reductions were associated with advanced duration of illness. These were specifically 

shown in prefrontal regions, STG, Heschl’s gyrus, and parietal lobe. Thus, it is hypothesized that 

a classification for illness duration could be possible using brain imaging variables. These studies 

generally used regression and correlation to investigate the relationship. Up to author’s 

knowledge there is no classification study made for illness duration in schizophrenia. 

Illness severity is also founded to be correlated with many brain imaging variables. For 

example, in their study, Yoshihara et al. (2008), found that more severe positive symptoms were 

correlated with reduced grey matter volume in posterior cingulate gyrus, and more severe 

negative symptoms were correlated with grey matter volume in thalamus. Ho (2003) suggested 

greater negative symptom severity was related to decreased white matter volume in the frontal 

lobe. Thus, a classification for illness severity was thought to be possible using structural brain 

imaging variables. The related hypotheses and research questions are: 

Research question 4: Can supervised machine learning methods accurately classify 

patients according to their illness severity using their brain imaging variables? 

Hypothesis 4: Supervised machine learning methods can accurately classify patients 

according to their illness severity using their brain imaging variables 

Research question 5: Can supervised machine learning methods accurately classify 

patients according to their illness duration using their brain imaging variables? 

Hypothesis 5: Supervised machine learning methods can accurately classify patients 

according to their illness duration using their brain imaging variables. 

Next section will discuss the methodology of this study.  
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CHAPTER 2 

METHODS 

2.1) Participants 

Data of 467 participants included in the dataset. 169 of them were schizophrenia patients 

(SZ group). Among patients, 131 of them were male and 38 of them were female. Age mean of 

schizophrenia patients at baseline was 29.85 years (sd= 9.26), patient group’s age ranged from 

16 to 56 years. 298 participants were healthy controls (HC group). Among them 167 of the 

participants were male and 131 of the participants were female. Age mean of HC group at 

baseline was 30.42 years (sd=10.96), ranging from 16 to 64 years. 

 Although 467 participants included in the study, data included 1087 brain images since 

image acquisition took place more than one time for some participants. Three timepoints exist in 

the dataset. Timepoint 1 includes brain images of 467 participants, timepoint 2 includes brain 

images of 461 participants and the timepoint 3 includes brain images of 159 participants. Out of 

1087 brain images, 700 of them belonged to HC group and 387 of them belong to the patient 

group. In timepoint 2, out of 461 brain images, 168 belonged to people with schizophrenia. 130 

of them belonged to male patients and 38 of them belonged to female patients. Age mean of 

patients was 34 years (sd=9.56). 293 brain images at time point 2 belonged to HC group. 163 of 

them were males and 130 of them were females, age mean of HC group at time point 2 was 

34.35 years (sd=11.29). Out of 159 brain images in timepoint 3, 50 of them belonged to SC 

group. Among them only 7 of them were females. Mean age for patients in time point 3 in years 

was 34.34 (sd=5.72). 109 of the images belonged to healthy controls and 59 of them were males 

and 50 of them were females. Age mean of HC group at time point 3 was 34.1 years (sd=8.08).  

2.2 Data acquisition  
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Participants were selected from a large longitudinal sample of two cohorts, Utrecht 

Schizophrenia project and the Genetic Risk and Outcome of Psychosis (GROUP) consortium 

(Korver et al., 2012), in Utrecht, the Netherlands. Patient group were recruited in various 

inpatient and outpatient facilities. Ethical approval was provided by University Medical Center 

Utrecht. All participants provided written informed consent. The dataset used in this study was 

owned by Department of Psychiatry, Brain Division, UMC Utrecht. 

In the Utrecht Schizophrenia Project, patients had to fulfil diagnostic criteria for 

schizophrenia according to DSM-IV, and their diagnosis was confirmed 1 year later. The criteria 

of being healthy control was to never have a diagnosis of a mental disorder. 

In the GROUP consortium (Korver et al., 2012), patients again had to fulfil diagnostic 

criteria for schizophrenia according to DSM-IV. Healthy controls, on the other hand, were 

selected from people who did not show any psychotic problems in their life and their first- or 

second-degree relatives did not have any psychotic disorder.  

Dataset included information of age at scan in years, sex and IQ values estimated with 

Wechsler Adult Intelligence Scale (WAIS III) (Wechsler, & Psychological Corporation, 1997). 

PANSS scale was used to assess clinical severity. α coefficients of the subscales were .73, .83 

and .79 for positive, negative, and general psychopathology subscale respectively (Kay et al., 

1987). Illness duration was the subtraction of age of illness onset from age at the time of scan. 

Antipsychotic daily dose was converted into chlorpromazine milligram equivalents per patient. 

2.3 Image Acquisition 

Two scanners were used, and they had the same field strength, acquisition protocol and 

vendor. Scanning took place twice on either a Philips Intera or Achieva 1.5 T and a T1-weighted, 

3-dimensional, fast-field echo scan with 160-180 1.2 mm contiguous coronal slices (echo time 
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[TE], 4.6 ms; repetition time [TR], 30 ms; flip angle, 30°; field of view [FOV], 256 mm; in-plane 

voxel size, 1x1 mm2) was acquired.  

2.4 Image Processing 

FreeSurfer analysis suite (v5.1) was used to acquire detailed anatomical information for 

each participant (Fischl, 2012). Total brain volume was calculated as sum of total white and grey 

matter volumes. Then, extraction from FreeSurfer output took place for cortical volume, and 

mean global cortical thickness. Morphologic variables were extracted with BrainVISA software 

(v4.5) using the Morphologist Toolbox and Mindboggle software using default settings (Mangin 

et al. 2004; Klein et al. 2017). For each fold, sulcal area was the total surface area of the medial 

sulcal surface, sulcal length was defined as the distance between the median sulcal surface and 

the hull. Furthermore, sulcal width was measured as the distance between gyral banks, averaged 

over all points along the median sulcal surface. Kochunov et al. (2009) defined gyral span as the 

distance 2 points on gyral white matter mesh on either side of the sulcal surface. Thus, gyral span 

variables were calculated as the extending sulcan span tracings until they intersected with gyral 

grey-white matter interface.  For an illustration of measurement of these images, it is possible to 

see figure 1B in Diaz-Caneja et al. (2021). Finally, the extracted brain imaging variables were: 

Total brain volume (cm3), cortex volume (cm3), cerebral white matter volume (cm3), subcortical 

grey matter volume (cm3), total grey matter volume (cm3), intracranial volume (cm3), cortical 

thickness (mm), pial surface area (cm2), sulcal area (cm2), gyral span (cm), sulcal width, depth, 

and length (cm). Furthermore, dataset included information of sulcation index and local 

gyrification index of participants. The sulcation index (SI) is the ratio between total sulcal 

surface area and brain hull area, on the other hand, gyrification index refer to the measure of 

cortical folding which is the ratio between the length of outer folded surface and length of outer 
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surface excluding sulci (Zilles et al., 1988). Higher ratio of both sulcation index and gyrification 

index signifies increased sulcation.  

More information about image acquisition, preprocessing, and participant collection can 

be found in (Hulshoff Pol et al. 2001; Korver et al. 2012; Kubota et al. 2015; Diaz-Caneja et al., 

2021; Janssen et al., 2021). 

2.5 Statistical Analysis and Machine Learning 

Data management and all statistical analyses were performed using RStudio version 4.1.1 

(R Core Team, 2013). Various statistical analysis and machine learning methods were used for 

this study. In the following section methods used and which libraries used to conduct the analysis 

will be explained. 

2.5.1. Controlling Variables 

Significant changes in global and regional brain volumes can be seen with healthy aging 

(Scahill et al., 2003). Additionally, there is a significant brain volume difference between males 

and females (Giedd et al., 1996). The real aim of this study to find the structural brain patterns 

related to schizophrenia, and due to this, the effect of the age and sex needed to be eliminated. 

Without controlling these variables, we cannot be sure that if the differences come from 

schizophrenia or there is an effect of age and sex on the results. Thus, age and sex were 

controlled for brain imaging variables using linear regression. This is a common method used by 

other studies (e.g., Bansal et al., 2012; Nieuwenhuis et al., 2012),  

  Residuals are the difference between observed values (the value of the data) and 

predicted values (e = y – ŷ) (Gloutney & Clark, 1991). Linear regression analyses were 

performed using age and sex as independent variables and each brain imaging variables 

(separately) as the dependent variable. This analysis result with predicted brain imaging values 



49 
 

according to age and sex for each participant. Then, observed brain imaging values were 

subtracted from predicted ones to eliminate the effects of age and sex for each participant. More 

details about this technique can be found in Pfefferbaum et al.(1992).  

2.5.2 Sociodemographic and Clinical Data  

Various statistical analyses were done to explore sociodemographic and clinical data of 

participants. Independent samples t-tests can be used to investigate the difference of the means of 

two different groups on a dependent variable (Nasr & Kuasar, 2009). In this study, t-tests were 

used to explore the differences of means between groups. Specifically, t-tests were used to 

investigate difference of IQ levels between HC and SZ group. Furthermore, although it was not 

planned, due to the importance of sulcal width, sulcal width values of HC and SZ group were 

compared using t-test. For this analysis, ‘stats’ package in RStudio was used (R Core Team, 

2013). Linear regression was used to see the relationship between sex, age and total brain 

volume, again ‘stats’ package was used for this analysis.   

2.5.3 Classification and Supervised Learning Models 

Various supervised machine learning models were used throughout the study. For 

supervised machine learning classifications, brain imaging data of participants were divided into 

two for a training and testing set. Later, these methods were trained using the training set and 

learner, detects the common patterns in brain imaging data for each group. Later the model is 

tested using test set, a part of dataset that model is not familiar with. Finally, a classification 

made by the model according to found patterns on training process (Singh et al., 2016). 

For diagnostic classification, four different methods were used. These methods were 

support vector machines with radial kernel, random forests, logistic regression, and XGBoost. 

For supervised classifications according to clinical pattern of patients, support vector machines 
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and random forests were used. For classification according to illness duration and severity, 

support vector machines were used. The details about how these models work can be found in 

the machine learning section in the introduction.  

Support vector machines is a commonly used machine learning method that was found 

especially successful for datasets with small sample and high dimensionality (Yan et al., 2004). 

A trial-and-error approach was used for the decision of kernel. Radial kernel was the most 

successful non-linear kernel type, thus used for classification. ‘e1071’ package was used for 

support vector machines (Meyer et al., 2021). For each classification, gamma and cost values 

were selected according to the maximum reached classification accuracy.  

Random forests are a commonly used machine learning method, owing its success to 

randomization and being an ensemble method (Breiman, 2001; Venkataraman et al., 2012). 

Random forests calculate a Gini importance score for each feature showing how important each 

variable was for differentiating between classes (Venkataraman et al., 2012). Thus, these makes 

random forests the perfect candidate especially when the aim is just not classification but also 

exploration of the features. For this method, ‘randomForest’ package was used (Liaw, & Wiener, 

2002). For random forest analysis using this package, number of trees were selected using a trial-

and-error method until the maximum classification accuracy was reached. 

Logistic regression was used only for diagnostic classification. ‘stats’ package was used 

for logistic regressions (R Core Team, 2013). In logistic regression problem of classification is 

solved through transforming regression equation to yield natural log of the odds (Stoltzfus, 

2011). Logistic regression, similar to random forests, gives information about how important 

each feature was for the classification. It is also possible to reach p values for each variable using 

‘stats’ package.  



51 
 

XGBoost (extreme gradient boosting) (Sheridan et al., 2016) is a scalable tree boosting 

system that is commonly used and achieves state-of-art results (Chen & Guestrin, 2016). 

XGBoost was also only used for diagnostic classification. ‘xgboost’ package was used for this 

method (Chen et al., 2021). XGBoost has many parameters one can specify but only two of those 

parameters were controlled, which were eta and gamma. Eta parameter controls the learning rate, 

and gamma parameter controls how conservative the algorithm will be (Chen et al., 2019). These 

parameters were selected according to classification success of the model. 

To summarize, support vector machines were used for every classification, random 

forests were also used for subtype problem and logistic regression and XGBoost were only used 

for diagnostic classification. The reason behind this is that diagnostic classification wanted to be 

evaluated in a greater term. Furthermore, support vector machines are commonly used and 

showed great success. Along with that, computational cost is small, classification takes little 

time, and it is not complicated. These made SVM a great candidate model for this study, thus 

used more often. However, there are also some disadvantages of SVM, although SVM is 

commonly used for 2-class problems, it is generally avoided when the number of classes are 

more than 2 (Duan & Keerthi, 2005). The only 3 class problem was the classification for 

symptom patterns and for that, random forest was used along with SVM. 

2.5.4 Unsupervised learning models 

Unsupervised learning was used only for one classification problem. As stated, different 

number of factors than original three factors were found for PANSS scale (Emsley et al., 2003; 

Van den Oord et al., 2006; Kim et al., 2012, Levine, & Rabonowitz, 2007; Wallwork et al., 2012; 

Chen et al., 2020). Thus, various analyses were done to explore the clusters in the current dataset 

(Kodinariya & Makvana, 2013). 
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First of all, k-means clustering was used to detect the number of clusters using an elbow 

method (Andrew, 2012). It is a visual method to detect which number of clusters is appropriate 

for the data considering the cost that comes with the number of clusters (Kodinariya & Makvana, 

2013). ‘ClusterR’ package was used for this purpose (Mouselimis, 2021). Factor analysis is used 

for creating groups that are correlated between each other, but they have less correlation with 

other groups (Tǎutan et al., 2021). Thus, factor analysis was used to detect the factors for PANSS 

scale and to see which items are correlated with detected factors. Later, the factors were named, 

and patients were redivided according to from which symptom pattern (factor) they suffer more. 

Confirmatory factor analysis (CFA) might be conducted to see the fit of the factor models 

(Sarmento, & Costa, 2019). CFA was used to see the differences between three and two factor 

models using ‘lavaan’ library in RStudio (Rosseel, 2012). Classification according to this 

grouping was done with support vector machines and random forests.  

2.5.5 Evaluation metrics for classifications 

Many evaluation metrics were used for this study. For every classification, an overall 

accuracy was found. Overall accuracy is found by the number of correctly classified brain 

imaging data divided by number of all brain imaging data (Benba et al., 2017). Figure 3 

illustrates how confusion matrix works for a binary classification, figure 4 illustrates an actual 

confusion matrix from the study. Actual category of participants comes from data, and predicted 

category is the results of the classification process by the algorithms. For diagnostic 

classification in this study, true positive refers to the number of brain imaging data that was 

correctly classified as SZ group. True negative refers to the number of brain imaging data that 

was correctly classified as HC group. False positive and false negative refers to the number of 

misclassifications for HC and SZ group respectively.  
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Figure 3  

Confusion matrix for 2 group problems.     

  

Figure 4 

Confusion matrix example from the study. This classification was done for diagnosis using SVM 

with radial kernel. 

 

The formula for overall accuracy is: 

       TP+TN 

TP+TN+FP+FN 

Simply, accuracy is the amount of data that was correctly classified by the algorithm. 

Additional to the accuracy, true positive and true negative rates were discovered. True positive 

rates (TPR), also called sensitivity, is the amount of SZ group data that was correctly classified, 
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whereas true negative rates (TNR), also called specificity, is the amount of HC group data that 

was correctly classified (Hong & Oh, 2021). Here is the formula for sensitivity (TPR): 

  TP 

          TP+FN 

Here is the formula for specificity (TNR): 

 TN 

         TN+FP 

For classifications other than diagnostic classifications, overall accuracy was found, later 

the amount of correctly classified data was stated for each group similar to diagnostic evaluation 

metrices.  

For each classification, area under curve (AUC) values were also reported. AUC is a 

useful method of classification (Riquelme et al., 2008), especially when the data is not balanced 

(Saifudin et al., 2019). As stated, around 65% of the brain imaging data belongs to healthy 

controls. Thus, AUC is an important evaluation metric for this study. AUC is the area under a 

ROC curve, which are the curves used to determine the ideal cut-off values for specificity and 

sensitivity (Fan et al., 2006). Maximum AUC value is 1, which is the perfect classifier, the 

minimum AUC level is 0.5, which means classifier does not have any discriminative power 

(Wismüller & Vosoughi, 2021). According to Salgado-Pineda and colleagues (2018), classifier 

with an AUC level less than 0.6 has no discriminatory power. AUC levels between 0.6 and 0.7 

can be considered as poor, AUC levels between 0.7 and 0.8 can be considered fair. If the AUC 

level is more than 0.8, it can be considered good and if it is more than 0.9, the discriminatory 

power can be considered excellent. AUC values were found using the ‘pROC’ package of R 
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(Robin et al., 2011). Graphs were created using the base package of RStudio (R Core Team, 

2013) and ggplot2 (Wickham, 2016). 

CHAPTER 3 

RESULTS 

3.1 Sociodemographic and Clinical Findings 

As stated in the methods section, dataset includes various information of the participants. 

In total, 361 of the participants’ IQ levels were available in the dataset. Out of these 361, 125 of 

them were the SZ group and 236 of them were HC group. Average IQ level of participants was 

106 and standard deviation(sd) is 17.04. Average IQ level of the SZ group was 97.85 with an sd 

of 16.47. Mean IQ level of control group was 110.34 and the sd was 15.74. These IQ levels refer 

to levels in the first scan, baseline, for each participant. T-test comparison showed that IQ level 

of two groups were significantly different (t(242.97) = 6.95, p <.01).  

Dataset includes PANSS scale scores of patients. PANSS scale has 30 items, on each 

item, patients get a score from 1 to 7 on each item, 1 referring to the absence and 7 referring to 

the extreme level of psychopathology (Kay et al. 1987). Mean values of participants on PANSS 

scale on baseline is presented in table 2.  

Table 2  

PANSS total and subscale scores of participants on timepoint 1 (baseline) 

PANSS scores                                    n  Mean Standard deviation 

PANSS total score                             

PANSS positive subscale score 

PANSS negative subscale score 

PANSS general psychopathology subscale score 

137 

140 

140 

137 

63.34/210 

15.17/49 

16.5/49 

32.35/112 

19.26 

5.57 

5.94 

9.63 
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Note. n refers to the number of patients whose data were available for corresponding score 

 116 out of 169 patients were using antipsychotics. Additional to their daily dose of 

antipsychotics, information on patient’s age of onset of the disorder and illness duration on 

baseline can be found on table 3.  

Table 3.  

Age of onset, antipsychotics daily dose, and illness duration of patients on timepoint 1 (baseline) 

Variables                                    n  Mean Standard deviation 

Age of onset 

Illness duration 

Antipsychotics daily dose 

110 

106 

84 

21.87 

6.51 

322.08 

5.33 

6.62 

176.3454 

Note. Illness duration and age of onset was stated in years, antipsychotic daily dose was stated in 

mg in chlorpromazine equivalents. 

3.3 Classification for Diagnosis 

As age and sex has an effect on the brain, as stated, linear regression was used to 

eliminate their effects. As expected, sex was a significant predictor of total brain volume 

(AdjR2=0.278, F(1,1085)= 420.8, p<0.001). Furthermore, age is also a significant predictor of 

total brain volume (AdjR2=0.065, F(1,1085)= 77.44, p<0.001).   

First, a classification took place with support vector machines. First step of supervised 

machine learning is formation of train and test sets (Singh et al., 2016). Caret and data.table 

packages (Kuhn, 2021; Dowle, & Srinivasan, 2021) were used in RStudio for splitting the data 

and formation of confusion matrix. As mentioned, the dataset involves data of 1087 brain 

images, some participants’ brain images were acquired more than one time. An important issue 

here is that for fair comparisons, test set should be independent  (Kelly et al., 2019). Due to this 
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knowledge, data is divided into train and test sets in a way that no participants’ brain images will 

not be included in both tests. Brain imaging data of a participant, even if their brain images were 

acquired more than one time, ended up in the same subset, either train or test set. First, brain 

imaging variables of participants that are corrected according to age and sex were shuffled and 

then they were divided into two in a way that train set would include %80 of the data and test set 

include %20 of the data. There are no exact guidelines of splitting ratios for train and test sets, 

however, 80/20 ratio is a common method which was used many times in schizophrenia research 

(e.g., Chatterjee et al., 2020; Jilka et al., 2022; Tan et al., 2021; Tarchi et al., 2021).  

After preparing the test and train set, svm, using the package ‘e1071’ was conducted. A 

trial-and-error approach was used for kernel selection and radial kernel, one of the most common 

types of kernels is selected for the algorithm. For an SVM analysis with radial kernel, sigma and 

cost parameters needs to be set prior to analysis (Yang et al., 2010). Gamma instead of sigma is 

required by ‘e1071’ package, those values are related, and their relation was explained in the 

introduction section. Value of the parameters selected through trial-and-error. The default values 

of both cost and gamma in e1071 is 1. Thus, starting with the default values, increasing, and 

decreasing values of gamma and cost tried until the best accuracy level is reached. The best 

accuracy level is reached by gamma value of 0.008 and cost value of 0.006. Overall accuracy 

was 69.2%, 71.2% of the patients were correctly classified, %68.4 of HC group was correctly 

classified (sensitivity=0.71, specificity=0.68). AUC value of the model was 0.69.  

Later, random forest was used for diagnostic classification using ‘randomForest’ package 

in RStudio. Splitting train and test sets technique was the same as mentioned above. Number of 

trees should be selected for random forest, which is an important parameter that changes the 

accuracy level (Probst & Boulesteix, 2018). Number of trees are also selected according to trial-
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and-error and the number used was 500. The maximum overall accuracy level achieved by 

random forest was 67%, mathematically lower than support vector machine. 66% of the patients 

were correctly classified, this value was 68% for HC group. (sensitivity=0.66, specificity=0.68, 

AUC=0.67). One important feature of random forests is Gini importance score which are 

calculated for each feature showing its discriminative power (Venkataraman et al., 2012). Using 

‘RandomForest’ package on RStudio, it is possible to get a variable importance plot which 

computes mean decrease accuracy (MDA) and mean decrease Gini (MDG). MDA is the change 

in prediction accuracy for each variable when they are replaced by randomly permuted values, 

whereas MDG shows the decreased Gini impurity for each variable(Calle & Urrea, 2011). The 

MDA and MDG plots can be seen at figure 5.  

Figure 5 

Mean decrease accuracy and mean decrease Gini of features 

 

Note. Abbreviations: CT, cortical thickness; IC, intracranial volume; SI sulcation index; 

GM, grey matter; LGI, local gyrification index; WM, white matter. 
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Sulcal width turned out to be the most discriminative and important variable 

differentiating patients and healthy controls. Due to this finding, additional analysis has been 

made. Two sample t-test used to compare two groups on their sulcal width. Sulcal width values, 

as with any other brain imaging variables used in this study, was corrected for age and biological 

sex. Mean values of sulcal width differed significantly with diagnosis (t (749.39) = 9.965, p 

<.001). Figure 6 shows the boxplot to illustrate sulcal width values of participants, diagnosis “1” 

refers to the SZ group, whereas diagnosis “0” refers to the HC group. Patients, in general, had 

larger width. Interestingly, no relationship between sulcal width and illness severity was found 

using simple linear regression (AdjR2=-0.002593, F(1,351)= 0.08969, p=0.76), also no 

relationship was found between sulcal width and illness duration of patients (AdjR2=-0.001672, 

F(1,297)= 0.5024, p=0.47).  

Figure 6 

Boxplot of sulcal width values 

 

Note. Diagnosis “0” refers to healthy control group, whereas diagnosis “1” refers to the patient 

group.  

Another diagnostic classification is made using logistic regression. One of the reasons of 

this is that machine learning methods can be seen as “black box” and easy interpretability of 
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logistic regression makes it an important machine learning technique (Phillips et al., 2015). The 

concept of black box will be discussed more extensively in the discussion section of the study. 

Glm function of ‘stats’ package was used for binomial logistic regression analysis. A table is 

given as a result of logistic regression indicating predictive power of each variable (Phillips et 

al., 2015).  Out of 15 brain imaging variables, 6 of them could significantly predict the 

classification outcome. The variables, their coefficients and their p values are reported in table 4. 

In logistic regression, coefficients refer to the expected change in log odds per unit change in that 

variable, 1 unit increase in the value of that variable multiplies the odds of having the outcome 

by eβ (Park, 2013). Sulcal width was founded to be the most significantly associated variable, a 

similar result that was found with random forests. The accuracy of logistic regression was 

founded to be 66% (sensitivity=0.66, specificity=0.67, AUC=0.66). 

Table 4 

Brain imaging variables that can significantly predict diagnosis according to logistic 

regression analysis with their p values and coefficients.  

Brain imaging variable Coefficient (β) P value  

Cortex volume 2.6225614 0.01182 

IC volume 0.5169790 0.01503 

Sulcal width 0.7990807 <0.001 

Sulcal length  1.0932032 0.00595 

Sulcal area -2.5133281 0.01194 

Cortex SI 1.0797921 0.02240 

Note. IC, intracranial volume; SI sulcation index 

3.2.1 Averaging probabilities and majority voting 
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So far, 3 models were used for diagnostic classification: SVM, random forest and logistic 

regression. Their accuracy levels are 69%, 67% and 66% respectively. Ensemble methods are 

learning algorithms that does predictions according to votes of multiple classifiers (Dietterich, 

2000). A similar method was used in this study. When making a decision, all of the mentioned 

methods calculate probabilities for class involvement. After training with training set, all these 

methods detect some patterns that differentiate schizophrenia patients from controls. When 

making a prediction, these models investigate the brain imaging data of each person and 

calculate the probability of this person belonging to each class. A new dataset was created. The 

probability of being a patient for each observation in the test sets were extracted from the 

models. Model’s classification decisions were also included in the dataset. For example, if the 

model found a participant’s probability of having schizophrenia is 80%, that person classified as 

diagnosed, if the probability is small, such as 20%, that person will be classified as not having 

schizophrenia. In the created dataset, all of these probabilities by three different methods were 

put together and then a new variable called “average probability” is created. The logic behind is 

very simple, for each participant in the test set, found probabilities by three models were 

averaged. To illustrate imagine a participant A. Let’s say SVM, RF and LR found participant A’s 

probability of having schizophrenia 70%, 75% and 80%. Average probability of having 

schizophrenia for this participant is (70+75+80)/3 =75. This calculation was made for each 

observation. Every observation had an averaged probability. Later, data was classified according 

to these probabilities. Default option of many models has a cutoff point of .5. Which means if the 

probability is more than 50%, the participant will be classified as diagnosed, if less than 50%, the 

participant is classified as undiagnosed. However, change can be made in the cutoff score for 

better performance (for a review, see Calle et al., 2011). Data used in the current study is 
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imbalanced for classes, majority of the participants were healthy controls. In such cases, smaller 

cutoffs than 0.5 can be used so that doubtful instances can be labelled as minority and accuracy 

can be improved (Zhou & Wang, 2012). Cutoff of .40 was selected as it gave the best results 

according to a ROC. To summarize, probability averages was calculated according to three 

models used, then observations which have more than 40% probability of classified as diagnosis 

group were labelled as diagnosed group. This gave an accuracy level of 67% (sensitivity=0.6, 

specificity=0.71, AUC=0.65).  

 Another technique, majority voting was also used. In this technique, a decision is made 

using the votes of the models. A participant is labelled as diagnosed only if 2 out of 3 models 

labelled them as patients. Accuracy level reached with this technique was 70%, (sensitivity=0.6, 

specificity=0.75, AUC=0.67). 

Lastly, a powerful method called XGBoost was used for diagnostic classification. 

‘Xgboost’ package in Rstudio was used for this purpose. There are more than 10 parameters of 

XGBOOST, however, only 2 of those parameters were controlled, and others used in the default 

option. These two parameters are eta and gamma. 71% accuracy was reached with XGBOOST 

(eta=0.16, gamma=0.06), which was the highest accuracy level reached for diagnostic 

classification. Accuracy of detecting healthy controls was 70% and accuracy of detecting 

patients were %72 (sensitivity=0.72, specificity=0.7, AUC= 0.71). 

Using ‘pROC’ library, it is possible to calculate the minimum AUC that is significantly 

different than an AUC level of 0.5. When the desired p value and the number of the groups is 

stated, minimum AUC value to reach such significance is calculated. For diagnostic 

classification, this level was found to be 0.56 for p value of 0.01. According to this, AUC levels 

of each classification were significant.  
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3.3 Classification for 3 Subclinical Patterns 

PANSS scale has 3 subscales called positive, negative, and general psychopathology 

(Kay et al., 1987). In this part of the analysis, it was investigated that if an accurate classification 

according to symptom patterns is possible with machine learning using brain imaging variables. 

Patients’ data were divided into three groups: 

1) Predominant general psychopathology symptoms group 

2) Predominant negative symptoms group 

3) Predominant positive symptoms group 

This division was made according to which symptom pattern they suffer the most 

according to their PANSS scores. Their score for each subscale is first calculated, later, these 

scores were scaled since general psychopathology subscale has more items. The maximum score 

for GP subscale is 112, whereas for positive and negative subscale the maximum score is 49. 

Their score for each subscale is divided by the maximum score of that subscale. Later, data of 

patients were assigned one of these three groups according to from which subscale they had the 

maximum score. This dataset contained 350 observations; 41 of them were assigned as GP 

symptoms group, 160 of them assigned as negative symptoms group and 149 of them assigned as 

positive symptom group. Later, dataset was divided as train and test set in a way that no brain 

imaging from the same person will end up being in different sets.  

First, a radial kernel support vector machine algorithm was used for classification, parameters of 

support vector machine was found with trial and error and best-balanced accuracy was caught by 

cost=1 and gamma=0.4. Overall accuracy was 48% (Using the package pROC, it is possible to 

get AUC values even for multiclass classification. AUC for this analysis was 0.69. Algorithm 

was most successful detecting brain imaging data that belongs to patients with predominant 
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negative symptoms, this followed by positive and general psychopathology respectively. This 

could be due to smaller data in general psychopathology group. Test set of GP group included 

brain imaging variables of only 6 people, 2 of whom was correctly detected by the algorithm. 

Algorithm could accurately classify 55% of negative group and it could accurately classify 53% 

of positive group.  

Random forest was also used for this classification since SVM is generally avoided when 

dealing with more than 2 classes (Duan & Keerthi, 2005). After implementation of same train-

test set division technique, random forests with 500 trees yielded a maximum overall accuracy of 

55%. Random forest was mathematically more successful than SVM on overall accuracy. 

Furthermore, 71% of people in the negative group were correctly classified, and 50% of people 

in positive group were correctly classified. However, none of the brain imaging data that belongs 

to GP group was correctly classified. Interestingly, both models were more successful at the 

classification of brain imaging data of negative group. AUC of the model was 0.58. According to 

variable importance plots of random forests, sulcal width was again the most important variable 

for differentiation for the model, however the mean differences between groups was not 

significant as shown by ANOVA (F(2,347) = 1.109, 

p=0.331). 

3.4 Unsupervised Model for Subgrouping Patients 

Some researchers found different number of factors for PANSS scale factors (Emsley et 

al., 2003; Van den Oord et al., 2006; Kim et al., 2012, Levine, & Rabonowitz, 2007; Wallwork et 

al., 2012; Chen et al., 2020). In order to see if there are different numbers of symptom patterns 

for patients in PANSS and to see if a new division can achieve a better classification, various 

models were used in this study. First of all, for clustering, the number of classes should be 
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determined before the analysis, and one possible way of doing that is elbow method using k-

means clustering (Andrew, 2012). It is a visual model for deciding the number of clusters, after 

starting with k=2 and keep increasing the number of clusters, the cost should be monitored. The 

k value is selected at the point where there is a dramatic drop of cost (Kodinariya & Makvana, 

2013). ‘ClusterR’ package was used for this purpose. First PANSS scores of patients were used 

for k-means clustering, later, to employ the elbow method, this process was visualized. The 

number of clusters and their costs was shown in figure 7. According to this visualization, and the 

direction were given in Kodinariya and Makvana (2013), 2 clusters were selected as k. This 

means, according to PANSS scores of patients, there are 2 subclasses.  

Figure 7 

The number of clusters and their costs 

 

For further investigation, a factor analysis with 2 factors using ‘Stats’ library in RStudio 

was conducted. The resulting table shows the magnitude of relationship of each item with each 

factor. As stated by Pett et al., (2003) labelling of factors is a process that is subjective and 

theoretical (as cited in Williams et al., 2010). Thus theoretical knowledge was used for labelling 

of factors. First, Kay et al., (1987), while proposing their 3 factors scale, stated that general 
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psychopathology subscale was not meant to be a distinct subscale, but it is an important addition 

of positive/negative subscales. Additionally, positive/negative symptom dichotomy is commonly 

mentioned for schizophrenia (e.g., Crow, 1980; Lieberman et al., 2020; APA, 2013). 

Furthermore, the results of factor analysis show each item’s relationship with each factor and 

investigation of the table showed positive/negative dichotomy between factors. More precisely, 

every item that originally belongs to positive subscale of PANSS showed stronger relationship 

with one factor, whereas nearly all items that originally belongs to negative subscale showed 

stronger relationship with the other factor. Considering these, emerging factors were decided to 

show the positive/negative dichotomy of schizophrenia.  

According to their loadings (magnitude of correlations with each factor), each item was 

assigned to either negative or positive factor. The results were shown in table 5. Only 1 item, 

stereotyped thinking, that originally belongs to negative subscale included in the positive factor 

due to its stronger relationship with positive symptom pattern. As can be seen, more items were 

correlated with positive symptom pattern.  

Table 5 

Items and their assigned factors 

Factor 1- Negative  Factor 2- Positive 

Blunted affect Delusions 

Emotional withdrawal Conceptual disorganization 

Poor rapport Hallucinations 

Passive apathetic social withdrawal Excitement 

Lack of spontaneity Grandiosity 

Mannerism and posturing Suspiciousness persecution 
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Depression Hostility 

Motor retardation Stereotyped thinking 

Disturbance of volition Somatic concern 

Disorientation Guilt feelings 

Active social avoidance Tension 

Difficulty abstract thinking Anxiety 

 Unusual thought content 

 Poor impulse control 

 Uncooperativeness 

 Poor attention 

 Lack of judgement and insight 

 Preoccupation 

 

Cronbach’s alpha of PANSS scale was 0.884, which was found using ‘ltm’ library 

(Rizopoulos, 2007). Confirmatory factor analysis (CFA) can be conducted to see the fit of the 

factor models (Sarmento, & Costa, 2019). Therefore, to see the difference between 2-factor and 

3-factor model, confirmatory factor analysis was conducted. CFA was conducted using ‘lavaan’ 

library in RStudio (Rosseel, 2012). Fit indices showed that comparing two-factor model (Χ2 = 

1635.107, df. = 404; RMSEA = 0.100; CFI = 0.61) and three-factor model (Χ2= 1778.724, df= 

402, RMSEA=0.106; CFI=0.57) is a little bit complicated. Sarmento and Costa (2019) stated X2 

(Chi-squared test) value indicates the difference between expected and observed covariance 

matrices, a smaller value is better. Similarly, smaller values indicate success with Root Mean 

Square Error of Approximation (RMSEA). CFI and RMSEA, evaluates the model adjusting for 
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sample size, as it can be an issue for Chi-squared test. Higher CFI refers to a better fit. In terms 

of RMSEA and CFI, two factor model is a better fit, however, X2 value of three factor model is 

better. It is important to note here that both models failed to be considered as a good model. 

More information about appropriate values for X2, CFI and RMSEA can be found in (Sarmento, 

& Costa, 2019).  

Later patient’s data were divided into 2 according to from which symptom pattern they 

show higher scores. Train and test set division was conducted in the same way as for all 

classifications. A support vector machine with radial kernel with cost=0.01 and gamma=0.4, 

yielded the best results. The overall accuracy was 61%; 66% of brain imaging variables were 

correctly classified as belonging to the negative group and 55% of brain imaging variables were 

correctly classified as belonging to the positive group. (AUC=0.61) 

To be in line with the previous analysis, a random forests classification with 1000 trees 

was conducted. Overall accuracy was 66%; 75% of data belonging to negative group was 

correctly classified and 55% of the data belonging to positive group was correctly classified. 

AUC of the model was 0.65. Two observations can be made with these results. Mathematically 

speaking, two symptom patterns increased accuracy for classification. Secondly, detection power 

of negative group overcame the positive group, similar to the previous classification. According 

to random forest variable importance plot, sulcal depth was the most important variable 

differentiating two groups. Mean of sulcal depth was higher for people with predominantly 

positive symptoms but t-test showed that the difference between two groups was not significant 

(t (285.34) = -1.696, p=0.09). 

Again, minimum required AUC levels were calculated. To achieve a significance level of 

0.01, minimum AUC should be 0.71 for 3-group classification and it should be 0.63 for 2-group 
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classification. Only AUC value of RF for 2-class classification exceeds the minimum AUC level 

for significance. This partly shows that 2-class classification outperformed 3-class classification.  

3.5 Classification according to illness duration 

Illness duration was divided into two for methodological reasons. The success of machine 

learning algorithms drops when handling with unbalanced datasets (Ganganwar, 2012). 

Furthermore, the importance of sample sizes was mentioned many times throughout the paper. 

296 brain imaging observations were available for illness duration, which is a large dataset in 

general compared to other studies done in the field. However, for machine learning 

classification, dataset should be divided as train and test sets and in this study 20% of the dataset 

was used as a test set and it included 52 observations, which would be smaller if illness duration 

was divided into more than two groups. Thus, brain imaging data was divided into two, 

according to illness durations. The median of illness duration was 7.79 years so division was 

made at 7.79 years. Data of people with an illness duration less than 7.79 years were labelled as 

“shorter illness duration group” and data of people with an illness duration more than 7.79 years 

were labelled as “longer illness duration group”. Support vector machine with radial kernel was 

trained with brain imaging variables of people with shorter and longer illness duration and later, 

the algorithm was tested with a test set. According to brain imaging variables, it predicted if that 

brain imaging values belongs to a person with shorter illness duration or longer illness duration. 

The overall accuracy for this classification was 75%. 60% of the data in longer illness duration 

group was correctly classified. 86% of the data in shorter illness duration group was correctly 

classified. AUC value for this classification was 0.73. Minimum AUC level for a significance 

level of 0.01 was found to be 0.63, which is less than the AUC level of the classifier. 

3.6 Classification According to Illness Severity 
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PANSS scores were used as an indication for illness severity of patients (Kay et al., 

1987). Due to the methodological concerns stated at previous classification for illness duration, 

illness severity was also divided into two. Median PANSS score was 54, and patients who scored 

less than 54 were labelled as less severe SZ group and patients who scored more than 54 were 

labelled as more severe schizophrenia group. Support vector machine with radial kernel was used 

for classification and this classification yielded an accuracy level of 69%. Cost and gamma levels 

were 0.001 and 0.15 respectively. AUC value for this classification was 0.69. %65 of data in less 

illness severity group was correctly classified, and %72 of the data in more severe group was 

correctly classified. Minimum AUC level for a significance level of 0.01 was found to be 0.62, 

which is less than the AUC level of the classifier. 

For better visualization, each classification and their results are displayed on table 6. 

results will be discussed in the next section of the paper.  

Table 6 

Used methods, their accuracy and AUC levels. 

Algorithm  Classification type Overall accuracy 

(95% CI) 

Controlled parameters AUC Sample size 

(Number of  

brain imaging 

variables) 
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SVM 

RF 

Logistic R. 

XGBoost 

SVM 

RF 

SVM 

RF 

SVM 

SVM 

Diagnosis 

Diagnosis 

Diagnosis 

Diagnosis 

Symptom pattern 

Symptom pattern 

Symptom pattern* 

Symptom pattern* 

Illness duration 

Illness severity 

69.2% (62-75%) 

67% (61-74%) 

66% (60-73%) 

71% (64-77%) 

48% (36-60%) 

55% (43-67%) 

61% (48-73%) 

66% (53-78%) 

75% (61-85%) 

69% (56-80%) 

 

Gamma=0.008, cost=0.006 

nTrees=500 

- 

eta=0.16, gamma=0.06 

cost = 1, gamma = 0.4 

nTrees=500 

cost=0.01, gamma=0.4 

nTrees=1000 

cost=0.4, gamma=0.09 

cost=0.001, gamma=0.15 

 

0.69 

0.67 

0.66 

0.71 

0.69 

0.58 

0.61 

0.65 

0.73 

0.69 

1087 

1087 

1087 

1087 

350 

350 

302 

302 

296 

353 

Note. *symptom pattern for 2-class classification. 

CHAPTER 4 

DISCUSSION 

Schizophrenia is a chronic and disabling disorder (Mueser & Jeste, 2008) with 13.5% 

recovery rate (Jääskeläinen et al., 2013). Worst outcomes can be prevented through early 

detection and early intervention (Razzouk et al., 2006), however, due to the absence of an 

objective diagnostic tool, this is currently not possible (Bell et al., 1998). Furthermore, Wolfers 

and colleagues (2018) suggests the treatment failure could be due to one average patient group 

assumption for a group that shows high heterogeneity. Individualized medicine got attention 

during the last years due to awareness of individual differences between patients and the 

importance of finding an optimal treatment plan for each individual (Wang, 2012). Predictions 

on individual level is possible through machine learning (Bzdok & Meyer-Lindenberg, 2018). 

Thus, this study used various machine learning models to make predictions about diagnosis of 
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schizophrenia, subtypes, illness duration and illness severity using structural brain imaging data 

of the participants. 

Four different models were used for diagnostic classification. These methods were 

support vector machines, random forests, logistic regression, and XGBoost. Each model was first 

trained with brain imaging data of participants so models could detect some patterns. Later a part 

of brain imaging dataset was used for testing, in which model made a prediction for each 

observation about being belong to a patient or not, accordingly to the patterns found in training. 

For diagnostic classification, XGBoost had the best overall accuracy with 71%. This was 

followed by a majority voting technique. In this technique, all SVM, RF and logistic regression 

were used to make a decision. Brain imaging data of a participant were classified as 

schizophrenia group only when two out of three models classified this participant as SZ group. 

The accuracy level reached by this method was 70% with AUC=0.67. This method outperformed 

all three methods in terms of accuracy; however, AUC value is lower than SVM, equal to RF and 

higher than logistic regression. In between those three models, SVM performed the best by 

69.2% overall accuracy and logistic regression performed worst with 66% overall accuracy. 

Analysis with neuroimaging data is generally challenging due to high dimensional nature of such 

data and small sample sizes (Menoret et al., 2018). Although the sample size of the current study 

is larger compared to many similar studies, classification studies tend to use larger datasets in 

other fields. An example is a classification study for spam e-mail, and they had a sample size of 

98680 (Chen et al., 2019). Support vector machines shown to be powerful when working with 

smaller and high-dimensional datasets (Yan et al., 2004), Thus, better accuracy outcome by 

support vector machine could be explained in this way. Furthermore, SVM, is less time 

consuming and it is a simpler method compared to, for example, XGBoost. Due to simplicity and 
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higher accuracy level reached, SVM models can be suitable to use as diagnostic tools for 

schizophrenia. Majority voting technique used in the study reached an accuracy of 70%, which 

was not a great improvement considering 69% of accuracy level was already reached by SVM. 

According to the results of these models, hypothesis 1, supervised machine learning methods can 

accurately predict if people have schizophrenia using their structural brain imaging variables, 

was accepted. 

According to variable importance plots, sulcal width was a very important measure to 

differentiate SZ and HC group. This was confirmed by a t-test, where the means of sulcal width 

of patients and healthy controls were shown to be significantly different. Furthermore, logistic 

regression analysis showed that out of fifteen brain imaging variables, six of them could 

significantly predict the classification outcome. Sulcal width was the variable which had the 

smallest p value, meaning it was the most important variable for this differentiation. Thus, these 

results suggest, sulcal width could be a biomarker for schizophrenia. This finding was also 

reported by Janssen and colleagues (2014), they stated an increased sulcal width was seen both in 

patients with schizophrenia and bipolar disorder. They stated a connection between decreased 

gyrification, increased sulcal width and schizophrenia. Increased sulcal width was found to be 

correlated with advanced age (Kochunov et al., 2005), and Alzheimer’s disease (Hamelin et al., 

2015). It is also found to be associated with worse cognitive function in a healthy population 

(Liu et al., 2011). These findings including the results of the current study suggest the 

importance of sulcal width.  

Machine learning methods were also used to classify patients according to their symptom 

patterns. PANSS scale originally have three symptom patterns that are positive, negative and 

general psychopathology. First a classification was made using these three original symptom 
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patterns. Brain imaging data of participant were divided into three according to their maximum 

score on these subscales. Later, SVM and RF models were trained and tested to classify patients’ 

data for symptom patterns. The accuracy of SVM was 48% with 0.69 AUC. RF reached an 

accuracy of 55%, however, the AUC value of the model was worse than SVM, 0.58. Later, K-

means clustering was used to identify number of factors in PANSS scale and the number of 

factors was two. A factor analysis took place to find each factors and related items. Factor 

analysis yielded positive/negative dichotomy, which is commonly mentioned for schizophrenia. 

Thus, according to their PANSS scores, patients were divided into two groups: patients with 

predominantly positive symptoms and patients with predominantly negative symptoms. For 

comparison reasons, just like with the other subgroup classification, SVM and RF were used for 

classification. SVM reached an accuracy of 61% with 0.61 AUC and RF reached 66% of 

accuracy with 0.65 AUC. For the first analysis with 3 subgroups, sulcal width was again the 

most important variable for differentiation. For the latter analysis with 2 subgroups, sulcal depth 

was the most important variable, however, the group differences were not significant according 

to t-test and ANOVA. The related hypotheses about this section were: 

Hypothesis 2: Supervised machine learning methods can accurately classify patients into three 

groups according to their symptom patterns using their structural brain imaging data. 

Hypothesis 3: Classification of patients according to their symptom patterns through an 

unsupervised machine learning method can increase the accuracy of MRI-based subtype 

classification. 

Here, the evaluation of the hypothesis should be done carefully. First of all, accuracy 

levels were higher for 2-group classifications than 3-group classifications, however, AUC of 

SVM model for 3-group classification outperformed every other classification. Another way to 
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comment on this issue could be finding a minimum AUC for significance. In ‘pROC’ library, it 

is possible to calculate the minimum AUC to be significantly different than an AUC level of 0.5. 

To achieve this calculation, number of observations in groups and the desired p value should be 

stated. According to this calculation, to achieve a significance level of 0.01, minimum AUC 

should be 0.71 for 3-group classification and it should be 0.63 for 2-group classification. Only 

AUC value of RF for 2-class classification exceeds the minimum AUC level for significance. 

Thus, according to this result, hypothesis 2 should be rejected and hypothesis 3 should be 

accepted. Unsupervised machine learning method can increase the accuracy of MRI-based 

subtype classification. 

Two SVM models were created for classification for illness severity and illness duration. 

Patients were divided into two according to their illness severity and illness duration from their 

median values for methodological reasons. First reason is that sample size would be smaller with 

higher number of groups, and this could be problematic for testing part. Secondly, unbalanced 

dataset may result in problematic accuracy level in machine learning (Ganganwar, 2012). By 

dividing patients into two using the median levels for illness duration and illness severity, it was 

possible to create balanced group sizes with larger sample size. SVM with radial was used for 

both classifications and their accuracy levels were 69% and 75% for illness severity and illness 

duration respectively. Their AUC values were 0.69 and 0.73 for illness severity and illness 

duration respectively. Both hypothesis 4 and 5 were accepted because it was possible to classify 

patients according to their illness duration and illness severity. 

4.1 Significance of the Current Study 

Throughout the paper, the importance of an objective diagnostic tool for schizophrenia is 

mentioned. The main aim of the study was to create an objective tool for diagnosis. Accuracy 
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levels for diagnostic classification differed between 66% to 71%. Winterburn and colleagues 

(2019), in their paper, investigated 18 machine learning diagnostic classification studies that used 

MRI. The accuracy levels differed between 63.2% to 93.3%. The reached accuracy levels in this 

study are generally lower than the mentioned accuracy levels in these studies. However, sample 

sizes used for classification were generally smaller than the current study. Mean sample size of 

18 studies was 118, whereas current study had a sample size of 467, and since image acquisition 

took place more than one time for some participants, 1087 brain images included in the study. 

Schnack and Kahn (2016) stated small sample sizes tend to result in a classification with higher 

accuracy and low generalizability and vice versa for larger samples. Since the aim of the study is 

to create a diagnostic tool for clinical use, generalizability is really important. Thus, this is a 

crucial study, using a large sample for classification, which may result in better generalizability. 

However, machine learning application in mental health have a relatively short history and the 

algorithms are not yet ready to be used in clinics. Salgado-Pineda and colleagues (2018) stated, 

AUC levels between 0.6 and 0.7 can be considered as poor, AUC levels between 0.7 and 0.8 can 

be considered fair. According to this statement, most of the diagnostic classification in this study 

should be considered poor. AUC levels for diagnostic classification differed between 0.66 to 

0.71. An algorithm with a fair classification is not ready to be used in the clinics, because 

misclassification would be costly. However, as mentioned, machine learning applications are 

relatively new in mental health, so we are getting there. This study has a significant importance 

for using a large sample, which makes the tools to have higher generalizability power. Moreover, 

in this study four different methods were used for the same sample, which gives clues about 

which method could work better for schizophrenia for later use in clinics.  
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In this study, participants were also classified according to their symptom patterns. The 

importance of finding subgroups of patients were stated numerous times in the paper. Every 

patient with schizophrenia does not show the same symptoms, they have many differences and 

the underlying abnormalities in the brain may differ. A discovery of stable subgroups can be a 

huge help. In this study, it has been showed that it was possible to detect patients with 

predominantly positive symptoms vs patients with predominantly negative symptoms. This tells 

us these groups differ in terms of their structural brain patterns and this difference, through 

further research, could lead to more accurate and appropriate intervention. The needs of these 

different groups can be found through research, and machine learning tools may help clinicians 

to discover the subgroup of the patient. Antipsychotics were shown to be effective with positive 

symptoms but not effective with negative symptoms (Mueser et al., 2013). It is clear that the 

needs of patients who suffer mostly from negative symptoms differ than the patients who suffer 

mostly from positive symptoms. The current study confirms there are different structural brain 

imaging patterns that are detectable for these different groups. Chen et al. (2020) also stated 

similar results. They found four factors for schizophrenia symptoms which were positive, 

negative, affective, and cognitive dimensions. However, positive, and negative 

psychopathological subtypes were found to be stable and core subtypes, and it could be 

discriminated by resting state functional connectivity patterns of patients. Model reached an 

accuracy of 70%.  

 Classification for illness duration and illness severity were not performed for clinical use 

aim. Although there is still room for error due to late diagnosis, generally illness duration is 

known by the patient and the clinician. Therefore, a machine learning algorithm which detects 

the illness duration would not be useful in clinics. However, the ability of the machine to 



78 
 

correctly classify people according to their illness duration using their structural brain images 

confirms that illness duration changes structural brain patterns of the patients. As stated, before 

the analysis, brain imaging variables were corrected for participants’ age. Thus, the different 

patterns found can not be explained with age differences. Similarly, a machine learning 

algorithm to detect illness severity may not be useful in the clinics as it is known. However, 

since this study showed it is possible, with further research, such classification could be used in 

clinics as well in the future. A longitudinal dataset with large sample size is needed for this aim. 

With such dataset, it could be possible to predict future illness severity of patient and means of 

intervention could be increased.   

4.2 Limitations and Future Studies 

There are some limitations of the current study. First, although they are powerful 

methods, there are some limitations of using machine learning. The aim of many studies which 

use machine learning, including this study, is to find a general predictive rule through the 

algorithms and use them later to make predictions. However, some machine learning models can 

work well with the dataset they are trained with, but the success cannot be seen in another 

dataset. This is called overfitting (Dietterich, 1995). The parameters of machine learning models 

were found using a trial-and-error approach. Different parameters for each model were used until 

the maximum accuracy is reached on the test set. However, this does not guarantee that these 

selected parameters would show the same performance on another dataset. These parameters 

could be the best parameters for the test set that was used in the current study, but they may not 

be the best in general for detecting schizophrenia. Luckily, usage of large sample decreases this 

risk (Schnack, 2017).  
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Another highly discussed limitation of machine learning is that they are seen as “black 

box” (see figure 8). The decision-making process is hidden in machine learning algorithms, so 

there is an accurate model which can correctly classify groups, but we do not know how (Poulet, 

2005). All of the methods used for classification in this study can be considered as black box 

(Ljubobratović & Matetić, 2019; LaValley, 2008). However, especially in medical research, 

explanations about the data is very important. We want to know if it is possible to use a tool for 

classification, but we also want to know how the algorithm could make such differentiation as 

well to explore patterns related to the disorders. Unfortunately, this is not possible with machine 

learning methods alone. Some efforts have been shown to make these models more interpretable 

(see Poulet, 2005). However, this is not the case for the current study. Only, for diagnostic 

classifications, logistic regression was also chosen to be one of the methods because they are 

more interpretable (Kung & Yu, 2020). Although this can change with the usage of different 

libraries and different programming languages, with the current used libraries, random forest and 

logistic regression were found to be the most interpretable ones. Both models state the 

importance of the variables easily and logistic regression even show the significance levels of 

each variable for classification. SVM was used more often due to higher achieved accuracy and 

simplicity of the model, however, usage of random forests and logistic regression for every 

classification could make the current research more interpretable and more informative. Future 

studies can use multiple methods for each classification to reach more interpretable results. 

Figure 8 
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Parameter selection was conducted with a trial-and-error approach. The default values 

from the libraries were used as a starting point and different values were tried until the best 

accuracy is achieved using the test set. Although this is a used approach, there are more 

sophisticated approaches for parameter selection (see Bergsta, & Bengio, 2012). Future studies 

can use tuning functions for parameter selection for better results. Tuning is possible using 

‘caret’ library in R programming language. 

Cross validation is a commonly used technique which splits the data as train and test set 

differently numerous time to better understand the predictive power of the model and to avoid 

overfitting (Arlot & Celisse, 2010). Cross validation could not be performed due to the 

complexity of data. In the dataset, there are some participants who had their image acquired two 

or three times. As explained in the method section, train and test sets were divided in a way that 

no participant’s brain images would end up in both sets. Creating the same situation for cross 

validation was very complex. Using cross validation without controlling this concept would 

create error because the brain imaging values of the same participant could end up in both train 

and test sets, which would make these sets less independent. Not using an independent test set 

would lead to an unfair comparison (Kelly et al., 2019).  

Finally, comments on significance of the classifier were done using minimum AUC level 

for significance and comparing them mathematically to the AUC level of the classifier, however, 

there are more sophisticated methods for such testing. Permutation testing is a technique that can 

be used for machine learning methods where the performance of the classifier is compared with 

numerous random (permuted) classifications (Westerhuis et al., 2008). This way, it is possible to 

understand if classifier can do a better job than randomly assigning classes. Permutation testing 
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was not performed due to the complexity and computational cost. Future studies can use 

permutation testing to have a more sophisticated evaluation. 

4.3 Conclusion 

The aim of this master thesis was to create objective tools using machine learning for 

schizophrenia.  Methods such as support vector machines, random forests, logistic regressions, 

and XGBoost were used make predictions about diagnosis, disease subtypes, illness duration, 

and illness severity using their MRI data. Machine learning was chosen due to it is applicability 

in real life. It is hoped that this research will help people with schizophrenia in the future.  
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