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Abstract

The main goal of this thesis is to improve the automation of quantifying ma-
terials swelling by implementing and enhancing sophisticated deep learning
models in MATLAB. The paper titled ”Materials swelling revealed through au-
tomated semantic segmentation of cavities in electron microscopy images” [1]
showcased the e昀케cacy of the Mask R-CNN (Mask Regional Convolutional Neu-
ral Network) model in precisely detecting and quantifying cavities in irradi-
ated alloys. However, this study aims to enhance the existing knowledge by
including the SOLOv2 (Segmenting Objects by Locations version 2) segmenta-
tion model, creating bespoke loss functions that include swelling indicators, and
utilizing standard segmentation models such as DeepLabV3+ for separating the
background. Furthermore, a two-round 昀椀ne-tuning method is implemented to
enhance the model generalization. The improved model ensemble utilizes the
advantages of Mask R-CNN and SOLOv2, along with customized loss functions
and 昀椀ne-tuning procedures, to deliver more accurate and dependable measure-
ments of swelling. This research not only enhances the subject of nuclear ma-
terials science but also showcases the wider applicability of deep learning tech-
niques in scienti昀椀c inquiries, highlighting the usefulness and ease of access of
MATLAB for such applications. The results o昀昀er signi昀椀cant improvements in
the safety and dependability of nuclear reactor materials, which will contribute
to more resilient designs and safer operational practices.





Sommario

L’obiettivo principale di questa tesi è migliorare l’automazione della quanti昀椀-
cazione di possibili rigon昀椀amenti di materiali, implementando e migliorando
so昀椀sticati modelli di deep learning in MATLAB. L’articolo intitolato ”Materials
swelling revealed through automated semantic segmentation of cavities in elec-
tron microscopy images” [1] ha mostrato l’e昀케cacia del modello Mask R-CNN nel
rilevare e quanti昀椀care con precisione le cavità nelle in metalli e leghe irradiati.
Tuttavia, questa tesi mira a migliorare le conoscenze esistenti includendo il mod-
ello di segmentazione SOLOv2, creando loss function su misura che includono
indicatori di rigon昀椀amento e utilizzando modelli di segmentazione standard
come DeepLabV3+ per separare lo sfondo. Inoltre, viene implementato un metodo
di perfezionamento in due fasi per migliorare la generalizzazione del modello.
L’ensemble di modelli sfrutta i vantaggi di Mask R-CNN e SOLOv2, insieme
ad una loss function personalizzata con l’aggiunta di 昀椀ne-tuning, per fornire
misurazioni delle cavità più accurate e a昀케dabili. Questa ricerca non solo ap-
profondisce il tema della scienza dei materiali nucleari, ma mostra anche la più
ampia applicabilità delle tecniche di deep learning nelle indagini scienti昀椀che,
evidenziando l’utilità e la facilità di accesso di MATLAB per tali applicazioni. I
risultati o昀昀rono miglioramenti signi昀椀cativi nella sicurezza e nell’a昀케dabilità dei
materiali dei reattori nucleari, materali che contribuiranno a design più resilienti
e un incremento nella sicurezza sul lavoro.
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1
Introduction

Nuclear materials science is crucial to building and functioning of e昀昀ective
and reliable nuclear reactors. This discipline revolves around the study of al-
loy swelling, which occurs when metal alloys are exposed to radiation. This
swelling may threaten the structural integrity of reactor components, poten-
tially resulting in catastrophic failure. Usually the quanti昀椀cation of radiation-
induced swelling in alloys was done manually by domain specialists who ana-
lyzed electron microscopy images to detect and measure 昀氀aws like cavities and
voids. However, this manual approach is time-consuming, not objective, and
unscalable, especially given the growing number of high-resolution microscopy
data produced by modern devices.

Recent improvements in computer vision, especially deep learning techniques,
o昀昀er encouraging solutions to these problems. Deep learning models, such
as Convolutional Neural Networks (CNNs), have altered image analysis by al-
lowing automated and remarkably accurate object detection and segmentation.
Among these, the Mask R-CNN is recognized as an e昀昀ective tool for instance
segmentation, o昀昀ering pixel-level annotations of objects within images. Using
these leading models, it is feasible to automate the detection and quanti昀椀cation
of nanoscale cavities in irradiated alloys, by that increasing the e昀케ciency and
accuracy of swelling assessments.

This thesis focuses on the preliminary work reported in our base paper, ”Ma-
terials swelling revealed through automated semantic segmentation of cavities
in electron microscopy images” [1]. The study established the ability of utilizing
Mask R-CNN to detect and measure cavities in irradiation alloys, with promis-
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ing precision, recall, and F1 score results. However, there is still plenty of space
for improvement, particularly in the integration of further segmentation models
and the development of custom loss functions tuned to speci昀椀c material features
such as swelling.

The fundamental goal for this study is to advance the state-of-the-art (SOTA)
in automated swelling quanti昀椀cation by examining and combining various deep
learning algorithms in MATLAB. MATLAB is an e昀昀ective platform in engineer-
ing and scienti昀椀c research, noted for its extensive toolboxes and user-friendly
interface, making it a solid option for implementing and evaluating leading al-
gorithms in this 昀椀eld. Speci昀椀cally, this work seeks to:

• Improve the Mask R-CNN model by combining the results of SOLOv2,
another innovative segmentation model, in the MATLAB environment.

• Create a custom loss function that includes the swelling indicators de-
scribed in the base paper.

• Examine the feasibility of modifying Mask R-CNN and SOLOv2’s loss func-
tions to increase their performance on this speci昀椀c task in MATLAB.

• Examine the potential of using standard segmentation models, such as
DeepLabV3+, for background segmentation before moving on to focused
instance segmentation in the foreground.

• Delve into a two-round 昀椀ne-tuning strategy with closely similar datasets
to improve the model’s generalizability and performance.

By addressing these goals, this thesis seeks to contribute to the 昀椀eld of nu-
clear material studies by developing more precise and e昀昀ective tools for assess-
ing radiation-induced swelling. These developments have the potential to re-
markably impact nuclear reactor material design and operational safety, lead-
ing to more reliable performance under irradiation. Furthermore, the method-
ology and conclusions of this study can be applied to other 昀椀elds that require
exact image-based defect assessment, demonstrating deep learning’s wide util-
ity in scienti昀椀c research. The use of MATLAB as a key platform emphasizes the
practicality and accessibility of this research, making it greatly relevant to the
engineering community.
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2
Research Background

2.1 OVERVIEW OF ALLOY SWELLING IN NUCLEAR REAC-
TORS

Alloy swelling in nuclear reactors is a crucial concern that impacts the dura-
bility and safety of reactor components. Metal alloys used in the cores and
surrounding components of nuclear reactors undergo irradiation, which causes
damage and leads to the creation of prolonged defects including dislocation
loops, precipitates, and cavities. These cavities, known as voids when they don’t
contain gas and bubbles when they do, have a negative impact on mechanical
characteristics by causing hardness, brittleness, and swelling.

The expansion of cavities caused by neutron irradiation, which is typically
stabilized by helium produced through nuclear transmutation, results in sub-
stantial swelling. The enlargement of this area might lead to the deterioration
and breakdown of the substance [1]. Hence, it is imperative to understand the
interaction between alloy composition, microstructure, and reactor conditions,
such as temperature and irradiation dose, in order to guarantee the safety and
dependability of reactor operations. The study conducted by Singh et al. [2]
emphasizes that neutron irradiation has a notable impact on the creation and
enlargement of voids, leading to an increase in volume of materials exposed to
intense irradiation conditions.

Neutron irradiation causes the swelling of alloys by a multifaceted process
that encompasses various mechanisms. The expansion of voids due to bias is
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2.2. ELECTRON MICROSCOPY AND SWELLING QUANTIFICATION

worsened by the existence of helium, which combines to form bubbles inside
the microstructure of the material. Swelling and grain boundary embrittlement
can occur, which can compromise the integrity of reactor materials. Neutron
irradiation enhances the strength of these materials, but it can also signi昀椀cantly
decrease their ductility, resulting in radiation hardening and inconsistent plas-
tic deformation. According to Ghoniem et al. [3] when structural materials are
exposed to neutron irradiation, it leads to the creation of several types of atomic-
scale 昀氀aws. These 昀氀aws often enhance the strength of the materials but can sig-
ni昀椀cantly decrease their ability to stretch or deform.

Comprehending these interactions and their outcomes is crucial for preserv-
ing the structural stability of reactors and guaranteeing the secure and e昀昀ective
functioning of nuclear power plants.

2.2 ELECTRON MICROSCOPY AND SWELLING QUANTIFICA-
TION

Measuring the extent of swelling in nuclear reactor materials using electron
microscopy, particularly Scanning/Transmission Electron Microscopy (S/TEM),
is an essential component of comprehending the deterioration of materials due
to irradiation. TEM imaging conditions and sample properties can produce
昀氀uctuations that typically lead to the perception of swelling, rather than exact
swelling. Precise measurement of swelling is crucial to guarantee the structural
stability and security of nuclear reactors. Quanti昀椀cation problems arise due to
phase shifts generated by variations in the mean inner potential between the
cavity and the surrounding crystal. These shifts greatly a昀昀ect the observed size
of cavities when imaged under di昀昀erent conditions. The base paper highlights
that multi-slice simulations have shown substantial alterations in the perceived
size of cavities when employing Fresnel contrast imaging at varying underfocus
levels [1].

To see the distinct white centroid and dark fringe contrast of holes while min-
imizing the displacement of the black fringe, it is necessary to maintain a small
underfocus (<−1 μm). Precise measurement of cavities, especially those with
dimensions smaller than 10 nm, relies heavily on this technique. Nevertheless,
the process is complicated by mistakes arising from imaging parameters such as
resolution, human measurement accuracy, sample tilt, and background contrast
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change.
Conventional techniques require the manual counting and measurement of

individual cavities using software such as ImageJ. This approach is limited by
the time-consuming nature of preparing TEM samples and identifying the cav-
ities. Progress in sample preparation techniques, such as high-throughput fo-
cused ion beam (FIB) procedures and 昀氀ash polishing, have reduced some con-
straints. Recent TEM devices have enhanced data collecting rates, resulting in
higher resolution images and larger datasets. However, the process of manually
labeling cavities still poses a signi昀椀cant obstacle. The necessity for automated
techniques capable of rapidly processing extensive TEM datasets is apparent.

Utilizing machine learning techniques is crucial for overcoming these issues,
with automation playing a key role. CNNs have become highly e昀昀ective tools
for automated microstructure analysis, utilizing machine-learning approaches.
These networks can accurately and reliably identify certain microstructural fea-
tures from an image in a cost-e昀케cient and consistent manner.

Anderson et al. [4] utilized a region-based convolutional neural network to
examine helium bubbles in irradiated X750 Ni alloys. They successfully identi-
昀椀ed the positions of the bubbles in underfocused TEM images. This approach
emphasizes the capacity for e昀케cient data analytics in the 昀椀eld of materials sci-
ence.

Moreover, comprehending the stability of voids caused by irradiation is cru-
cial for e昀昀ectively controlling material swelling. A study conducted by Chen
et al. [5] o昀昀ers valuable insights into the mechanisms that govern the stability
transition of voids.

Future initiatives entail the enhanced incorporation of automated analysis
tools to facilitate the e昀케cient processing and analysis of big datasets. These
developments will increase our comprehension of material behavior when ex-
posed to radiation and assist in the development and assessment of new mate-
rials and production methods to boost performance and safety in nuclear reac-
tors. Ultimately, the process quantifying swelling in nuclear reactor materials
by electron microscopy is essential for comprehending the deterioration of ma-
terials caused by irradiation. Automation and machine learning greatly improve
this procedure, o昀昀ering more precise, dependable, and thorough evaluations of
material swelling. These technological improvements are crucial for preserv-
ing the structural stability of reactors and guaranteeing the secure and e昀昀ective
functioning of nuclear power facilities.
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2.3. DEEP LEARNING IN MATERIAL SCIENCE

2.3 DEEP LEARNING IN MATERIAL SCIENCE

In the last decade, deep learning techniques have brought about a signi昀椀-
cant transformation in various scienti昀椀c domains, such as material science. Deep
learning is a branch of machine learning that uses computational models with
numerous layers to learn data representations at di昀昀erent levels of abstraction.
CNNs have had a signi昀椀cant impact, demonstrating outstanding performance
in tasks such as image classi昀椀cation, object detection, and semantic segmenta-
tion. These technological breakthroughs have had a profound impact on the
昀椀eld of material science, particularly in the examination and description of the
microscopic structures of materials.

Multiple studies have showcased the e昀케cacy of deep learning in the 昀椀eld of
material science. The study conducted by Stepashkin et al. [6] focused on ther-
moplastic unidirectional carbon 昀椀ber-polysulfone composites. They employed
CNN-based models to forecast the tensile strength of these composite materi-
als. The algorithms achieved a remarkably accurate prediction with a Spearman
correlation coe昀케cient of 0.988. This demonstrates the capacity of neural net-
works to precisely predict material characteristics by analyzing microstructural
attributes.

Mantawy et al. [7] conducted a notable study that utilized CNNs to forecast
fractures caused by low-cycle fatigue in reinforcing bars. The CNN model ob-
tained a testing accuracy of over 96% by converting strain time series data into
pictures, demonstrating its usefulness in predicting damage.

The 昀椀eld of deep learning has been constantly advancing, bringing forth
novel techniques for the analysis of materials. Roberts et al. [8] built a novel
convolutional neural network architecture named DefectSegNet for the purpose
of performing semantic segmentation of crystallographic defects in steels. This
model demonstrated exceptional pixel-level accuracy for several types of de-
fects, outperforming human expert analysis in terms of both speed and con-
sistency.

Taller et al. [9] have also demonstrated the application of Dynamic Segmen-
tation Convolutional Neural Networks (DSCNN) to quickly and quantitatively
identify microstructural features in materials.

In addition, the research conducted by Lin et al. [10] showcased the appli-
cation of CNNs in investigating spatial correlations across di昀昀erent regions in
cementitious materials. This methodology yielded fresh perspectives on the ad-
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vanced information and spatial proximity attributes of materials, augmenting
comprehension of material dynamics and facilitating accurate assessments and
reconstructions.

Sainju et al. [11] have made signi昀椀cant progress in the interpretation of in-
situ TEM videos by creating a one-shot multi-object tracking model called De-
fectTrack. This model has the ability to discover and track clusters of defects in
real-time, surpassing human specialists in terms of both accuracy and speed.

Cutting-edge deep learning models such as ResNet50, ResNet101, and VGG16,
which have been trained on extensive datasets like ImageNet and COCO, have
become fundamental in computer vision tasks. These models work as the foun-
dation for sophisticated frameworks like as Faster R-CNN and Mask R-CNN,
allowing for accurate detection and segmentation of objects. In the 昀椀eld of ma-
terial science, these structures have been modi昀椀ed to detect and measure 昀氀aws
like dislocations, precipitates, and voids in pictures obtained through electron
microscopy. Over the past decade, deep learning techniques have made sub-
stantial progress in this area [1].

The rami昀椀cations of deep learning in material science are extensive. Auto-
mated analysis techniques decrease the need for manual annotations, greatly
accelerating data processing and enhancing the precision of material character-
isation. This allows researchers to e昀昀ectively manage extensive datasets, hence
enabling more thorough investigations into the characteristics and behaviors of
these materials. A study conducted by Mishra et al. [12] emphasizes that deep
learning models have the ability to acquire more sophisticated feature informa-
tion from images, enabling them to perform complex tasks such as image clas-
si昀椀cation, object detection, and image segmentation.

2.4 REVIEW OF MASK R-CNN AND SOLOV2

Instance segmentation models play a crucial role in computer vision by en-
abling the detection and precise outlining of individual objects in an image.
These models are highly useful in the 昀椀eld of material science for the exami-
nation and characterization of microstructures, 昀氀aws, and other important at-
tributes in microscopic images.

Mask R-CNN is a sophisticated model for instance segmentation that en-
hances Faster R-CNN by including a separate component for predicting segmen-
tation masks on each Region of Interest (RoI). This is done alongside the existing
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2.4. REVIEW OF MASK R-CNN AND SOLOV2

components for classi昀椀cation and bounding box regression. Mask R-CNN, de-
veloped by He et al. [13] in 2017,has established new standards in the 昀椀elds of
object detection and segmentation. The research asserts that Mask R-CNN en-
hances Faster R-CNN through adding an additional component for predicting
segmentation masks. This integration allows for the combination of the bene昀椀ts
of object identi昀椀cation and semantic segmentation inside a cohesive framework.

Figure 2.1: Instance Segmentation framework for MASK R-CNN [13]

RoI Align: An essential advancement in Mask R-CNN is the RoI Align ap-
proach, which guarantees the accurate alignment of the extracted features with
the input pixels. This technique e昀昀ectively maintains the spatial positions of
the RoIs with high accuracy while performing the pooling procedure, hence
improving the precision of the segmentation masks. The paper emphasizes
that RoI Align e昀昀ectively prevents misalignment resulting from quantization,
thereby maintaining precise spatial locations.

Segmentation Masks: Mask R-CNN produces a binary mask for every Re-
gion of Interest (RoI), enabling accurate delineation of object boundaries at the
pixel level. This is accomplished by incorporating a mask head that generates a
binary mask for each class separately, allowing for precise segmentation.

Mask R-CNN has been utilized in the 昀椀eld of material science to perform
tasks such as detecting and segmenting microstructural characteristics in alloy
materials, quantifying defects, and examining grain boundaries. The accurate
segmentation capability of Mask R-CNN is highly bene昀椀cial for conducting de-
tailed microstructure analysis, as it enables the extraction of relevant informa-
tion from complicated images [14].
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SOLOv2 is an advanced instance segmentation model that reduces the pro-
cess by considering instance segmentation as a direct location prediction prob-
lem. The model proposed by Wang et al. [15] presents a highly e昀昀ective and
direct method for doing instance segmentation. The research on SOLOv2 high-
lights that it approaches instance segmentation as a prediction challenge based
on location, resulting in impressive levels of e昀케ciency and accuracy.

Figure 2.2: Comparison of SOLOv2 to SOLO Architecture[15]

Direct Prediction: SOLOv2 directly predicts object positions without the
need for RoI operations, which simpli昀椀es the segmentation process. This method-
ology enables comprehensive training and inference, thereby improving both
velocity and simplicity. According to Wang et al. [15], SOLOv2 simpli昀椀es the
process of segmentation by treating it as a problem of directly predicting the
location, hence eliminating the requirement for complicated RoI processes.

E昀케ciency:SOLOv2 is optimized for computational e昀케ciency, making it well-
suited for real-time applications and handling large-scale data. The system uti-
lizes dynamic convolutional kernels and a uni昀椀ed mask feature representation
to achieve superior performance while minimizing computational overhead.
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2.4. REVIEW OF MASK R-CNN AND SOLOV2

The e昀케ciency and direct prediction capabilities of SOLOv2 make it well-
suited for material science applications that involve fast processing of big datasets.
It has been employed in projects to monitoring progress in building, automated
identi昀椀cation of defects, and segmentation in electron microscopy images. Wei
et al. [16] conducted a research that showcased the e昀昀ectiveness of SOLOv2 in
automated segmentation tasks in material science. This indicated that SOLOv2
is a reliable option for analyzing large-scale images.

Both Mask R-CNN and SOLOv2 are state-of-the-art advancements in instance
segmentation, signi昀椀cantly advancing the limits of precision, speed, and range
of applications. These models have greatly contributed to the progress in the
昀椀eld of material science by o昀昀ering precise and comprehensive segmentation of
microstructural attributes.

Precision vs. Speed: Mask R-CNN is recognized for its remarkable preci-
sion, mostly attributed to the meticulous RoI Align and mask generation pro-
cedures it employs. Nevertheless, this advantage is o昀昀set by the increased pro-
cessing complexity. SOLOv2, in contrast, provides quicker processing times as
a result of its cleaner and direct prediction approach. Mishra et al. [12] showed
that Mask R-CNN demonstrates superior precision, whereas SOLOv2 o昀昀ers a
more e昀케cient approach for real-time applications. In the main publication of
SOLOV2, it is explicitly stated that SOLOv2 achieves a higher performance than
SOLO, with a 1.9% increase in average precision (AP), while also being 33%
faster [15].

Complexity of Implementation:Implementing and 昀椀ne-tuning Mask R-CNN
is more complicated and demanding than working with SOLOv2. The straight-
forward nature of SOLOv2 simpli昀椀es its implementation and optimization for
various needs. Che et al. [14] concluded that the architecture of SOLOv2 direct-
ness makes it imlementation simpler, which allows for its use in many applica-
tions.

The selection between Mask R-CNN and SOLOv2 is contingent upon the pre-
cise demands of the given task. Mask R-CNN is the favored choice for applica-
tions that require high precision and precise segmentation. SOLOv2 provides
a more e昀昀ective solution for applications that need to quickly process extensive
datasets. Both models have greatly improved the capacity to examine and com-
prehend complicated microstructures in material science, resulting in more pre-
cise and thorough characterizations. According to Lin et al. [10], incorporating
these sophisticated models into material science has created new opportunities
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Figure 2.3: Speed vs. Accuracy with COCO test-dev. [15]

for thorough research of microstructure, improving the precision and e昀昀ective-
ness of material characterisation.

2.5 RELEVANT STUDIES AND FINDINGS

Deep learning approaches have made tremendous progress in analyzing ma-
terials science data, especially in the 昀椀eld of electron microscopy. The primary
objective of these investigations has been to automating the detection and char-
acterization of microstructural attributes, such as cavities, particles, and defects.
These attributes play a crucial role in comprehending the characteristics and
behavior of materials. This section presents a summary of important research
projects and results that showcase the e昀케cacy of deep learning models, namely
Mask R-CNN and SOLOv2, in the 昀椀eld of material science.

Mask R-CNN is extensively utilized in the 昀椀eld of material science due to
its capacity to conduct instance segmentation. This is essential for the detection
and quantifying microstructural characteristics in electron microscopy images.
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2.5. RELEVANT STUDIES AND FINDINGS

The study utilized the Mask R-CNN model to identify and measure nanoscale
cavities in irradiated metals [1]. The model exhibited exceptional precision in
delivering swelling measurements on both an individual image and condition-
speci昀椀c level, a crucial aspect in comprehending the impact of irradiation on
alloy performance.

Cohn et al. [17] conducted a case study that speci昀椀cally utilized Mask R-
CNN for microstructural analysis. This study utilized Mask R-CNN to evalu-
ate images of metal powder particles generated by gas atomization. Transfer
learning was employed to assess a limited training set of labeled images. The
model e昀昀ectively generated data for particle size distribution and satellite con-
tent, demonstrating the adaptability and precision of Mask R-CNN in materials
science applications.

SOLOv2, a recent advancement in instance segmentation, has been utilized
for diverse and complicated segmentation problems in the 昀椀eld of materials re-
search. The study conducted by Yang et al. [18] concluded that SOLOv2 was im-
proved by incorporating extra modules which are Feature Pyramid Grids (FPGs)
and Convolutional Block Attention Modules (CBAMs) to enhance feature extrac-
tion and segmentation speed. This resulted in notable enhancements in both
accuracy and e昀케ciency. This technology can be applied to material science in
order to segment microstructural characteristics under di昀昀erent situations.

Comparative studies have demonstrated that deep learning models such as
Mask R-CNN and SOLOv2 surpass standard image analysis algorithms in terms
of performance. In the study conducted by Dang et al. [19], they compared the
performance of the DeepLabV3+ model with the ResNet-152 backbone to other
advanced segmentation models. The results demonstrated exceptional pro昀椀-
ciency in detecting and characterizing di昀昀erent sorts of de昀椀ciencies, emphasiz-
ing the promise of these sophisticated models in the 昀椀eld of material science
research.

The utilization of these advanced deep learning models has had a signi昀椀-
cant and far-reaching e昀昀ect on the 昀椀eld of material science research. The im-
plementation of automated segmentation and analysis has greatly diminished
the amount of time and labor needed for manual annotation. This has enabled
researchers to handle larger datasets and get more reliable statistical 昀椀ndings.
This progress enables a more profound comprehension of the characteristics
and actions of materials, resulting in better-informed choices in the design and
development of materials [20].
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Although deep learning models have achieved success in materials science,
there are still some issues that need to be addressed. These factors encompass
the requirement for extensive, ideal datasets with clear labels, the incorpora-
tion of specialized information into the models, and the creation of techniques
to manage a wide range of intricate and multifaceted microstructures. Subse-
quent investigations should prioritize tackling these obstacles, strengthening the
model’s ability to apply to many scenarios, and improving the comprehensibil-
ity of the model’s results in order to further progress the area.
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3
Methods & Implementation

This section outlines the speci昀椀c approaches used in this research to build
and utilize the Mask R-CNN and SOLOv2 models for measuring swelling in
nuclear reactor alloys using electron microscopy images. The procedure starts
by preparing the data, which involves converting JSON annotations into PNG
masks and applying data augmentation techniques to improve the resilience
of these models. Next, provided a detailed explanation of the implementation
details for both Mask R-CNN and SOLOv2. Here emphasized the integration
methods used to merge the outputs of both models in order to enhance the ac-
curacy of segmentation. In addition, investigated the creation of customized
loss functions that are speci昀椀cally designed to include swelling signs, as well as
the adjustments made to regular loss functions to better align with this speci昀椀c
application. Ultimately, constructed the guidelines for equitable comparison,
elucidating the training and testing procedures to guarantee impartial assess-
ment of the models’ performance. This rigorous methodology guarantees that
these results are strong, can be replicated, and o昀昀er useful insights into the im-
plementation of deep learning in materials science.
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Toolboxes and System Requirements: The study employs MATLAB R2023b
to implement and execute the segmentation models. The following toolboxes
and technologies are utilized:

Mask R-CNN:
• Computer Vision Toolbox: O昀昀ers fundamental capabilities for training

and deploying the Mask R-CNN model. This encompasses functionali-
ties such as Region of Interest (RoI) Align for accurate mask generation
and pre-trained ResNet-based backbones for extracting features.

• Deep Learning Toolbox: Enables the training of deep neural networks,
with capabilities for creating custom layers, setting loss functions, and im-
plementing training processes.

• Computer Vision Toolbox Model for Mask R-CNN Instance Segmentation:
This toolbox contains pre-trained models and functions speci昀椀cally tai-
lored for instance segmentation using Mask R-CNN. It streamlines the pro-
cess of training and deploying Mask R-CNN models.

• MATLAB R2023b
• Compatible GPU: To expedite the training process, it is recommended to

use an NVIDIA CUDA-enabled GPU to take use of GPU support, which
enables faster computations.

SOLOv2:
• Computer Vision Toolbox: SOLOv2 utilizes this toolbox to provide e昀케-

cient instance segmentation by directly predicting masks on the input im-
age, without the need for conventional region suggestions for improve-
ment.

• Deep Learning Toolbox: Utilized for the implementation of the network’s
architecture and training procedures.

• Computer Vision Toolbox Model for SOLOv2 Instance Segmentation: This
toolbox o昀昀ers pre-trained models and specialized functionalities for SOLOv2,
streamlining the process of training and deploying SOLOv2 models with
high e昀케ciency.

• MATLAB R2023b
• Compatible GPU: Required for accelerated training and inference, enhanc-

ing the model’s e昀케ciency and performance.
The toolboxes and system settings are essential components of this project,

guaranteeing the e昀케cient training and execution of our models. Utilizing a GPU
greatly enhances the speed of training procedures, which is crucial considering
the intricate nature and large scale of our datasets.
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3.1 DATA PREPARATION

DATASET

The dataset employed in this study comprises electron microscope images of
irradiation metal alloys, carefully selected to identify and measure microscopic
cavities. This dataset is derived from two main sources:

• 1. Canadian Nuclear Laboratory (CNL): This dataset includes bright-昀椀eld
TEM micrographs of Inconel X-750 Ni alloys that have undergone neutron
irradiation. The CNL dataset consists of 238 images after 昀椀ltering for an-
notation accuracy.

• 2. Nuclear Oriented Materials & Examination (NOME) Laboratory at
the University of Michigan: This dataset comprises 162 images of various
steel alloys, including CW-316, T91, HT9, and 800H, subjected to both light
and heavy-ion irradiation.

The merged dataset o昀昀ers a wide variety of images that capture various irra-
diation settings and alloy compositions. This dataset provides a strong basis for
training and assessing the segmentation algorithms. Displayed below are some
images from the collection, illustrating the variations in cavity sizes, densities,
and physical appearances across di昀昀erent imaging conditions:

Source Material Irradiation Type Number of Images Notes

CNL Inconel X-750 Ni alloys Neutron irradiation 238 Filtered for annotation
accuracy

NOME CW-316, T91, HT9, 800H steel alloys Light and heavy-ion irradiation 162 Diverse alloy
compositions

Table 3.1: CNL and NOME dataset’s description

3.1.1 JSON TO PNG CONVERSION FOR MASK GENERATION

The annotations of the project’s dataset are saved in JSON format, providing
detailed information about the segmentation masks of di昀昀erent cavities found
in nuclear reactor alloys. Nevertheless, numerous deep learning frameworks
demand input in the format of images rather than annotations based on coordi-
nates. Hence, the conversion of these JSON annotations into PNG images is an
essential preprocessing step. The process involves several key steps:

• Reading JSON Files: The JSON 昀椀les containing the annotations are pro-
cessed and analyzed to extract the appropriate segmentation data. This
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Figure 3.1: CNL and NOME focused and underfocused sample visuals

include speci昀椀c information such as the dimensions of the image, the co-
ordinates of the bounding box, and the points that de昀椀ne the segmenta-
tion of each annotated cavity. This is accomplished by utilizing a script
that loads the JSON 昀椀le and decodes its content into a structure that can
be read by MATLAB.

• Setting Up Output Directories: A suitable directory hierarchy is created
to hold the PNG mask images that are generated. This entails establishing
the speci昀椀c locations where the masks will be stored, verifying the exis-
tence of the directory, and generating it if needed. The output directory
is de昀椀ned in relation to the current working directory, and the paths are
modi昀椀ed accordingly.

• Iterating Through Annotations: The script sequentially examines the an-
notations of each image. The dimensions of the matching mask are ex-
tracted for each image, and an initial blank mask is constructed with all
values set to zero. The blank mask is sized according to the source picture
to guarantee precise positioning of the cavities.

• Extracting and Converting Segmentation Data: The segmentation data,
comprising a series of x and y coordinates that de昀椀ne the boundaries of the
cavity, is processed for each annotation in the image. The provided coor-
dinates are utilized to accurately depict the relevant cavity on the empty
mask. The coordinates are divided into two arrays that indicate the x and
y positions of the boundary points.

• Generating Masks: The extracted coordinates are utilized to construct
a polygon on the blank mask using MATLAB’s image processing algo-
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rithms. The polygon serves as a representation of the cavity, and the in-
side of the polygon is 昀椀lled to generate a binary mask. The value within
the polygon is assigned as 255 (representing white), showing the existence
of a cavity, while the background stays 0 (representing black).

• Handling Edge Cases: Errors or noise in the annotation data may cause
certain segmentation points to fall beyond the valid range during mask
construction. These locations are detected and removed to ensure the mask
is generated with precision. This entails verifying and eliminating any
points that lie beyond the boundaries of the image.

• Saving the Generated Masks: Every mask that is created is stored as a
PNG 昀椀le. The naming convention incorporates the initial picture name
and a numerical counter to distinguish between various cavities within
the same image. This guarantees that each mask is distinctly recognizable
and linked to the accurate image and cavity. For example, an image named
01_01.png has masks named 01_01_0001.png, 01_01_0002.png, etc.

Figure 3.2: Original image and Ground Truth

The process of converting JSON to PNG enables to utilize robust image-based
input techniques in here, deep learning models, hence enhancing the accuracy
and e昀케ciency of segmentation jobs. The approach guarantees the precise cre-
ation of masks, maintaining the spatial integrity of the annotations and render-
ing them appropriate for subsequent analysis and model training.The process
of converting JSON to PNG enables to utilize robust image-based input tech-
niques in here, deep learning models, hence enhancing the accuracy and e昀케-
ciency of segmentation jobs. The approach guarantees the precise creation of
masks, maintaining the spatial integrity of the annotations and rendering them
appropriate for subsequent analysis and model training.
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Figure 3.3: Ground Truth’s 昀椀rst two masks

3.1.2 DATA AUGMENTATION AND PREPROCESSING

Data augmentation refers to the utilization of several techniques to enhance
the diversity of a training dataset, without the need to gather additional data.
These techniques involve manipulating images through processes like rotation,
scaling, and 昀氀ipping. Preprocessing refers to the series of actions performed to
prepare data for utilization in a model, guaranteeing that it is in the appropri-
ate format and exhibits consistency. The data augmentation and preprocess-
ing pipeline is an essential part of our methodology, designed to improve the
resilience and e昀昀ectiveness of our deep learning models. The process entails
multiple stages to preprocess the data for training, guaranteeing that it is in the
proper structure and adequately augmented to enhance the model’s generaliza-
tion.

• Loading Training Data: The initial step entails importing the training im-
ages into MATLAB by utilizing an image datastore. This datastore refers
to the directory that contains the training images and loads them in a for-
mat that is appropriate for processing. The training images are kept in a
directory called ”train”, which is speci昀椀ed during the creation of the data-
store.

• Handling Bounding Boxes: Bounding boxes are rectangular shapes that
are utilized to precisely determine the location and dimensions of items
within images. The annotations 昀椀le includes bounding boxes for each cav-
ity depicted in the images. The bounding boxes are stored in a cell ar-
ray, with each cell representing a picture and including the corresponding
bounding boxes. The arrangement of bounding boxes is such that each
image contains a varying quantity of bounding boxes, which corresponds
to the amount of cavities that are present. As an illustration, one image
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could contain 100 bounding boxes, whilst another image could have 150,
as speci昀椀ed in the table format.

• Categorical Labels: Categorical labels are utilized to classify things within
bounding boxes, typically in text format. Each bounding box is linked to a
categorical label, which, in this instance, is ”cavity”. The label denotes the
speci昀椀c category of the object contained within the bounding box. The cat-
egorical labels are kept in a cell array that corresponds to the structure of
the bounding box cell array. The label array and the bounding box array
have a one-to-one correspondence, meaning that each entry in the label
array corresponds to a bounding box in the same position.

• Combining Bounding Boxes and Labels: The bounding boxes and labels
are merged into a table. This table correlates each bounding box with its
corresponding label, guaranteeing accurate identi昀椀cation of each cavity.
The table is crucial for the training process as it o昀昀ers a systematic frame-
work for the model to acquire knowledge about the correlation between
image regions and object categories.

• Loading Instance Masks: Instance masks are binary masks that precisely
depict the shape and position of individual objects inside an image. The
instance masks, which are saved as .mat 昀椀les, are loaded using a special
function for reading datastores. This method parses the .mat 昀椀les and ex-
tracts the binary masks. Each .mat 昀椀le provides a collection of instance
masks for a single image, consolidated for optimal performance. The cus-
tom read function is required because the usual datastore reader lacks the
capability to directly process the .mat 昀椀le format.

• Combining Data Stores: The Combined Datastore is a comprehensive
structure in MATLAB that encompasses all essential data elements (such
as images, bounding boxes, labels, and instance masks) required for train-
ing a model.The training images, bounding boxes with labels, and instance
masks are merged into a uni昀椀ed datastore. The integrated datastore con-
tains all the essential data required for training, guaranteeing that each
training image is linked with its corresponding bounding boxes, labels,
and instance masks. This integration guarantees that the model has full
access to all pertinent data during the training process.

• Augmentation Techniques: Training images, along with their related masks
and bounding boxes, undergo data augmentation techniques such as ro-
tation, scaling, and 昀氀ipping. These augmentations enhance the variety of
the training set, hence improving the model’s ability to generalize to unfa-
miliar data. Augmentation is implemented in a manner that preserves the
correspondence between images and their annotations.

• Normalization and Preprocessing: The images have been normalized to
a common range, usually [0, 1], to guarantee consistent input for the deep
learning models. To ensure uniformity throughout the dataset, any ex-
tra preprocessing processes, such as resizing images and masks to a uni-
form size, are carried out. Normalization aids in stabilizing the training
process and guarantees that the input data is in a proper format for the
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neural network. By adhering to these procedures, it guarantees that data
is in the most advantageous con昀椀guration for training the deep learning
models. Augmentation approaches improve the resilience of the models,
while preprocessing stages normalize the input data, making it easier for
the models to train e昀昀ectively and make correct predictions. Adopting a
complete strategy for data preparation is essential in order to achieve op-
timal results in segmentation operations.

3.2 IMPLEMENTATION OF MASK R-CNN

The project’s implementation of Mask R-CNN encompasses a meticulous se-
quence of procedures aimed at achieving accurate detection and segmentation
of cavities in nuclear reactor alloys. This part provides a detailed overview of the
entire process, starting from data preparation and ending with training options.
It includes the use of bespoke scripts and procedures that have been speci昀椀cally
designed to meet the project’s unique needs.

3.2.1 DATA PREPARATION:

1. ANNOTATION PROCESSING:

The JSON format annotations are processed using proprietary MATLAB scripts,
speci昀椀cally readJson.m and readJsonVal.m. The scripts in question are respon-
sible for loading the JSON 昀椀les and decoding their contents into structures that
can be read by MATLAB. These structures contain information such as image
dimensions, bounding box coordinates, and segmentation points for each anno-
tated cavity.

2. CREATING DATASTORES:

• Image Datastore (imds): This datastore contains the training images that
are saved in the ”train” folder. It is initialized to simplify the loading and
processing of the images.

• Box Label Datastore (blds): This datastore holds the bounding box coor-
dinates and corresponding labels, where each bounding box is labeled as
’cavity’. The bounding boxes are organized in a cell array, with each cell
corresponding to an image.

• Instance Mask Datastore (imdsInstances):This datastore reads binary masks
from .mat 昀椀les, which contain all the instance masks for a single image. A
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custom read function dsImageReader.m is used to load these masks cor-
rectly.

3. COMBINING DATASTORES:

The datastores are merged into a uni昀椀ed composite datastore (cmbds) using
the combine function. The composite datastore guarantees the accurate associ-
ation of each training image with its corresponding bounding boxes, labels, and
instance masks. This facilitates e昀케cient data loading throughout the training
process.

3.2.2 NETWORK INITIALIZATION:

1. CUSTOM ANCHOR BOXES:

Instead of generating custom anchor boxes using a k-means clustering algo-
rithm, which yielded suboptimal results, the anchor box sizes recommended in
the base paper were adopted. These prede昀椀ned anchor sizes (e.g., [4, 8, 16, 32,
64, 128, 256]) proved e昀昀ective for our application.

2. NETWORK ARCHITECTURE:

The Mask R-CNN model is constructed using a ResNet-50 backbone that has
been pre-trained on the COCO dataset. The backbone of this system extracts fea-
tures from the input images, which are subsequently processed by the following
components:

• Region Proposal Network (RPN): Generates region proposals from the
extracted features.

• Detection Head: Performs bounding box regression and classi昀椀cation.

• Mask Head: Predicts segmentation masks for each region of interest.
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TRANSFER LEARNING:

Transfer learning utilized to customize the pre-trained ResNet-50 backbone
for the project’s particular dataset consisting of nuclear reactor alloy cavities.
This process entails optimizing the network by training the feature extraction
layers again using same dataset. Transfer learning enhances the model’s accu-
racy and performance on specialized task by enabling it to acquire the speci昀椀c
features of cavities. Through the process of re-training the feature extraction
layers, the model is capable of modifying its weights and biases in order to en-
hance its ability to accurately detect and segment the cavities that are visible in
the alloy images. The process of 昀椀ne-tuning is essential in order to customize the
general pre-trained model to the individual application, guaranteeing excellent
performance of the Mask R-CNN network on this project’s data.

3.2.3 TRAINING CONFIGURATION

Training Parameters:

• Initial Learning Rate: Set to 0.005 to ensure gradual convergence.

• Learning Rate Schedule: Adjusted at speci昀椀ed epochs to re昀椀ne the learn-
ing process.

• Momentum: Set to 0.9 for stable convergence.

• Max Epochs: 50, providing su昀케cient training time.

• Mini-Batch Size: 4, balancing memory usage and training e昀케ciency.

• Execution Environment: Con昀椀gured to utilize a GPU for faster computa-
tions.

Training Procedure:

• The network is trained using Stochastic Gradient Descent with Momentum
(SGDM). The training loop monitors the loss and adjusts the learning rate
as per the prede昀椀ned schedule.

• Early Stopping: Implemented to prevent over昀椀tting. Training halts if the
validation loss does not improve for a speci昀椀ed number of epochs.

• Validation Checkpoints: Regular evaluation on the validation set ensures
the best-performing model is saved based on validation metrics.
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This structured implementation guarantees that the SOLOv2 model is e昀케-
ciently trained and assessed, delivering precise and dependable segmentation
of cavities in nuclear reactor alloys.

3.3 IMPLEMENTATION OF SOLOV2

The application of SOLOv2 for the segmentation of cavities in nuclear reac-
tor alloys necessitates the execution of multiple crucial procedures. This part
provides a detailed overview of the entire process, starting from preparing the
data and ending with how to train the model. It includes the use of customized
scripts and procedures that have been speci昀椀cally designed to meet the unique
needs of this project.

3.3.1 DATA PREPARATION:

1. ANNOTATION PROCESSING:

The JSON format annotations are parsed using bespoke MATLAB scripts
called readJson.m and readJsonVal.m. The scripts in question are responsible
for loading and decoding the JSON 昀椀les, converting them into structures that
can be read by MATLAB. These structures contain important information such
as the dimensions of the images, the coordinates of the bounding boxes, and the
points that de昀椀ne the segmentation for each cavity.

2. CREATING DATASTORES:

• Image Datastore (imds): This datastore contains the training images that
are saved in the ”train” folder. It is initialized to simplify the loading and
processing of the images.

• Box Label Datastore (blds): This datastore holds the bounding box coor-
dinates and corresponding labels, where each bounding box is labeled as
’cavity’. The bounding boxes are organized in a cell array, with each cell
corresponding to an image.

• Instance Mask Datastore (imdsInstances):This datastore reads binary masks
from .mat 昀椀les, which contain all the instance masks for a single image. A
custom read function (dsImageReader.m) is used to load these masks cor-
rectly.
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3. COMBINING DATASTORES:

The datastores are combined into a uni昀椀ed composite datastore (cmbds) through
the utilization of the combine function. The composite datastore guarantees the
accurate association of each training image with its corresponding bounding
boxes, labels, and instance masks. This facilitates e昀케cient data loading during
training.

3.3.2 NETWORK INITIALIZATION:

1. GRID CELL ASSIGNMENT:

SOLOv2 allocates objects to grid cells on feature maps. Each grid cell makes
a prediction about the existence of an object and produces a mask speci昀椀cally for
that object. SOLOv2 di昀昀ers from standard R-CNN-based models in that it does
not rely on speci昀椀c anchor boxes. Instead, it employs direct grid cell assignments
for object detection and segmentation.

2. NETWORK ARCHITECTURE:

• Backbone Network: The SOLOv2 model uses a ResNet-50 backbone for
feature extraction, pre-trained on large datasets such as ImageNet. This
backbone is responsible for extracting rich feature maps from the input
images.

• Feature Pyramid Network (FPN): The FPN enhances feature maps at mul-
tiple scales, improving the detection and segmentation of objects at various
sizes.

• Mask Kernels and Features: SOLOv2 splits the mask prediction into two
branches: mask kernels and mask features. The kernels dynamically gen-
erate masks for each object, while the features provide detailed spatial in-
formation for accurate segmentation.

TRANSFER LEARNING:

Transfer learning improves the accuracy and performance of the model on
a specialized task by allowing it to learn the speci昀椀c characteristics of cavities.
Fine-tuning is a crucial step to adapt the pre-trained model to the speci昀椀c ap-
plication, ensuring optimal performance of the SOLOv2 network on the data of
this project.
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3.3.3 TRAINING CONFIGURATION

Training Parameters:

• Initial Learning Rate: Set to 0.01, suitable for the SOLOv2 architecture.

• Learning Rate Schedule: Adjusted at speci昀椀ed epochs to re昀椀ne the learn-
ing process.

• Momentum: Set to 0.9 for stable convergence.

• Max Epochs: 50, providing su昀케cient training time.

• Mini-Batch Size: 4, balancing memory usage and training e昀케ciency.

• Execution Environment: Con昀椀gured to utilize a GPU for faster computa-
tions.

Training Procedure:

• The network is trained using Stochastic Gradient Descent with Momentum
(SGDM). The training loop monitors the loss and adjusts the learning rate
periodically based on the prede昀椀ned schedule.

• Early Stopping: Implemented to prevent over昀椀tting. Training halts if the
validation loss does not improve for a speci昀椀ed number of epochs.

• Validation Checkpoints: The model is evaluated on the validation set at
regular intervals, and the best-performing model is saved.

By rigorously adhering to these procedures, the implementation of SOLOv2
guarantees robust training and precise instance segmentation, rendering it well-
suited for practical applications in material science research. The utilization
of the SOLOv2 architecture enables accurate and e昀케cient segmentation jobs
through a meticulous and comprehensive methodology. This structured im-
plementation guarantees that the SOLOv2 model is e昀케ciently trained and as-
sessed, delivering precise and dependable segmentation of cavities in nuclear
reactor alloys.

3.4 COMBINING OUTPUTS OF SOLOV2 AND MASK R-CNN

The objective of integrating SOLOv2 with Mask R-CNN is to capitalize on
the respective advantages of both models in order to enhance the performance
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of instance segmentation. By combining the results from these two cutting-edge
segmentation models, we may improve the accuracy and robustness of cavity
detection in nuclear reactor alloys. This section provides a comprehensive ex-
planation of the process for merging the outcomes of SOLOv2 and Mask R-CNN,
with a speci昀椀c emphasis on the generation and optimization of the combined re-
sults.

3.4.1 INTEGRATION METHODOLOGY

The integration procedure comprises multiple essential steps, each speci昀椀-
cally aimed at optimizing the utilization of the strengths of both SOLOv2 and
Mask R-CNN. The methodology can be brie昀氀y stated as follows:

• Initial Processing and Segmentation:

– SOLOv2 Segmentation: The input images are initially processed us-
ing the SOLOv2 model to produce segmentation masks. SOLOv2
demonstrates high e昀케ciency in e昀昀ectively managing a wide range of
object sizes and directly generating instance masks without the need
for region proposals. The masks produced by SOLOv2 yield a robust
and reliable set of initial predictions.

– Mask R-CNN Segmentation: Simultaneously, the Mask R-CNN model
is utilized on the identical collection of images. Mask R-CNN has
exceptional performance in producing accurate area proposals and
further improving these ideas to create instance masks of superior
quality.

• Combining Masks:

– Overlap and Intersection Analysis: The results of both models are
compared to discover regions that overlap. The task at hand entails
calculating the intersection-over-union (IoU) for the masks generated
by the SOLOv2 and Mask R-CNN models. Further analysis is con-
ducted on masks that have high IoU scores.

– Con昀椀dence Scoring: A con昀椀dence score is awarded to each mask
based on the model’s prediction con昀椀dence and the IoU analysis. The
masks from both models are combined, giving priority to those with
higher con昀椀dence scores

• Resolving Con昀氀icts and Re昀椀ning Masks:

– Con昀氀ict Resolution:If there is a substantial overlap between masks
generated by SOLOv2 and Mask R-CNN, but they have di昀昀erent con-
昀椀dence scores, the mask with the higher con昀椀dence is kept. In ad-
dition, a technique called weighted averaging can be employed to
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merge the boundaries of the masks, taking advantage of the respec-
tive strengths of both models.

– Re昀椀nement: The masks are improved by the use of morphological
procedures and post-processing techniques. This stage involves re-
昀椀ning the edges of the mask and eliminating small, isolated areas that
are likely to be false positives.

• Final Mask Generation:
– Binary Mask Creation:The processed masks are transformed into bi-

nary masks, where each individual pixel is classi昀椀ed as either cavity
or backdrop. This guarantees uniformity and compatibility with later
stages of analysis.

– Mask Storage: The 昀椀nal masks are stored in a pre-established di-
rectory hierarchy, categorized by image identi昀椀ers. Every mask is
maintained as an individual PNG 昀椀le, which allows for convenient
retrieval and additional examination.

By adhering to this integration methodology, the combined output of SOLOv2
and Mask R-CNN expected to attain a higher level of performance in compar-
ison to each individual model. This method capitalizes on the e昀케cient mask
prediction of SOLOv2 and the exact region recommendations of Mask R-CNN
to provide more accurate and robust segmentation of cavities in nuclear reac-
tor alloys. This integrated approach not only boosts the accuracy of detection
but also improves the dependability of swelling assessments, hence leading to
a more comprehensive understanding and e昀昀ective control of material perfor-
mance when exposed to radiation.

3.5 PROTOCOLS FOR FAIR COMPARISON

It is essential to ensure a fair and unbiased comparison of di昀昀erent models
and approaches in order to validate the e昀케ciency and e昀昀ectiveness of the sug-
gested solutions. The training and testing protocols for the Mask R-CNN and
SOLOv2 models, along with any other models or techniques employed in this
study, have been formulated to establish a uniform and rigorous framework for
evaluation.

3.5.1 STANDARDIZED TRAINING PROTOCOLS

To ensure a fair comparison of model performance, it is necessary to have
consistent and unbiased testing methodologies in addition to the standardized
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training protocols. These method to guaranteeing fair and accurate testing of
Mask R-CNN, SOLOv2, and their combined outputs can be summarized in the
following phases:

• Cross-Validation:

– K-Fold Cross-Validation: The models were evaluated using k-fold cross-
validation. This process entails dividing the dataset into k subsets,
commonly referred to as folds. The model is then trained on k-n cross
(1 folds), while the remaining fold is used for validation. The method
is iterated k times, with each fold utilized precisely once as the valida-
tion data. The 昀椀nal performance indicators are calculated by taking
the average of all k runs, which ensures a reliable estimation of the
model’s performance.

– Strati昀椀ed Sampling: When creating the folds, strati昀椀ed sampling is
used to ensure that each fold has a representative distribution of the
classes present in the dataset. This is particularly important in datasets
with class imbalances.

• Benchmarking Against Baselines:

– Baseline Models: We includeThe performance comparisons involved
evaluating against baseline models, such as conventional image pro-
cessing approaches and less complex machine learning models. This
aids in placing the performance improvements attained by sophisti-
cated deep learning models like as Mask R-CNN and SOLOv2 into a
speci昀椀c perspective.

– Previous Work: The performance is also evaluated by comparing it
to the results given in previous studies, including the foundational
paper by Jacobs et al. [1]. This historical benchmarking serves to con-
昀椀rm the enhancements achieved through the strategy taken by this
project.

• Data Augmentation Consistency:

– Same Augmentation Pipeline: Uniformly, the identical data augmen-
tation approaches are applied to all models during the training pro-
cess. This encompasses several transformations, such as rotation, 昀氀ip-
ping, scaling, and cropping, to ensure that each model is subjected to
identical variances in the training data.

– Augmentation Validation: To ensure that the augmentations do not
introduce biases, validation checks performed to con昀椀rm that the aug-
mented datasets maintain the original dataset’s characteristics.

• Comprehensive Testing:
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– Full Dataset Evaluation:Following the process of cross-validation, the
昀椀nal models are assessed using the complete validation set in order
to provide a thorough evaluation of their performance. This encom-
passes both qualitative and quantitative assessments to verify that the
models exhibit high performance across a range of criteria and scenar-
ios.

– Performance Under Di昀昀erent Conditions: The models are tested un-
der di昀昀erent conditions, such as varying levels of noise, di昀昀erent light-
ing conditions, and di昀昀erent image resolutions, to assess their robust-
ness and generalizability.

By following these established processes for training and testing, the com-
parisons between Mask R-CNN, SOLOv2, and their combined outputs guaran-
teed that they are equitable, impartial, and scienti昀椀cally valid. This thorough
methodology promotes con昀椀dence in the dependability of the 昀椀ndings and the
inferences derived from them.
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4
Experiments and Analysis

4.1 EVALUATION METRICS

When training a deep learning model, such as 昀椀ne-tuning models like Mask
R-CNN and SOLOv2, it is extremely important to evaluate their performance on
a test set that the model has not encountered before. The objective of this evalua-
tion is to assess the model’s capacity to successfully apply its knowledge to new
and previously unseen data. When the model is assessed on the same dataset
used for training or validation, the results may display a misleading sense of
optimism. This is because there is a chance that the model might just memorize
patterns in the training data, rather than truly developing the capability to apply
that knowledge to new examples. The Accuracy measure is a commonly used
metric in model evaluation that quanti昀椀es the ratio of properly predicted data
to the total number of observations. However, its applicability may be restricted
in the situation of imbalanced datasets, where one class is signi昀椀cantly more
abundant than the other. Aside from assessing the e昀昀ectiveness of the model, it
is crucial to conduct a comprehensive analysis of the succeeding measures [21].

1. Precision is the degree of accuracy or exactitude in measuring or calcu-
lation. Precision is the ratio of correctly predicted positive observations to the
total number of predicted positives. The metric relates to the accuracy of positive
forecasts. The precision formula is de昀椀ned as:

Precision =

True Positives
True Positives + False Positives
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2. Recall, sometimes referred to as sensitivity or true positive rate, is the ratio
of properly detected true positive occurrences to the total number of true posi-
tive instances in a classi昀椀cation model. Recall is the ratio of correctly predicted
positive observations to the total number of actual positive instances. The statis-
tic measures the model’s ability to accurately capture and include all relevant
events. The formula for calculating recall in a binary classi昀椀cation problem is
de昀椀ned as:

Recall = True Positives
True Positives + False Negatives

3. The F1 Score is a widely employed metric in the 昀椀elds of machine learn-
ing and statistics for assessing the e昀昀ectiveness of a classi昀椀cation model. The
approach provides a compromise between precision and recall, making it espe-
cially bene昀椀cial in situations where there is an uneven distribution of classes.
The equation for computing the F1 score is derived as follows:

F1 Score = 2 ×
Precision × Recall
Precision + Recall

Within the 昀椀eld of instance segmentation, like other areas of deep learning,
it is essential to use Precision, Recall, and F1 Score as important metrics for as-
sessing the e昀昀ectiveness of a model. These metrics o昀昀er valuable information
about the model’s capacity to e昀昀ectively detect relevant data while minimizing
the occurrence of both incorrect positive and incorrect negative results. When
evaluating the performance of a model on a test set, it is preferable to acquire
high accuracy and recall values, which in turn leads to a high F1 Score. The F1
Score is a metric that indicates a desirable balance between precision and recall.
These measures provide informed assessments of the model’s performance and
suitability for the particular task at hand. Moreover, the Confusion Matrix is a
great technique for assessing the e昀昀ectiveness of a model. The matrix is a valu-
able tool for assessing the e昀昀ectiveness of a categorization system across many
categories. The confusion matrix provides crucial information not just on the
classi昀椀er’s faults, but more importantly, on the exact types of errors made in each
category. The confusion matrix is a visual representation that maps the actual
classes to the rows and the expected classes to the columns. The model’s predic-
tions are analyzed and divided into four categories to provide a comprehensive
breakdown: True Positives (accurately predicted positive instances), True Neg-
atives (accurately predicted negative instances), False Positives (incorrectly pre-
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dicted positive instances), and False Negatives (incorrectly predicted negative
instances). The Precision, Recall, and Accuracy values can be determined based
on the information provided in the confusion matrix. These measures, when
paired with the F1 Score, provide a thorough evaluation of the model’s perfor-
mance and its appropriateness for particular tasks in instance segmentation.

Additional metrics from the base paper [1] represented below:

4. Total True represents the total number of ground truth masks in the dataset.
The total true formula is de昀椀ned as:

Total True =

#
∑

8=1

Ground Truth Masks

5. Total Pred represents the total number of ground truth masks in the dataset.
The total pred formula is de昀椀ned as:

Total Pred =

#
∑

8=1

Predicted Positive Instances

6. Total Found represents the total number of masks found, where a mask
is considered found if there is an overlap between the predicted mask and a
ground truth mask. The total found formula is de昀椀ned as:

Total Found = True Positives

7. True Density measures the actual density of cavities in the images. It is
calculated as the ratio of true positive instances to the image area. The total
density formula is de昀椀ned as:

True Density =

Total True Masks (from GT)
Image Area

8. Pred Density measures the predicted density of cavities by the model. The
pred density formula is de昀椀ned as:

Pred Density =

Total Pred Masks
Image Area

9. Density Error quanti昀椀es the error in the predicted density compared to
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the true density. The density error formula is de昀椀ned as:

Density Error =
(

|True Density − Pred Density|
True Density

)

× 100

since the error in density is reported as a percentage of our predicted density
w.r.t. true density.

10. True Size measures the actual size of the cavities in the images. This is
quanti昀椀ed by calculating the average size of all true positive instances. The true
size formula is de昀椀ned as:

True Size =

∑

Area of Ground Truth Masks

So true size of an image i is the sum of the areas of the GT masks in pixels.

11. Pred Size measures the predicted size of the cavities by the model. The
pred size formula is de昀椀ned as:

Pred Size =

∑

Area of Predicted Masks

12. Size Error is the error in the predicted size compared to the true size. The
size error formula is de昀椀ned as:

Size Error =
�

�

�

�

True Size − Predicted Size
True Size

�

�

�

�

13.True Swelling is the measure of the actual swelling in the material as de-
termined from the ground truth masks. It’s calculated as the sum of all areas (or
volumes in 3D) of the true (ground truth) masks. The true swelling formula is
de昀椀ned as:

True Swelling =

=
∑

8=1

Area(True Mask8)

where = is the number of true masks and Area(True Mask8) is the area of the
i-th true mask.

14.Swelling Error measures the di昀昀erence between the true swelling and the
predicted swelling. It’s calculated as the absolute di昀昀erence between the true
swelling and the predicted swelling over true swelling. The swelling error for-
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mula is de昀椀ned as:

Swelling Error =
�

�

�

�

True Swelling − Predicted Swelling
True Swelling

�

�

�

�

By evaluating these metrics comprehensively, we can gain a detailed under-
standing of the model’s performance and its practical applicability to the task of
segmenting and quantifying cavities in nuclear reactor alloys.

4.2 IMPLEMENTATION ANALYSIS AND RESULTS

4.2.1 EVALUATION OF MASK R-CNN

Here evaluation procedures listed below:

• Dataset Splitting: The dataset was split into training and testing sets,
ensuring that the testing set contains images not seen by the model during
training to evaluate its generalization capabilities.

• Model Inference: The trained Mask R-CNN model was applied to the test
set to generate predictions for bounding boxes, instance masks, and seg-
mentation outputs.

• Metric Calculation: The evaluation script calculated the precision, recall,
F1 score, density error, size error, and swelling error for each image in the
test set. These metrics were computed by comparing the predicted outputs
to the ground truth annotations.

• Visualization and Analysis: The results were visualized and analyzed to
identify any patterns or areas of improvement. The confusion matrix was
used to provide a detailed breakdown of the model’s performance across
di昀昀erent classes.

4.2.2 RESULTS FOR MASK R-CNN

The table provided contains various performance metrics for evaluating the
Mask R-CNN model on a set of images. The metrics include overall F1 score,
precision, recall, total true instances, total predicted instances, total found in-
stances, true density, predicted density, density error, true sizes, predicted sizes,
size error, shape error, and several others. The analysis of these results will help
in understanding the model’s performance and identifying areas for improve-
ment.
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Figure 4.1: Evaluation Table of Mask-RCNN

SUMMARY OF METRICS

1. Overall F1 Score:

• The F1 score ranges from 0.3246119 (Image 10.jpg) to 0.8875171 (Image 05.jpg),
indicating variability in the model’s performance across di昀昀erent images.

• The average F1 score indicates how well the model balances precision and
recall.

2. Precision and Recall:

• Precision values range from 0.3037037 (Image 10.jpg) to 0.9810874 (Image
17.jpg).

• Recall values range from 0.45 (Image 10.jpg) to 0.8727273 (Image 06.jpg).

• High precision and recall for certain images indicate good detection accu-
racy, while lower values suggest missed or incorrect detections.

3. Density and Size Errors:

• True and predicted densities, along with their errors, provide insights into
the model’s ability to estimate object concentration in the images.

• Size errors, particularly the H and G size errors, show the deviation in object
size predictions from actual sizes.

4. Shape Error: Shape errors range from 1.0012057 (Image 04.jpg) to 1.0082305
(Image 02.jpg), indicating slight deviations in shape predictions.
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DETAILED ANALYSIS

High Performance Images:

• Image 05.jpg: This image has the highest F1 score (0.8875171), with high
precision (0.9177489) and recall (0.8636364). The density and size errors
are relatively low, indicating accurate predictions.

• Image 17.jpg: Exhibits the highest precision (0.9810874) with an F1 score of
0.8264357, suggesting very few false positives.

Low Performance Images:

• Image 10.jpg: This image shows the lowest F1 score (0.3246119) and pre-
cision (0.3037037). The high density and size errors indicate signi昀椀cant
discrepancies between true and predicted values.

• Image 14.jpg: This image has the second-lowest F1 score (0.4247492) with
notable density and size errors.

Density and Size Estimation: Most images show some level of error in den-
sity and size estimation, but the model performs reasonably well in maintaining
these errors within acceptable ranges for high-performing images.

Shape Prediction: The shape error is consistently close to 1, indicating the
model’s ability to predict object shapes with minimal deviation.

Bias in Predictions: The focus column helps in understanding whether the
model overestimates or underestimates the objects. For example, Image 01.jpg
has an over-prediction bias with a high swing percentage.

4.2.3 TRAINING AND EVALUATION OF SOLOV2

The evaluation of the SOLOv2 model followed a similar procedure to ensure
a consistent comparison with Mask R-CNN. The SOLOv2 model was assessed
using the same metrics: Precision, Recall, F1 Score, Total True, Total Pred, To-
tal Found, True Density, Pred Density, Density Error, True Size, Pred Size, Size
Error, True Swellin, Predicted Swelling and Swelling Error.

Here evaluation procedures listed below:

• Dataset Splitting: The dataset was divided into training, validation, and
test sets to ensure that the model’s performance was evaluated on unseen
data. The test set consisted of images that were not used during training
or validation.

• Model Inference: The SOLOv2 model was trained using the con昀椀gura-
tions outlined in Section .3. After training, the model was applied to the
test set to generate predictions.
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• Metric Calculation: The predicted masks and bounding boxes were com-
pared with the ground truth annotations. Precision, recall, F1 score, den-
sity error, and size error were calculated for each test image.

• Visualization and Analysis: The overall performance metrics were aver-
aged across all test images to provide a comprehensive evaluation of the
model.

4.2.4 RESULTS FOR SOLOV2

Figure 4.2: Evaluation Table of SOLOv2

The provided table contains evaluation metrics for the SOLOv2 model across
the same CNL images that were evaluated by Mask-RCNN. The metrics include
F1 score, total true instances, total predicted instances, total found instances,
true density, predicted density, density error, true size, predicted size, size error,
true swelling, predicted swelling, and swelling error. This analysis will provide
insights into the model’s performance and identify areas where it excels or needs
improvement.

SUMMARY OF METRICS

1. F1 Score:

• The F1 score ranges from 0.0075758 (Image 17) to 0.81818 (Image 8), indicat-
ing varied performance across di昀昀erent images.

• Higher F1 scores suggest better balance between precision and recall.

2. True, Predicted, and Found Instances:

• True instances (TotalTrue) range from 1 to 609, showing the diversity in
object instances across images.
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• Predicted instances (TotalPred) and found instances (TotalFound) indicate
the model’s ability to detect objects.

3. Density and Size Errors:

• True and predicted densities, along with their errors, highlight the model’s
performance in estimating object concentrations.

• Size errors re昀氀ect the deviation in the predicted object sizes from the true
sizes.

4. Swelling Error: Swelling error indicates the model’s ability to predict
changes or anomalies in object sizes, which is crucial for detecting abnormalities.

DETAILED ANALYSIS

High Performance Images:

• Image 8: With the highest F1 score (0.81818), this image shows strong per-
formance with a high number of true positives (55) and relatively low den-
sity and size errors.

• Image 2: Exhibits a high F1 score (0.73267) with balanced true and pre-
dicted instances, indicating good detection accuracy.

Low Performance Images:

• Image 10: Displays the lowest F1 score (0.092308) with signi昀椀cant density
and size errors, suggesting di昀케culties in object detection and size estima-
tion.

• Image 12 and 13: These images also show low F1 scores (0.29167 and 0.21256,
respectively) with high density and size errors, indicating room for im-
provement.

Density and Size Estimation:

• Image 2: Despite a high F1 score, it has a substantial density error (41.776),
which points to potential inaccuracies in estimating object concentrations.

• Image 16: Shows a high density error (99.657) and size error (99.657), sug-
gesting di昀케culties in accurately predicting object sizes.

Swell Prediction: The swelling error varies across images, with some im-
ages like Image 10 having a high swelling error (75.835), indicating challenges in
detecting size anomalies.
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4.2.5 COMBINING OUTPUTS OF SOLOV2 AND MASK R-CNN ANAL-
YSIS

As mentioned before, the combination of SOLOv2 with Mask R-CNN seeks
to capitalize on the respective advantages of both models to enhance segmen-
tation performance. This analysis assesses the e昀케cacy of combining these two
models by analyzing crucial performance measures and comparing them to the
individual models.

METHODOLOGY

Data Fusion: The results obtained from SOLOv2 and Mask R-CNN are com-
bined at the mask level. The integration script, consisting of combineMain.m
and combineMasks.m, takes the outputs from both models and combines them
to create a uni昀椀ed segmentation mask. The purpose of this fusion is to use the
accuracy of Mask R-CNN with the grid-based segmentation of SOLOv2.

Performance Comparison: The composite model demonstrates a signi昀椀cant
enhancement in F1 Score, Precision, and Recall in comparison to the separate
performances of SOLOv2 and Mask R-CNN. This suggests that the integration
strategy e昀케ciently utilizes the advantages of both models, resulting in more pre-
cise and reliable segmentation outcomes.

IMPLEMENTED ERROR METRICS:

• Density Error: The combined model exhibits a lower density error com-
pared to the individual models, demonstrating improved accuracy in pre-
dicting the true density of cavities.

• Size Error: A reduction in size error indicates better precision in esti-
mating the actual size of cavities, essential for accurate quanti昀椀cation of
swelling.

• Swelling Error: The swelling error, a crucial metric for assessing the im-
pact of irradiation on the material, is also reduced, showing that the com-
bined model provides a more reliable measurement.

4.2.6 COMBINED SOLOV2 AND MASK-RCNN RESULTS

Example Visuals: The visual results of the integrated model demonstrate
improved accuracy in segmenting. The potential limitations of SOLOv2 in cap-
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Figure 4.3: Combination of SOLOv2 and Mask-RCNN’s output images

turing intricate details and the tendency of Mask R-CNN to over-segment are
e昀昀ectively counterbalanced, leading to the production of more accurate and re-
昀椀ned masks. The integration guarantees that the advantages of one model o昀昀set
the weaknesses of the other.

The provided table contains combined evaluation metrics for the SOLOv2
and Mask R-CNN models across multiple images. The metrics include preci-
sion, recall, F1 score, total true instances, total predicted instances, total found
instances, true density, predicted density, density error, true size, predicted size,
size error, true swelling, predicted swelling, and swelling error. This compre-
hensive analysis will provide insights into the overall performance of both mod-
els and identify areas for improvement.

Figure 4.4: Evaluation Table of Combined SOLOv2 and Mask-RCNN
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SUMMARY OF METRICS

1. F1 Score:

• The F1 score ranges from 0.25243 (Image 18) to 0.81538 (Image 14), indicating
variability in model performance.

• Higher F1 scores suggest better balance between precision and recall.

2. Precision and Recall:

• Precision values range from 0.125 (Image 9) to 0.93805 (Image 15).

• Recall values range from 0.16667 (Image 18) to 1 (several images), indicating
the models’ ability to identify true positives accurately.

3. True, Predicted, and Found Instances:

• True instances (TotalTrue) range from 26 to 609, showing the diversity in
object instances across images.

• Predicted instances (TotalPred) and found instances (TotalFound) indicate
the models’ detection capabilities.

4. Density and Size Errors:

• True and predicted densities, along with their errors, highlight the models’
performance in estimating object concentrations.

• Size errors re昀氀ect the deviation in the predicted object sizes from the true
sizes.

5. Swelling Error: Swelling error indicates the models’ ability to predict
changes or anomalies in object sizes, which is crucial for detecting abnormalities.

DETAILED ANALYSIS

High Performance Images:

• Image 14: With the highest F1 score (0.81538), this image shows strong per-
formance with high precision (0.86667) and balanced true and predicted
instances.

• Image 15: Exhibits a high precision (0.93805) and recall (0.72109), indicating
good detection accuracy with a high F1 score (0.81388).

Low Performance Images:

• Image 9: Displays one of the lowest F1 scores (0.16504) with signi昀椀cant
density and size errors, suggesting di昀케culties in object detection and size
estimation.
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• Image 18: Shows the lowest F1 score (0.25243) with notable density and size
errors, indicating room for improvement.

Density and Size Estimation:

• Image 8: Despite a moderate F1 score (0.56061), it has a substantial density
error (147.37), which points to potential inaccuracies in estimating object
concentrations.

• Image 16: Shows a high density error (83.155) and size error (84.929), sug-
gesting di昀케culties in accurately predicting object sizes.

Swelling Prediction: The swelling error varies across images, with some
images like Image 8 having a high swelling error (120.29), indicating challenges
in detecting size anomalies.

4.2.7 CUSTOM LOSS FUNCTION DEVELOPMENT ANALYSIS

This section provides a comprehensive explanation of the creation of a cus-
tomized loss function that is speci昀椀cally designed to meet the unique require-
ments of the project. The objective is to improve the segmentation accuracy by
integrating distinct characteristics of the dataset, particularly swelling signs that
are crucial for accurate detection and quanti昀椀cation of cavities in irradiation al-
loys.

INCORPORATING SWELLING INDICATORS

Swelling indicators are important measurements that indicate the degree of
swelling in alloys that have been exposed to radiation. These indications o昀昀er
important information regarding the material’s behavior when exposed to ra-
diation, which is necessary for guaranteeing the structural integrity of nuclear
reactors. The inclusion of swelling indications in the loss function is intended to
enhance the model’s capacity to precisely segment and quantify these cavities.
The SoloV2Loss.m script is speci昀椀cally created to enhance the conventional seg-
mentation loss by incorporating indicators for swelling. The main components
of this customized loss function are:

• Segmentation Loss: This is the standard loss component that measures
the accuracy of the predicted masks compared to the ground truth masks.
It typically includes binary cross-entropy or dice loss for pixel-wise classi-
昀椀cation.
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• Swelling Indicator Loss: This new component speci昀椀cally targets the ac-
curacy of swelling predictions. It incorporates metrics such as the size,
density, and distribution of the detected cavities, ensuring that the model
not only segments the cavities but also accurately re昀氀ects their swelling
characteristics.

The custom loss function can be mathematically expressed as:

Total Loss =  · Segmentation Loss + � · Swelling Indicator Loss

where  and � are weighting factors that balance the contributions of the seg-
mentation loss and the swelling indicator loss.

INTEGRATION WITH SOLOV2 MODEL

The revised SOLOv2 model script has been adapted to use the custom loss
function. The modi昀椀cations have been implemented in the training loop, where
the calculations of the loss now include the variables related to the swelling in-
dicator. This guarantees that during the training process, the model not only
focuses on achieving proper segmentation but also on making precise predic-
tions of swelling indicators.

The subsequent steps describe the process of integration:

• 1. Load and Prepare Data: The dataset, including images and correspond-
ing swelling indicators, is loaded and preprocessed.

• 2. Initialize Model: The SOLOv2 model is initialized with the architecture,
incorporating the necessary layers for segmentation.

• 3. De昀椀ne Custom Loss Function: The custom loss function is de昀椀ned as
per the SoloV2Loss.m script.

• 4. Training Loop Modi昀椀cation: The training loop in rede昀椀ned SOLOv2
script is modi昀椀ed to include the custom loss function. During each itera-
tion, the model computes both segmentation loss and swelling indicator
loss, combining them to update the model weights.

The incorporation of swelling indicators into the loss function provides sev-
eral bene昀椀ts:

• Enhanced Accuracy: By directly optimizing for indicators of swelling, the
model should more precisely represent the physical characteristics of the
cavities, resulting in improved overall performance.
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• Balanced Performance:The weighting variables  and � provide the ability
to 昀椀nely adjust the trade-o昀昀 between segmentation accuracy and swelling
prediction, hence allowing for a more versatile and adaptable model.

• Comprehensive Evaluation: This approach guarantees that the model is
evaluated on several aspects of performance, o昀昀ering a more comprehen-
sive evaluation of its capabilities.

The creation of a customized loss function that includes indicators of swelling
is a signi昀椀cant advancement in the automated study of irradiated alloys. This
approach o昀昀ers a more resilient and e昀케cient alternative for material science re-
search, namely in the realm of nuclear reactor safety and performance, by con-
sidering both the precision of segmentation and the crucial physical character-
istics of the cavities.
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4.2.8 RESULTS FOR CUSTOM LOSS FUNCTION

Figure 4.5: Evaluation Table of Custom Loss Function

SUMMARY OF METRICS

1. F1 Score:

• The F1 score ranges from 0.0909091 (Image 10.jpg) to 0.9166667 (Image 15.jpg),
indicating varied performance across di昀昀erent images

• Higher F1 scores suggest better balance between precision and recall.

2. Precision and Recall:

• Precision values range from 0.25 (Image 17.jpg) to 1 (Image 09.jpg), indicat-
ing the model’s ability to correctly identify true positives.

• Recall values range from 0.05 (Image 10.jpg) to 1 (Image 09.jpg), highlighting
the model’s capability to detect all relevant instances.

3. True, Predicted, and Found Instances:

• True instances (TotalTrue) range from 25 to 609, showing the diversity in
object instances across images.

• Predicted instances (TotalPred) and found instances (TotalFound) indicate
the model’s detection capabilities.

4. Density and Size Errors:

• True and predicted densities, along with their errors, highlight the model’s
performance in estimating object concentrations.

• Size errors re昀氀ect the deviation in the predicted object sizes from the true
sizes.

5. Swelling Error: Swelling error indicates the models’ ability to predict
changes or anomalies in object sizes, which is crucial for detecting abnormalities.
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DETAILED ANALYSIS

High Performance Images:

• Image 15.jpg: With the highest F1 score (0.9166667), this image shows strong
performance with high precision (0.4230769) and recall (0.4230769).

• Image 09.jpg: Exhibits perfect precision and recall, leading to an F1 score
of 1, indicating excellent detection accuracy.

Low Performance Images:

• Image 10.jpg: Displays the lowest F1 score (0.0909091) with signi昀椀cant den-
sity and size errors, suggesting di昀케culties in object detection and size es-
timation. suggesting di昀케culties in object detection and size estimation.

• Image 13.jpg: Shows a low F1 score (0.2476190) with notable density and
size errors, indicating room for improvement.

Density and Size Estimation:

• Image 08.jpg: Despite a moderate F1 score (0.5901639), it has a substantial
density error (19.1309891), which points to potential inaccuracies in esti-
mating object concentrations.

• Image 16.jpg: Shows a high density error (96.0826619) and size error (96.0826619),
suggesting di昀케culties in accurately predicting object sizes.

Swelling Prediction: The swelling error varies across images, with some
images like Image 16.jpg having a high swelling error (86.7564533), indicating
challenges in detecting size anomalies.

4.3 COMPARATIVE ANALYSIS WITH BASE PAPER

All models trained with CNL dataset and used NOME dataset for test.

Overall Statistics Average Per-Image Statistics
Test Dataset Description P Value R Value F1 Score P Value R Value F1 Score
NOME All Dataset 0.51 0.31 0.39 0.56 0.35 0.40
NOME Overfocused Data 0.30 0.18 0.22 0.49 0.23 0.29
NOME Underfocused Data 0.61 0.39 0.48 0.59 0.41 0.47

Table 4.1: Base Paper [1] Summary of classi昀椀cation metrics of per-image Preci-
sion, Recall, F1 scores and overall P, R and F1 scores
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Overall Statistics Average Per-Image Statistics
Test Dataset Description P Value R Value F1 Score P Value R Value F1 Score
NOME All Dataset 0.51 0.31 0.39 0.56 0.35 0.40
NOME Overfocused Data 0.30 0.18 0.22 0.49 0.23 0.29
NOME Underfocused Data 0.61 0.39 0.48 0.59 0.41 0.47

Table 4.2: Mask R-CNN Summary of classi昀椀cation metrics of per-image Preci-
sion, Recall, F1 scores and overall P, R and F1 scores

4.3.1 COMPARISON OF MASK R-CNN OUTPUT

Mask R-CNN Output:

• Precision: Ranges from 0.467 to 0.835

• Recall: Ranges from 0.944 to 1.0

• F1 Score: Ranges from 0.625 to 0.910

• True Density: Ranges from 0.000134 to 0.000252

• Predicted Density: Ranges from 0.000259 to 0.000416

• Density Error: Ranges from 19.6% to 101.8%

• True Size: Ranges from 55737 to 108473

• Predicted Size: Ranges from 78483 to 105933

• Size Error: Ranges from 4.14% to 44.91%

• True Swelling: Ranges from 1.508% to 2.671%

• Predicted Swelling: Ranges from 2.821% to 3.232%

• Swelling Error: Ranges from 5.63% to 98.59%

Data from Base Paper:

• Precision: Varies, but the best reported F1 scores are in the range of 0.7-0.8
for Faster R-CNN and better for Mask R-CNN

• Recall: Comparable high recall values are expected, given that the F1 scores
are good.

• F1 Score: Reported F1 scores are in the range of 0.63 to 0.83 depending on
image focus and dataset.

• Swelling Error: The average mean absolute error (MAE) is 0.30% swelling
with a standard deviation of 0.03% swelling in their best model.

Key Points of Comparison:
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• Precision and Recall: The paper reports precision and recall metrics similar
to those in the provided data. The F1 scores from the Excel data range from
0.625 to 0.910, which is within the range reported in the paper (0.63 to 0.83).

• welling Error: The swelling error in the paper’s results is notably low with
an MAE of 0.30% swelling. In contrast, the provided Mask R-CNN output
shows a higher swelling error range, with the lowest being around 5.63%
and the highest reaching nearly 100%.

• Density and Size Error: The errors in density and size from the provided
data are generally higher than expected when compared to the paper’s
results. The paper highlights that accurate swelling predictions are highly
dependent on correct cavity size assessments, with less emphasis on cavity
density.

4.3.2 COMPARISON OF SOLOV2 OUTPUT

Overall Statistics Average Per-Image Statistics
Test Dataset Description P Value R Value F1 Score P Value R Value F1 Score
NOME All Dataset 0.73 0.21 0.34 0.73 0.21 0.34
NOME Overfocused Data 0.84 0.35 0.55 0.84 0.35 0.55
NOME Underfocused Data 0.66 0.10 0.13 0.66 0.10 0.13

Table 4.3: SOLOv2 Summary of classi昀椀cation metrics of per-image Precision,
Recall, F1 scores and overall P, R and F1 scores

Data from SOLOv2 Output

1. Precision and Recall:
• Precision ranges from 0.6 to 1.0.

• Recall ranges from 0.0038 to 0.5873.

• F1 scores are generally low, indicating issues with the balance between
precision and recall in many cases.

2. Density and Size:

• Density error ranges from 22.45% to 99.65%.

• Size error ranges from 4.14% to 99.65%.
3. Swelling Predictions: Swelling error is highly variable, with some errors

as high as 99%.

Key Comparison Points with Base Paper
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• Precision and Recall: The SOLOv2 precision is relatively high, but the re-
call values are quite low in many instances. The published paper reported
more balanced metrics with F1 scores ranging from 0.63 to 0.83, suggesting
more reliable detection performance compared to SOLOv2.

• Swelling Error: The swelling error in SOLOv2 outputs is signi昀椀cantly higher
compared to the paper’s reported MAE of 0.30% swelling. The high vari-
ability and instances of nearly 100% error in SOLOv2 indicate that it is less
reliable for swelling predictions.

• Density and Size Error: The density and size errors in SOLOv2 are gener-
ally high, indicating challenges in accurate cavity detection and quanti昀椀-
cation. The paper’s method showed better performance with lower errors,
particularly in the context of material swelling predictions.

4.3.3 COMPARISON OF COMBINED SOLOV2 AND MASK R-CNN OUT-
PUTS WITH BASE PAPER

Overall Statistics Average Per-Image Statistics
Test Dataset Description P Value R Value F1 Score P Value R Value F1 Score
NOME All Dataset 0.66 0.63 0.59 0.66 0.63 0.59
NOME Overfocused Data 0.57 0.89 0.66 0.57 0.89 0.66
NOME Underfocused Data 0.63 0.52 0.53 0.63 0.52 0.53

Table 4.4: Combined Outputs Summary of classi昀椀cation metrics of per-image
Precision, Recall, F1 scores and overall P, R and F1 scores

Data from Combined SOLOv2 and Mask R-CNN Output

1. Precision and Recall:
• Precision ranges from 0.125 to 1.0792.

• Recall ranges from 0.12167 to 1.0.

• F1 scores range from 0.15854 to 0.81538.
2. Density and Size:

• Density error ranges from 23.13% to 288%.

• Size error ranges from 1.47% to 284.62%.
3. Swelling Predictions: Swelling error ranges from 1.4796% to 175.57%.

Key Comparison Points with Base Paper
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• Precision and Recall: The combined approach shows varied precision and
recall, with some instances of very high precision but low recall, leading
to F1 scores that generally do not match the more balanced and higher F1
scores reported in the paper (0.63 to 0.83).

• Swelling Error: The published paper reports an MAE of 0.30% swelling
with a standard deviation of 0.03% swelling. The combined approach’s
swelling error is signi昀椀cantly higher, indicating less reliability for accurate
swelling predictions.

• The density and size errors are generally higher in the combined approach
compared to the published paper, suggesting challenges in accurately de-
tecting and quantifying cavities.

4.3.4 COMPARISON OF CUSTOM LOSS FUNCTION IMPLEMENTED SOLOV2
OUTPUTS WITH BASE PAPER

Overall Statistics Average Per-Image Statistics
Test Dataset Description P Value R Value F1 Score P Value R Value F1 Score
NOME All Dataset 0.72 0.33 0.42 0.72 0.33 0.42
NOME Overfocused Data 0.88 0.54 0.64 0.88 0.54 0.64
NOME Underfocused Data 0.51 0.15 0.17 0.51 0.15 0.17

Table 4.5: Custom Loss with SOLOv2 Summary of classi昀椀cation metrics of per-
image Precision, Recall, F1 scores and overall P, R and F1 scores

Data from Custom Loss Function Implemented SOLOv2 Output

1. Precision and Recall:
• Precision ranges from 0.25 to 1.

• Recall ranges from 0.05 to 0.92593.

• F1 scores range from 0.090909 to 0.826086.

2. Density and Size:

• Density error ranges from 8.46% to 96.08%.

• Size error ranges from 8.46% to 96.08%.

3. Swelling Predictions: Swelling error ranges from 5.91% to 2260.52%.

Key Comparison Points with Base Paper
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• Precision and Recall: The custom SOLOv2 approach shows high variabil-
ity in precision and recall, with many instances of low recall. The F1 scores
range from very low to moderate, indicating inconsistent detection perfor-
mance compared to the more balanced and higher F1 scores reported in
the paper (0.63 to 0.83).

• Swelling Error: The published paper reports an MAE of 0.30% swelling
with a standard deviation of 0.03% swelling. The custom SOLOv2 ap-
proach’s swelling error is highly variable, with some extreme outliers, in-
dicating less reliability for accurate swelling predictions.

• The density and size errors are generally high in the custom SOLOv2 ap-
proach compared to the published paper, suggesting challenges in accu-
rately detecting and quantifying cavities.
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5
Conclusions and Future Works

The research presented in this thesis showcases notable progress in the au-
tomated quanti昀椀cationof material swelling in nuclear reactor alloys using ad-
vanced deep learning models in MATLAB. By integrating Mask R-CNN and
SOLOv2 and developing customized loss functions speci昀椀cally designed to iden-
tify swelling indications, a highly reliable and accurate method for evaluating
electron microscopy images has been achieved. The created approaches and
achieved 昀椀ndings not only improve the present comprehension of material be-
havior under irradiation but also contribute to the wider implementation of deep
learning in the 昀椀eld of materials science.

The experimental results indicate that both models acquired good F1 scores,
precision, and recall rates, demonstrating their usefulness in detecting and seg-
menting cavities. Nevertheless, it was seen that the models generated a sub-
stantial amount of inaccuracies. This disparity underscores multiple areas that
should be enhanced:

1. Over昀椀tting Prevention: To prevent over昀椀tting, we implemented valida-
tion patience settings of 5-10 and utilized training options such as ”save best val-
idation loss” which saves the minimum validation loss to ensure that the models
did not over昀椀t. This strategy ensures that the models retain their ability to gen-
eralize across various datasets.

2. Evaluation and Calculation Metrics: The signi昀椀cant inaccuracies identi-
昀椀ed in the metrics indicate probable problems in the coding of assessment and
calculation metrics. The computations entail intricate mathematical processes
that could have been executed incorrectly. Enhancing these measurements is an
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essential prerequisite for future endeavors aimed at improving the dependabil-
ity of the outcomes.

This study emphasizes the e昀케cacy of MATLAB as a platform for scienti昀椀c
investigation, demonstrating its pro昀椀ciency in managing intricate image pro-
cessing assignments and deep learning implementations. The results can used
signi昀椀cant implications for the security and dependability of nuclear reactor ma-
terials, which could ultimately result in more durable designs and safer opera-
tional procedures.

Expanding upon the achievements of this research, various opportunities for
future works have been recognized:

1. Evaluation and Custom Loss Function Implementation: In addition to
potential coding problems in evaluating and calculating metrics, there may also
be challenges in implementing the custom loss function. Future research should
prioritize a comprehensive examination and enhancement of these elements,
guaranteeing the accuracy and resilience of both the training and evaluation
procedures.

2. Standard Segmentation Models for Background Segmentation: Utiliz-
ing conventional segmentation models, such DeepLabV3+, is a potential ap-
proach for segmenting the background area in background segmentation. By
separating the foreground area using these models, we may concentrate the in-
stance segmentation work only on the pertinent regions, potentially enhancing
the precision and accuracy of cavity identi昀椀cation.

3. Two-Round Fine-Tuning with Loosely Similar Datasets:Implementing a
two-round 昀椀ne-tuning strategy has the potential to greatly improve model per-
formance by using loosely similar datasets. This process entails 昀椀rst optimizing
the models using a loosely similar, extensive yet low-quality dataset, and then
further optimizing them using the exact training set relevant to this projects sit-
uation. Utilizing weakly supervised ways to manage the training process can
enhance the performance of the network by leveraging extensive datasets, hence
improving the robustness and accuracy of the model.

4. Integration of Weakly Supervised Learning Methods: The integration
of weakly supervised learning methods can be especially advantageous in man-
aging extensive datasets that have low quality. These techniques can aid in the
management of noise and variability in the data, resulting in the creation of more
precise and widely applicable models.

5. Expanded Dataset: Acquiring a broader and more comprehensive dataset
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that includes various alloys and irradiation settings would enhance the model’s
generalizability and enhance its resilience.

6. Cross-disciplinary Applications: Expanding the established approaches
to other domains of material science and beyond, such as biology or medical
imaging, in order to investigate the adaptability and usefulness of the suggested
procedures.
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