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ABSTRACT 

Several economic online newspaper articles between May and June 2021 blamed the sudden changes in 

share prices of some listed companies on the influence of social media. In this research, through text 

analysis, it is verified and confirmed that from the approximately eight hundred thousand comments 

extracted using the API wrapper PRAW of the WallStreetBets subreddit general discussions, such as 

"Daily Discussion Thread", "What Are Your Moves Tomorrow", "Weekend Discussion Thread", a strong 

interest from users emerges towards the aforementioned companies as they are highly cited. The growing 

increase in this interest is also accompanied by the increase in the sense of belonging to the group of 

redditors which could have given rise to the organization of collective actions. From the sentiment 

analysis on a daily basis using the dictionary-based method, it turns out that as the positivity of users’ 

sentiment increases, the returns of the most mentioned stocks increase and vice versa. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

TABLE OF CONTENTS 

 

INTRODUCTION………………………………………………………………………………………8 

 

SECTION I - THEORETICAL OVERVIEW 

CHAPTER 1 - Social media………………………………………………………………….………..11 

   1.1 - Reddit……………………………………………………………………………………………11 

   1.2 - WallStreetBets…………………………………………………………………………………...13 

   1.3 - Choice of the period……………………………………………………………………………...14 

 

CHAPTER 2 - API and API wrapper…………………………………………………………………15 

   2.1 - Choosing an API wrapper (PRAW)……………………………………………………………...17 

   2.2 - Limitations of the analysis by time period and keywords………………………………………...18 

   2.3 - Importance of daily discussion threads pinned by moderators in Reddit…………………………19 

 

CHAPTER 3 - Internet Archive and dataset…………………………………………………………21 

   3.1 - The subjects who contribute to the creation of the archive……………………………………….21 

   3.2 - Relevance and use of Wayback Machine………………………………………………………...23 

      3.2.1 - From Internet Archive to WallStreetBets as it was and as it is now…………………………..25 

      3.2.2 - Recovering deleted posts from Internet Archive……………………………………………..27 

   3.3 - Creation of the dataset……………………………………………………………………….…...29 

 

 



 
 

CHAPTER 4 - Natural language processing and its applications…………………………………...30 

   4.1 - Natural Language Processing and Natural Language Toolkit………………………………........30 

   4.2 - Text pre-processing………………………………………………………………………………31 

   4.3 - Information extraction…………………………………………………………………………...39 

   4.4 - Sentiment analysis……………………………………………………………………………….40 

      4.4.1 - Social Mood on Economy Index……………………………………………………………..41 

      4.4.2 - Dictionary-based method…………………………………………………………………….42 

 

SECTION II - EMPIRICAL RESEARCH AND RESULTS 

CHAPTER 5 - Analysis of the total dataset…………………………………………………………...46 

   5.1 - Number and length of comments and use of emojis………………………………………….......46 

   5.2 - N-grams and POS-Tagging………………………………………………………………………50 

CHAPTER 6 - Daily analysis of the dataset…………………………………………………………..55 

   6.1 - POS-Tagging breakdown………………………………………………………………………...55 

   6.2 - Group identity……………………………………………………………………………………56 

   6.3 - Most discussed listed companies and their stock prices………………………………………….57 

   6.4 - Extension of ticker analysis……………………………………………………………………...60 

CHAPTER 7 - Sentiment analysis……………………………………………………………………64 

   7.1 - Use of the Master Dictionary Loughran – McDonald……………………………………………65 

   7.2 - Use of the StockTwits Lexicon Renault…………………………………………………………67 

   7.3 - Use of VADER…………………………………………………………………………………...69 

   7.4 - Comparison between different word lists……………………...…………………………………70 

 



 
 

CONCLUSION………………………………………………………………………………………...73 

 

APPENDIX…………………………………………………………………………………………….75 

TABLES………………………………………………………………………………………………..81 

ATTACHED……………………………………………………………………………………………87 

REFERENCES………………………………………………………………………………………...90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



8 
 

INTRODUCTION 

Most organizations in all sectors obtain information and knowledge from predominantly structured data 

– typically categorized as quantitative data – namely in standardized formats ready for analysis. IT 

experts state that, globally, most of the data is unstructured – typically categorized as qualitative data – 

and, therefore, not usable as it is. Their share is between 80-90% and, among this data, 90% has been 

created recently while only 0.5% is used after analysing it. According to the International Data 

Corporation (IDC) forecast, the situation will remain so until the end of 2025 (Dialani 2020). 

The massive use of the Internet generates an infinity of unstructured data, which means that it requires a 

standardization process to be analysed (Congruity 360 2023). IDC projections predict that by 2025, 175 

zettabytes (175 trillion gigabytes) of data - much of which will be unstructured - will be generated 

globally (Coughlin 2018). According to Everest Group 2021, unstructured data will grow by 55-65% 

annually, which is triple the increase in structured data. The amount of global data created has exceeded 

available storage capacity since 2007. Memorizing all this data for future use is therefore very difficult 

but analysing it and extracting valuable information are even more difficult processes. New techniques 

for processing unstructured data and increasingly high-performance computers can reveal new 

information that would otherwise have remained hidden (Cukier 2010). Much of the unstructured data 

collected by an organization is textual, coming from internal and external sources such as company 

reports, emails, chatbot messages and information from websites and social media (Gandomi and Haider 

2015). In the light of a Forbes survey, over 95% of companies claim they have problems managing and 

analysing unstructured data (Kulkarni 2019). As a result, they are not yet prepared to exploit the potential 

value of this data and thus benefit from it to support and make better forecasting choices or to identify 

and improve possible problems (Saggi and Jain 2018). One of the causes of this gap is the lack of expert 

professionals capable of analysing and interpreting unstructured data (Chen, Chiang and Storey 2012; 

Sagiroglu and Sinanc 2013). Even in the financial sector, it can be very useful to decode unstructured 

data since it can give indications on market trends, mitigate and manage risks, detect and prevent fraud 

(Dicuonzo et al. 2019). Part of the large flow of unstructured data can be found inside the many different 

social media on the Internet and they can also be exploited by external analysts. 

My research is meant to analyse the unstructured data which can be found in any general discussions of 

particular social media, like for example Reddit, that are involved in the financial sector. Moreover, the 

subreddit WallStreetBets had a strong influence on the financial sector during the period from 16th May 

2021 to 11th June 2021. IT tools such as APIs, specific to social platforms have been used to carry out 
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this type of investigation, which requires data extraction to be analysed. In this research, the API wrapper 

PRAW, a specific API-based IT tool whose function is that of facilitating its use was employed. PRAW 

has to be provided with the URL of a specific webpage to extract comments from a single post: one 

webpage one post. 

In this research, an Internet Archive tool – the Wayback Machine – was used since Reddit does not 

display the date of posts. Such a tool enables retrieving the stored web pages according to the precise 

date of publication of the posts together with its URL. Using PRAW, one could download approximately 

eight hundred thousand comments relating to general discussion posts, which enabled the creation of the 

dataset. 

All research uses Natural Language Processing (NLP) to analyse unstructured data in comments. In this 

research, Python and one of its libraries, Natural Language Toolkit (NLTK), are used, which permits the 

processing and analysis of textual data. At the beginning, the first step is pre-processing the text and then, 

one can perform some more complex analyses, such as information extraction and sentiment analysis. 

The analysis of the total dataset of comments made it possible to obtain interesting statistics on trends 

concerning their quantity and length, the use of emojis, and the most frequent words, many of which are 

tickers, that summarize the topics expressed by users. After an aggregate analysis of the comments, a 

deepened daily analysis made it possible to identify the way in which the most mentioned tickers are 

spread over the period under examination, the comparison with the relative share prices and the possible 

existence of an identity of group among Redditors. To assess the sentiment analysis of the comments, 

firstly I adopted the dictionary-based method using both the word list developed by Loughran and 

McDonald and the version I expanded adding new words. Then, I used the word list developed by Renault 

and finally, the VADER tool. The results stemming from sentiment analysis, from the number of mentions 

of the most cited tickers and from the group identity were compared with the returns of the most 

mentioned companies listed in NYSE and NASDAQ. 

The thesis aims at extracting as much information as possible from the comments in the subreddit 

WallStreetBets through text analysis. The data so obtained could be used to verify whether some form of 

influence can be found with respect to the returns of the most mentioned companies by the users in the 

period under consideration. 

The thesis is divided into two sections: a theoretical overview and another dealing with the empirical 

research and results. The first section comprises four chapters: the first is about social media relating to 
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the unstructured data and the reasons for choosing the aforementioned analysed period while the second 

deals with IT tools to extract such data. The third chapter concerns the importance of using the Internet 

Archive, its Wayback Machine tool, and the dataset creation process. Finally, the fourth chapter deals 

with NLP, its techniques for pre-processing unstructured data, and its applications for extracting 

information and carrying out sentiment analysis.  

The second empirical section is made up of three chapters. The fifth chapter analyses the whole of the 

dataset of comments at an aggregate level. The sixth chapter analyses the dataset daily in a more detailed 

way. The seventh chapter concerns sentiment analysis. 
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SECTION I - THEORETICAL OVERVIEW 

CHAPTER 1 - Social media 

This chapter initially addresses social media and then focuses on Reddit and WBS and the criteria adopted 

for choosing the period examined. Social media has become popular because it let people keep in touch 

with each other quickly and easily. It is continually growing thanks to the vast availability of devices, 

such as smartphones, tablets and PCs, which enable the access to the Internet. The way users interact 

with each other leads to the creation of an infinite number of different contents, most of which are in 

textual format, such as posts and comments (Barbier and Liu 2011). The nature of data generated in social 

media is large, dynamic, unstructured and noisy (spam) (Gundecha and Liu 2012). Social media 

encourages the immediate dissemination of news and information (Lerman and Ghosh 2010). Traditional 

media, such as television, newspapers and radio, provide people with information that is mainly 

unidirectional since it comes from one single source and directly reaches many consumers. On the 

contrary, social media has revolutionized the usual ways of obtaining information: anyone can publish 

various types of content that can reach large masses of people quickly, thus apparently democratizing 

information and influencing the individuals' thinking and behaviour (Barbier and Liu 2011). 

This research takes into consideration Reddit, a social media that has gained increasing popularity in 

recent years and has significant and concrete implications for the financial sector. Following these events, 

there has also been a growing interest in the academic field (Nobanee and Ellili 2023). 

 

1.1 - Reddit 

Reddit is a social news, web content discussion and aggregation site founded on June 23rd in 2005, in 

Medford (Massachusetts), stemming from the idea of Steve Huffman and Alexis Ohanian, two young 

graduates. The name Reddit comes from the union of two English terms - read/edit and read it - whose 

primary function is that of reading topics and enriching the discussion through posts and comments 

(Fastweb 2022). Reddit's original motto is “The Front Page of the Internet” (Ohanian 2013), as it reports 

the most important news and contents of the day determined by the users of the site just like a newspaper 

would do. Reddit was first written in the Common LISP programming language but was later rewritten 

in Python because it offered more libraries and more development flexibility. He was later replaced by 

Pylons (Ionos 2019). Experts indicate that Reddit's popularity is due to the fact that freedom of speech is 

preserved, and users can browse and publish their content anonymously. In fact, unlike many other social 
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networks, Reddit can only be used with a username and an email address. Other reasons that make it so 

popular and used daily by millions of users may be the presence of very specific communities and good 

levels of moderation (Ionos 2019). Freely registered Reddit members, called redditors, can post content 

such as images, links and text messages, which people can either upvote or downvote, comment on and 

share. Even those not registered, called lurkers, can access Reddit, but the functionality is limited to 

reading only. 

In the same way as Redditors, lurkers can be regarded as silent participants although not intervening in 

discussions (Nonnecke and Preece 2000). The platform is organized into subreddits, called communities, 

comprising user-created boards covering many topics. Redditors talk about the different issues that the 

specific subreddit deals with. Users can start their own subreddits on various topics: if other users find 

them interesting, they can subscribe to them and thus, receive updates (Fastweb 2022). It is considered 

inactive if a subreddit has not had any discussions for a long time. In fact, Reddit considers a subreddit 

to be active when it receives at least five comments per day (Lin 2023). The number of subreddits has 

grown steadily since Reddit was founded. There were approximately 2.8 million subreddits in 2021 

(Metrics for reddit 2023) and approximately 3.1 million in 2022 (Dean 2023). The official Reddit website 

(Reddit 2024) reports that in October 2023 there were more than 100 thousand active communities, more 

than 16 billion posts and comments and more than 70 million daily active users, while 52 million in 2021 

(Dixon 2023a). Reddit is one of the most visited websites online. According to Similarweb (2023), total 

visits to Reddit were around 2.1 billion in December 2023 while in 2021 they were 1.68 billion. Reddit 

is ranked as the 16th most visited website in the world, the 9th in the United States, and the 4th among 

similar sites in its category. Again, according to Similarweb (2023), in December 2023 the majority of 

Redditors reside in the United States with 48.51%, followed by the United Kingdom with 7.15%, Canada 

with 7.01%, Australia with 4.36%, Germany with 3.06% and other countries with 29.91%. So, most users 

reside in predominantly English-speaking states. According to Statista (Dixon 2023b), in 2022, the 63.8% 

of global Reddit users are male while the 36.2% are female. So, it can be said that Reddit is generally 

more prevalent among men. Furthermore, in 2021 in the United States the 36% of Redditors belonged to 

the 18-29 age group, the 22% to the 30-49 age group, the 10% to the 50-64 age group and the remaining 

3% to the over 65s (Dixon 2022c). Instead, in the United Kingdom the most significant number of 

Redditors is aged between 15 and 35 with 47%, between 36 and 55 with 17%, while only 1% is over 56 

(Dixon 2022b). Moreover, according to Statista (Dixon 2022f), it appears that in 2021 in the United 

States most adult Reddit users live in urban and suburban areas and have attended college (Dixon 2022e). 

Furthermore, most fall into the upper-middle income bracket (Dixon 2022d). Finally, data from Statista 
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(Dixon 2022a) shows that in the third quarter of 2020 in the United States, the 52% of Reddit users 

accessed the platform daily, 82% accessed it weekly, the 95% accessed it monthly. On the Reddit 

platform, in some subreddits such as WallStreetBets, topics related to economics and finance are 

addressed, in which there are discussions on issues relating to investments and cryptocurrencies. 

 

1.2 - WallStreetBets 

Thanks to the WallStreetBets subreddit, hereafter WSB, there has been a further increase in Reddit's 

popularity after the GameStop case. In fact, in 2021 the three most popular posts on Reddit came from 

the r/wallstreetbets subreddit (Dailey 2021). WSB is a subreddit where 15 million potential investors are 

currently registered and discuss trading strategies, investments and their profits and losses. Globally 

Compared to many subreddits WSB's strength lies in its large number of subscribers, in fact it is in the 

top 1% of the ranking based on size. The language used in the conversations of this subreddit, which 

reinforces the identity of belonging (Bernstein et al. 2011; Lucchini et al. 2021), is characterized by an 

irreverent and informal style, full of emojis (Emoji combos 2024; Emoji party 2024; Emojipedia 2024; 

Symbl 2024) (Appendix A), slang, acronyms, and own terms (Reddit 2017; Reddit 2021; Business 

English 2024) (Appendix B). WSB is a community without any single leader (Anand and Pathak 2021) 

but once the discussion turns out to be persuasive, heterogeneous opinions become homogeneous and 

the community comes to an agreement forming polarized opinions that trigger possible collective actions 

(Lucchini et al. 2021). In recent years, WSB has given rise to several online mass collective coordination, 

capable of having a significant impact on the financial markets. From these collective actions the term 

‘meme stock’ was born. This term refers to the shares of a particular company on which most of the 

discussions and interests of retail investors in social media converge (Aloosh, Ouzan and Shahzad 2022). 

The collective action of these subjects determines a rapid and significant increase in the price of security 

and in trading volumes. Potential WSB investors, aware that by uniting in collective actions enable them 

to influence the share price, channelled their activity into the mass purchase of shares of mainly troubled 

companies. In this way, they created significant problems for short sellers (hedge funds) who bet on the 

failure of these companies. The mass buying of those shares increased their prices due to excess demand 

and lack of availability. This forced short sellers to buy shares to limit their losses, thus driving prices 

even higher (Allen et al. 2021; Lucchini et al. 2021). There are several cases in which some companies 

have been subjected to meme stocks following this modus operandi and the best known are the following: 

GameStop, AMC Entertainment, BlackBerry, and Nokia (Lyócsa, Baumöhl and Výrost 2022). 
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1.3 - Choice of the period 

As for the period to analyse, researching into economic online newspaper articles provided various 

information relating to social media and their possible influence on financial markets. In particular, the 

choice fell on the examination of articles that highlighted cases of companies that had had sudden 

increases and rapid drops in share prices, and that attributed the responsibility for these events mainly to 

the influence of social media. The question arose as to whether this price trend could really be traced 

back to social media focusing on the financial sector, particularly WSB. Once the different news reports 

had been consulted, the investigation had to be conducted on extended potential periods since not only a 

few significant isolated cases had occurred, but also others that had received less media coverage (La 

Monica 2021; Miao and Stevens 2021; White 2021). The choice of the period - from the 16th May2021 

to the11th June 2021 - happened once the cases of interest involving different companies had been 

detected.  In this way, several days preceding the sudden increases in share prices were included and a 

few days later their rapid collapses. The analysis of the comments published in WSB in that specific 

period can provide valuable information on the discussions, sentiment and strategies implemented by the 

community, thus revealing how much and how it influenced the financial market. In order to investigate 

the discussions that took place in social media and the phenomena connected to them, specific tools are 

needed that allow the extraction of the relevant data. The Application Programming Interface allows you 

to carry out this task. 
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CHAPTER 2 - API and API wrapper 

Downloading comments from social networks involves interacting with the platform's own API (acronym 

for Application Programming Interface), or the use of specialized tools that allow access to public data, 

such as API Wrappers. 

An API is a set of communication protocols, routines (sequence of instructions) and tools that allow 

devices and software applications or different applications to communicate and interact with each other. 

An API can be built using various programming languages. APIs then define the methods and data 

formats that applications have to use to request and exchange information. They enable the interaction 

of different software systems allowing them to work together and share data quickly, efficiently and 

securely. This interaction can involve capturing data, sending data, or performing specific actions. Instead 

of creating internal software a company can use an API to make its software programs or data interact 

with that of another company. This entails a significant saving of time and money. APIs are commonly 

used in web development to enable communication between web servers and client applications but can 

be found in various software contexts. (Rapidapi 2023) An example of an API between web server and 

client is the payment of a product purchased on a website via mobile phone or computer through one of 

the digital payment systems. The entire process is carried out through APIs, which exchange data without 

the user having visibility at the interface level. 

This is the process that happens between client and server: 

1. The client (system or application) sends the request to the API server - called "API call"- which 

specifies the operation to be carried out; 

2. The API server receives the request and, processes it using the application; 

3. The API server returns a response to the client formatted according to the API specifications, with 

which it communicates the requested data; 

4. After receiving the response from the API, the client processes the data according to the 

programmer's method, for example, showing it to the user (IBM 2023). 

APIs can be: 

• private (or even internal), when they are used only within a company to connect systems and data, 

and remain hidden from external users; 

• of partners, when they are accessible only to trusted partners external to the company to facilitate 

connections with other companies; 



16 
 

• public (or even open or external), when anyone can use it with any authorizations and/or costs, 

thus allowing third-party developers to create applications that interact with company APIs. The 

more an API is made public the more developers are inclined to develop applications centred on 

this API; 

• composite, when different APIs are composed together in complex systems. Developers can thus 

obtain data from multiple sources through a single API (Lutkevich 2022). 

APIs offer numerous benefits. First, their functionality since they facilitate the development of the 

application with which information is exchanged between different systems, adding new services. Then 

their modularity, which allows a complex system to be divided into independent modules, thus 

facilitating the management, maintenance and updating of individual parts without having to start from 

scratch. Another benefit is the reusability of individual software components which allows us to reduce 

the work required for their design, thus encouraging the development of new features. Interoperability, 

then, allows the interaction among various systems to be standardized, facilitating the integration 

between different technologies and services. Finally, the use of APIs facilitates accessibility to services 

and guarantees the security of services and data (Devinterface 2023). Specifically, the Reddit API allows 

developers to access and interact with Reddit data, including reading and submitting posts, retrieving 

comments and more (Reddit 2023). 

In the IT field, an API wrapper is a package of code that allows different programs to communicate with 

each other, simplifying the use of a specific API. API wrappers handle the details of making requests to 

an API, parsing responses and other low-level interactions. They can be low-level when they enable a 

direct interface with a system, or they can be high-level when they provide the developer with an easier 

way to use interface. API wrappers are valuable tools for developers because they simplify the interaction 

between services and APIs and facilitate integration between different technologies by improving their 

compatibility. Therefore, they let the user save time and effort while at the same time promoting 

consistency and good practice. Among the many crucial aspects of API wrappers, there is the fact that 

they often handle the authentication process making it easier for developers to obtain and use the 

necessary credentials. They also extract the underlying details of HTTP request execution and response 

analysis in a more user-friendly, high-level interface. API wrappers can include API error and exception 

handling mechanisms to simplify the process. They often enable common tasks and operations by 

reducing the amount of code required to perform specific actions making it easier for developers to 

integrate API functionality into their applications. Finally, API wrappers aim at providing a consistent 
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and predictable interface and the best of them come with complete documentation and examples to guide 

developers on how to use the library effectively and efficiently (Got API 2023). 

To sum up, while an API is a set of rules and protocols for the interaction between devices and software 

components, an API wrapper is a tool or library obtained using one of the possible programming 

languages that simplifies the use of a specific API making it more accessible and convenient for 

developers. 

 

2.1 - Choosing an API wrapper (PRAW) 

The choice of a specific API wrapper depends on its ease of use, on the continuity in development, on 

community support, on its functionality, and on personal preferences. It also depends on the requirements 

of one’s own project, familiarity with the library and on the presence of specific features that any library 

offers compared to another. It is also essential to review the documentation and features of different 

wrappers to determine which one best suit one’s needs (Manaw 2023). 

PRAW - acronym for "Python Reddit API Wrapper" - is a package (series of modules) developed using 

the Python language, which enables an easy access to the Reddit API following all its rules (PRAW 

2023a). PRAW is widely used for several reasons, firstly as it provides a Python interface that is widely 

used for its easiness, which allows developers to interact with the Reddit API without having to deal with 

low-level details. The syntax is designed to be user-friendly, thus making it accessible to beginners and 

experienced developers. Secondly, PRAW simplifies the use of the Reddit API, handling tasks such as 

authentication, managing HTTP requests and parsing JSON responses. This allows developers to focus 

on their specific task creating applications or scripts that leverage Reddit data rather than dealing with 

the complex details of the API. Moreover, PRAW offers a range of features such as reading posts, posting 

comments, managing user authentication and more. Additionally, PRAW is extensible allowing 

developers to customize and extend its functionality. It also includes built-in support for managing Reddit 

API rate limits helping developers avoid issues related to excessive requests. The developer community 

is active and supportive, and it is invaluable to get help and solve the different problems that may arise. 

The library is well documented thanks to comprehensive guides and examples, which let users understand 

and implement Reddit API interactions. Being actively maintained and receiving regular updates, PRAW 

ensures that the library keeps compatible with changes to the Reddit API and keeps improving over time. 

Thanks to regular updates users can benefit from bug fixes and new features. Finally, PRAW is an open-
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source project, that is the source code is freely available, and can be modified, expanded, and 

redistributed without any restrictions. This openness fosters transparency and collaboration within the 

developer community (Eliahu 2023). 

The Reddit API and in turn PRAW allow obtaining all comments from submissions which will then be 

used to perform text analysis. The submission can be specified through the entire URL, acronym for 

Uniform Resource Locator (for example https://www.reddit.com/r/funny/comments/3g1jfi/buttons/), or 

a part of it containing the ID (for instance 3g1jfi which follows comments/) and which represent a specific 

post in a unique way (PRAW 2023b). 

 

2.2 - Limitations of the analysis by time period and keywords 

Through the use of some specific API wrappers, all the texts on a particular site could be identified and 

downloaded by filtering the posts according to a precise period of time and certain keywords, such as a 

company ticker (Pagolu et al. 2016). However, since not all API wrappers are one and the same thing 

some of them may not have this specific functionality. These are the most critical limitations that some 

API wrappers may meet whenever they filter posts based on particular time periods and keywords (Cruz, 

Kinyua and Mutigwe 2023). Using only a few keywords, without considering different terms or 

expressions that can refer to the same topic, such as synonyms, abbreviations, or alternative expressions, 

may result in loss of relevant content. Furthermore, false positives and information noise could also be 

detected in the data set based on specific keywords. In the first case it is data that, although responding 

to the request, does not refer to the expected topic while in the second, instead, refers to data that, although 

dealing with what is wanted, are not relevant (Agenda Digitale 2018). Language proficiency is another 

aspect that can cause limitations, also in reference to the period. As a matter of fact, we cannot always 

have knowledge of all the words that are used in different contexts or phenomena and so, consequently, 

the risk is to leave out words that we do not know but that are relevant and conduct an incomplete search, 

with partial or incorrect results. Finally, language is dynamic by its nature and changes over time: 

discussions may use variations, slang or new terms that are not covered by the selected keywords. 

Keeping up with changing language trends requires regular updates to the keyword list. 

Given the limitations of the approach just mentioned, in the data extraction phase of this research, it was 

decided not to apply period and keyword filters but only to extract general discussion posts. 
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2.3 - Importance of daily discussion threads pinned by moderators in Reddit 

In social media, a thread is a discussion that takes place on a well-defined topic. A first user, generally 

the moderator, establishes the subject – called topic – of the discussion; then, the users' interventions on 

the topic or the answers given by other users follow in chronological order. The set of topics and 

interventions is called a thread (Hootsuite, 2020). 

In this research we chose to analyse the daily discussion threads of the WSB subreddit rather than posts 

containing one or more keywords because analysing daily discussion threads allows to enter into the 

most visible and quickly accessible conversations within the same community. As for specific particular 

research objectives, it can be very useful more to analyse a daily discussion thread than posts containing 

one or more keywords, providing a snapshot of collective thinking on a specific aspect or topic. These 

threads often follow a definite structure determined by the community moderators following strict rules: 

this makes the analysis more manageable and rigorous and allows insights into the most discussed or 

trending topics. In addition, the investigation of the entire thread allows you to directly acquire a broad 

view of the sentiment, discussions and opinions of the community on that particular topic or theme. The 

regular review of daily threads, in which discussions on the same or similar topics over different periods 

are compared at different times, can help you understand how the overall sentiment is changing and 

identify emerging trends. Finally, the analysis of daily threads can help to understand the dynamics that 

develop continuously within the community; it let us observe and understand how users interact with 

each other, which topics generate the most outstanding involvement and how feelings can evolve over 

time.  

Not all Reddit pages use a daily discussion thread, which depends on the policies, nature, focus, and 

specific preferences of the moderators and the community members. Daily discussion threads are 

commonly used in certain types of subreddits, such as those dedicated to particular topics, hobbies, or 

activities where regular, informal conversations between community members are encouraged. For 

example, subreddits related to financial markets, fitness, gaming, and other interests often have daily 

discussion threads where users can share thoughts, ask questions, and engage in free conversation. Many 

WSB pages also contain threads such as ‘Daily Discussion Thread’, ‘What Are Your Moves Tomorrow’, 

‘Weekend Discussion Thread’ characterized by a yellow or blue label, with which Reddit indicates that 

moderators of a particular subreddit have chosen to highlight and pin a certain post or comment at the 

top of the main page (Mancini et al. 2021, Boylston et al. 2021). As a result, displaying them first they 

make easily accessible some information deemed essential, such as announcements, discussions, 
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frequently asked questions, ongoing events, community guidelines or other content so that visitors to the 

subreddit will see the pinned post first, although others will be posted later on the same page. The number 

of pinned posts that can be displayed at the top of a subreddit is usually limited to one or two, depending 

on the settings that have been given. 

For a better understanding of what was happening and to have a clear overview of the WSB subreddit in 

the period under review the Internet Archive – an important resource – was used. 
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CHAPTER 3 - Internet Archive and dataset 

Internet Archive is a non-profit digital library founded in 1996 that aims at providing "universal access 

to all knowledge" (Archive 2014). It collects millions of books, films, software, music, websites and 

more giving anyone the opportunity to access content for free. The original mission of the Internet 

Archive, as the name suggests, is to store the whole of digital contents on the Internet. Unlike a newspaper 

or a printed book, these contents are intangible and, therefore, subject to modifications and even to 

permanent deletion at any time. This is why there is often no memory left of them, not even of aesthetic 

nature. In fact, the average life of a web page, prior to modification or deletion, varies from forty-four to 

one hundred days (Ashenfelder 2011). The Internet Archive preserves digital documents for future 

generations and provides historical documentation of the web, which is constantly evolving by its own 

nature. Internet Archive gives the possibility to search, through an integrated tool introduced in 2001 - 

the Wayback Machine - a history which today is made up of over 860 billion web pages on the Internet. 

Storing on the Internet Archive enables the consultation of web pages that either have changed over time 

or are no longer reachable through regular search engines because they have been closed (Archive 

2022a.). Harvard University conducted a study on over 550,000 New York Times articles published 

online from 1996 to 2019 and discovered that on average 25% of the links contained in them are no 

longer working, meaning that the pages to them connected have been deleted or modified. Broken links 

(Rouse 2015a) went from the 6% of connections in 2018 to 72% in 1998 (Clark, 2021). Another study 

carried out in 1995 on 360 links on the Internet discovered that 20 years later, only 1.2% of them were 

still working (Rais, 2022).   

 

3.1 - The subjects who contribute to the creation of the archive 

The web pages that Wayback Machine can visualize are saved and stored by means of a combination of 

automated scans, of user submissions, and of with website owners collaborations. Users actively 

contribute to the archive by submitting specific URLs via the "Save Page Now" feature on the Wayback 

Machine website. This allows anyone to store pages they consider necessary or exciting. Additionally, 

website owners can collaborate with Internet Archive by providing archives of their sites (Archive 

2022b). The automated programs managed by Internet Archive that analyse the contents of the network, 

called web crawlers, keep browsing the web storing snapshots of pages and indexing their contents. 
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Web crawlers – also known as web spiders, web robots or simply bots – are automated programs or 

scripts designed to navigate the World Wide Web by systematically and continuously collecting 

information from websites. They analyse keywords, the various contents present, the internal and external 

links and index them, which means that they catalogue the collected information by entering it into the 

search engine database. Therefore, these crawlers play a fundamental role: they allow search engines to 

collect data on web pages, to constantly update their databases and to make information easily accessible 

to users through search results (Rouse 2017). Web crawlers are widely used by search engines such as 

Google, Bing and Yahoo to index the vast amount of information catalogued and available on the web 

(Rouse 2015b; TechTerms 2008). 

The web crawler process generally occurs in three phases. The first one consists in scanning and 

archiving web pages. Using web crawlers similar to those used by search engines, Internet Archive visits 

and scans websites on the Internet, capturing their entire content, including HTML tags, images, style 

sheets, scripts, links, and other resources associated with the page. Crawlers also follow links from one 

page to another and finally, they store what has been acquired (Lyden 2017). Then, the second step is the 

indexing, which makes the acquired content searchable via Wayback Machine. By entering a URL, users 

can view archived versions of the corresponding web page (Morris, 2023). In the end, each version of a 

web page captured by the Internet Archive is given a timestamp, which allows users to log in and view 

the page just as it appeared (Graham 2017). 

The frequency with which web pages are acquired by Internet Archive web crawlers can vary for several 

reasons, one of them being the popularity and importance of the site. High-traffic pages and websites the 

historical, cultural, or academic value of which is significant can receive great attention from Internet 

Archive web crawlers. In addition, since the purpose of the Internet Archive is to provide a historical 

record of web content, pages that undergo continuous changes or close updates are likely to be captured 

more frequently than others so, they can have multiple archived versions, even on the same day. The 

Internet Archive web crawlers also follow the links among the various pages: whenever a page has more 

incoming links or is part of a well-connected network of pages it can be crawled and acquired more 

frequently. Another aspect concerns the ability of website owners to control whether their sites are 

crawled and stored by the Internet Archive through the use of the "robots.txt" file. If a website owner 

requests exclusion, the Internet Archive comply with this directive and may capture the page less 

frequently or not at all. It should be noted that some pages could encounter technical difficulties for web 

crawlers affecting the frequency of successful acquisitions. For example, it can be very challenging to 

accurately store pages with complex JavaScript interactions or other non-standard elements. Finally, 
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since the Internet Archive has limited resources the frequency of storing may be affected by the capacity 

for the organisation to run a scan and archive web content. Therefore, higher or more accessible priority 

pages could be scanned more frequently. 

 

3.2 - Relevance and use of Wayback Machine 

The following paragraph deals with both some specific features of the Wayback Machine and the web 

pages stored by the Internet Archive that make this tool particularly useful together with an insight into 

the way it can be used. 

The analysis of the various snapshots of the same web page and their comparison can be useful to identify 

changes and updates to the contents, and in particular to track news websites, blogs or other platforms 

where information is updated regularly and to follow the evolution over time. Examining archived web 

pages in relation to specific dates or events, such as major news events, technological advances, or 

cultural changes, can offer historical perspective on how the web responded to these particular events. 

Moreover, these archived web pages can be analysed to study cultural and social trends emerging from 

online content. Research might address changes in the use of a particular language, the emergence of 

new topics or common interests and changes in public sentiment. 

Internet Archive captures content as diverse as news articles, academic documents, blogs, multimedia 

(video, photographs, music, text), and more. The analysis of all this content through the Wayback 

Machine can provide interesting data on the kind of information that people create and share on the web, 

which in turn can be processed. The Wayback Machine can also be helpful to investigate the 

disappearance of entire websites, parts of them or specific contents from the active web, the reasons for 

which can be various going from a new design of the site to the change of the domain name or its 

expiration; from the deliberate removal of contents due to incorrect information to erroneous assessments 

of particular events; from the lack of authorizations to controversies of a judicial or other nature. 

The quickest way to search in Wayback Machine is to type a specific URL and, in this particular research 

the choice fell on https://www.reddit.com/r/wallstreetbets/. The image below (Figure 3.1) shows what 

appears on the screen soon after typing the URL and pressing ‘enter’. On top of the page, there is a 

horizontal strip that represents the time frame in which the scans present in the Internet Archive were 

stored divided into years. Within each year, the histogram shows the quantity of scans carried out divided 

into months: the higher the black line the more significant their number. These scans cover a period of 
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about 13 years: from 2012 – the year of foundation of the WSB subreddit was founded, until today. By 

clicking within a specific year (2021 in this case), at the bottom of the page a whole calendar in the 

traditional calendar format appears, displaying the different scans that have taken place, highlighted using 

specific colours (Archive, 2023). 

 

       Figure 3.1: Scan of the URL https://www.reddit.com/r/wallstreetbets/ in Wayback Machine. 

 

       Source: archive.org 

 

The circled days correspond to the days when the site was crawled: the larger the circle the greater the 

number of scans that have been performed on that day. The circles can be blue, green, orange or red: blue 

means that the scans occurred without any problems; green means that in that particular day that precise 

acquisition was a redirection; orange means that the URL was not found and finally, red means that, 

while retrieving the page, the server has made some errors. The majority of the circles are highlighted in 

light blue (Graham 2016). By positioning the mouse on one of the days when one or more scans have 
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taken place, a window will open displaying their precise number of scans that occurred in that day 

together with the time when they have been performed. By clicking on the desired time, the respective 

snapshot will be displayed. 

 

3.2.1 - From Internet Archive to WallStreetBets as it was and as it is now 

By placing the mouse on a specific day of the calendar a window will open displaying the list of all the 

scans and of the time when they have taken place. For example, by opening the first of the WSB subreddit 

scans on 1st June 2021, this is what appears on the screen (Figure 3.2): 

 

       Figure 3.2: Example of screen after selecting a specific scan in Wayback Machine. 

 

       Source: archive.org 

 

 

 

 



26 
 

A click on one of the headlines in the central part of the page, for example the first, (Figure 3.2), will 

open the link and the relevant page will be displayed (Figure 3.3). At the top of the page, the URL of the 

acquired page appears, which is important to visualize the current web page. 

 

       Figure 3.3: Example of screen after selecting a specific title in a scan in Wayback Machine. 

 

       Source: archive.org 

 

 

Copying and pasting the above-mentioned URL into the search engine bar and pressing Enter will open 

the page as it appears today (Figure 3.4). This URL is essential in order to extract the comments of the 

specific post, as it is specifically requested by Reddit's API 

 

 

 

 



27 
 

       Figure 3.4: Example of the screen of how the web page looks today. 

 

       Source: archive.org 

 

Reddit does not give the possibility to detect the exact date on which a particular post was published, nor 

does it allow searching for posts by filtering them by date. Thus, if an analysis is made concerning a post 

published long ago, Reddit will only show how many years earlier it was published, without indicating 

either the month or the day. To overcome this obstacle, simply put the operator 'inurl:' in front of the URL 

of the page in question to detect the date (Fur 2020; Titinnanzi 2018). If this fails, using the method just 

described, the publication date can be obtained by analysing the HTML code of the page and searching 

for it via the 'created-timestamp' entry (TechTerms 2021). 

 

3.2.2 - Recovering deleted posts from Internet Archive 

The Wayback Machine makes it possible to retrieve the post relating to a discussion that, although it had 

obtained several comments, was subsequently deleted by the author himself or by the moderators, and is 

now no longer visible. Taking, for example, the discussion that took place on 28 January 2021 in WSB 
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in the Internet Archive (Figure 3.5), it can be seen that, as written at the bottom of the page, the post after 

28 minutes had already obtained 8728 comments. 

 

       Figure 3.5: Example of a thread in Wayback Machine. 

 

       Source: archive.org 

 

If you go to the address at the top of the page (Figure 3.5), you can see on the page below (Figure 3.6) 

that both the post and the author have been deleted, and that the comments have reached the remarkable 

number of 69,318. In this way, one can understand the content of the post and download comments 

relevant to one's research. 

 

 

 

 



29 
 

       Figure 3.6: Example of the screen of how the web page looks today without author and topic.  

 

       Source: archive.org 

 

3.3 - Creation of the dataset 

Once all URLs of the general discussion posts from the period under review were obtained, the 

corresponding comments were downloaded. Using PRAW, the following data was extracted for each 

comment: the exact date it was published, the author, the number of upvotes/downvotes and the content. 

This data was subsequently saved in an Excel file. At the end of the process, there were as many Excel 

files as there were posts analysed. Comments on posts published on a specific date could have been 

written on the same day or on subsequent days. Since the problem to be addressed was to check daily 

trends, it was necessary to collect all comments on the different posts in one place. To fulfil this task, a 

database was created using Access, allowing for easier queries, in particular by filtering the publication 

date of the comments. 

The entire dataset consists of 791,588 comments, a number already filtered out by deleted, removed and 

BOT comments, and covers a period from 16-05-2021 to 11-06-2021. The total number of comments 

without filtering would have been 831,078. 
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CHAPTER 4 - Natural language processing and its applications 

In accounting and finance, the availability of company reports, news articles and social media content 

provide a wealth of data on which to apply textual analysis. Textual analysis can be used to monitor this 

data even in real time to gain an informational advantage, before this information is read and assimilated 

by people. Stock market investor evaluations incorporate not only quantitative but also qualitative data. 

Textual analysis can also be called qualitative analysis and is less precise than the quantitative methods 

generally used in accounting and finance. Despite this imprecision, the use of textual analysis 

nevertheless represents an opportunity to be exploited. Textual analysis resides in many disciplines 

including natural language processing (henceforth NLP) and its applications including information 

extraction and sentiment analysis. Qualitative data to be used as input requires translation into 

quantitative data (Loughran and McDonald 2016).  

Text analysis requires a large and solid text corpus as a prerequisite. Several text corpora form textual 

corpora, which collect many documents in natural language, written or spoken, linked together. Textual 

corpora are often stored in electronic form, while historical corpora are converted into electronic form so 

that they can be analysed easily. The size of a corpus can vary from small to large, ranging from tens to 

hundreds of gigabytes. Corpora may consist of unstructured data in a single language or in several 

languages. Text corpora are used for textual analysis. To use a text corpus, pre-processing must be carried 

out so that it is ready for subsequent analysis. 

 

4.1 - Natural Language Processing and Natural Language Toolkit 

The language that everyone commonly uses to communicate in both verbal and written form still 

represents a very important source of data. Despite its high potential this source is still not fully exploited. 

Human languages such as English, Italian, Spanish and all the many others are natural languages. A 

natural language has matured, expanded and mutated by humans through use and communication and 

has been created to be understood by other people. In contrast, a computer programming language is 

artificially created and constructed. So, there is a dichotomy between the two types of language. Textual 

data very often refer to natural language in the form of a word, sentence, or document. This is 

unstructured data, but it follows a precise syntax and semantics and is the basis for text analysis and NLP. 

In order for the computer to be able to analyse unstructured data, as it cannot directly employ 

mathematical or statistical models, NLP and algorithms must be used to transform textual data into 
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numerical data and thus become readable by the computer. This conversion process is called 

'vectorization' or 'word embedding'. 

In contrast to unstructured data, structured or semi-structured data, being characterised by fields or 

markup make it easier for the computer to process them. The analysis of unstructured textual data 

represents an important possibility for researchers and organisations to derive valuable and useful 

information in the scientific, economic, social and cultural fields. In order for the computer to process 

and understand this data, NLP must be used to obtain useful outputs. NLP falls into the fields of computer 

science, engineering, Artificial Intelligence (AI) and computational linguistics. The interplay of these 

fields makes it possible to design applications and systems that link machine and natural language, i.e. 

Human-Computer Interaction (HCI). In short, we can say that NLP is about the computer manipulation 

of natural language. In recent years, NLP is playing an increasingly important role. As far as the corporate 

field is concerned, it is of importance that an ever-widening number of people have practical knowledge 

of NLP (Chen, Chiang and Storey 2012; Sagiroglu and Sinanc 2013). 

An important ready-to-use resource for NLP analysis is the Natural Language Tool-Kit (henceforth 

NLTK) as it contains corpora, lexical and grammatical resources, algorithms and models for natural 

language processing. NLTK was initially developed in 2001 at the University of Pennsylvania and then 

extended by academic experts over the years. NLTK frameworks allow Python programmers to process 

and analyse textual data, even in different languages, saving them a lot of time and effort that they would 

have had to spend on creating the code to perform these operations. Thus, NLTK allows researchers to 

focus their work on algorithms for solving real problems. Because of these characteristics, NLTK is 

functional for NLP activities and allows important research projects to be carried out (Bird, Klein and 

Loper 2009). 

 

4.2 - Text pre-processing 

In order to be able to analyse text data, which are initially in a raw format, they must be cleaned, 

normalised and pre-processed in such a way that the processor can recognise them. Pre-processing, or 

text processing, consists of a series of steps to accomplish this task. Thorough and solid pre-processing 

of the text is crucial for NLP and text analysis as the derived textual data, be it words, phrases, sentences, 

or tokens, constitute the initial input elements that will be augmented later to proceed to more complex 

analyses, such as information extraction and sentiment analysis. The famous IT motto 'garbage in, 
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garbage out' is of utmost importance because if the text is not processed accurately and correctly, the 

results obtained from the analysis will not be satisfactory and relevant. 

The following figure (Figure 4.1) represents the most common techniques of text pre-processing based 

on Text Analytics with Python: A Practical Real-World Approach to Gaining Actionable Insights from 

Your Data written by D. Sarkar in 2016. 

 

       Figure 4.1: Pre-processing phases. 

 

       Source: Sarkar 2016. 

 

a) Tokenization 

Knowing the structure of natural language in detail is useful in text analysis. A text document can be 

subdivided into several parts following a precise hierarchy: sentence → clause → phrase → word. 

Tokenisation is the process of breaking down and subdividing the textual corpus into smaller meaningful 

elements called tokens. Tokens are independent textual elements that can represent words, but also 

special characters and punctuation. Specifically, the token is a string of encoded bytes representing the 

text. Tokenisation of the textual corpus may be carried out before or after the elimination of potentially 

unnecessary characters and symbols in the textual data. The decision of when to carry out tokenisation 

depends on the type of problem and the data being addressed. Tokenisation is a fundamental process in 



33 
 

the various pre-processing stages, especially in text normalisation where stemming and lemmatisation 

operate on the individual word. 

NLTK provides several useful options for tokenizing: word_tokenize, TreebankWordTokenizer and 

RegexpTokenizer. NLTK recommends using the word tokenize function, which is the default option. The 

word tokenize function splits standard contractions, e.g. 'don't' is transformed into 'do' and 'n't', and 

punctuation handling, e.g. commas, full stops followed by whitespace, as separate tokens. The end result 

of tokenization separating the raw text into tokens is the starting point for tagging and normalising them, 

with the goal of having clean, standardised data for using NLP. 

 

b) Part-of-speech tagging 

Once one is able to access tokens extracted from textual documents, the next step after tokenization in 

the normal NLP process is tagging, also called part-of-speech tagging or POS tagging. In natural 

language, the same word can have different functions and therefore it is important to be able to distinguish 

between them. For example, the word 'work' can be either a verb or a noun. POS are lexical categories 

to which words belong according to their context and syntactic role. The main lexical categories to which 

words can belong are: 

• N(oun): Nouns refer to things, people, places, or concepts, for example, table, child, Italy, 

kindness. Nouns can appear after adjectives and determiner and can be the subject or object of 

the verb. N represents simplified noun tags for common nouns like table and NP for proper nouns 

like Italy. 

• V(erb): Verbs express events and actions, such as sing and walk. 

• Adj(ective): Adjectives describe nouns and can be used as predicates (for instance, heavy in the 

sofa is heavy) or as modifiers (for example, heavy in the heavy sofa). English adjectives can have 

an internal structure (for example, increase+ing in the increasing prices). 

• Adv(erb): Adverbs transform verbs to specify the manner, time, direction, or place of the event 

expressed by the verb (for example, slowly in the prices increased slowly). Adverbs can also 

modify adjectives (for example very in the road is very long). 

The N, V, ADJ and ADV tags are open lexical categories, i.e. composed of words included in an open 

vocabulary. One of the characteristics of natural language is that it evolves over time by adding new 

words. Open lexical categories, as the name suggests, allow these new words to be added to the 
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vocabulary. Closed lexical categories consist of a finite number of words and do not admit new additions. 

These categories include pronouns, prepositions, articles/determinants, modals and personal pronouns. 

Tagging classifies and labels each token with the appropriate POS tag. POS tags encode how the token 

functions in context. Tagging is particularly useful in NLP applications because it allows this valuable 

information to be exploited for specific analyses, such as identifying which names occur most frequently 

and disambiguating the meaning of words. 

A POS tagger processes a series of words and assigns the relevant POS tag to each of them. The POS 

tagger recommended by NLTK is the pos tag which is based on the Penn Treebank tagset, one of the 

most widely used in various text analysis and NLP applications. The Penn Treebank is a project that 

originated in the late 1980s at the University of Pennsylvania. A tagset is a set of tags used for a specific 

problem. The Penn Treebank tagset consists of 36 parts of speech, structural tags, and tense markers (e.g. 

for verbs VB, for singular nouns NN, for adverbs RB, for adjectives JJ). In NLTK, the tagging process 

returns tuples (tags, tokens), where the tag is a case-sensitive string and the most likely in a given context. 

A tuple is an ordered sequence of elements similar to a list, but once created it is immutable. 

The figure below (Figure 4.2) details an overview of the Penn Treebank tagset and related examples. 
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       Figure 4.2: Tagset Penn Treebank and related examples. 
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       Source: Sarkar 2016. 
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Text normalization 

Text normalization, also called text cleansing or wrangling, is a pre-processing step and consists of 

organising, cleaning and standardising text data for use by analysis and NLP applications as input. The 

goal of text normalization is to reduce word variations to a common representation of them. Tokenization 

can also be part of text normalization. 

 

c) Removing special characters 

One of the relevant steps in text normalization is the removal of punctuation and special characters that 

are often used in sentences and are useless in text analysis. This technique can be carried out before or 

after tokenization. Depending on the problem being addressed, apostrophes can be retained in sentences 

and contracted words can be expanded. 

 

d) Expanding contractions 

Contractions are words or syllables in abbreviated versions created by removing specific letters and 

sounds. They can be in written or spoken form. In formal language contractions are rarely used, while in 

informal language they are used more. Contractions are formed with an apostrophe character expressing 

two or more words and this poses a problem in text analysis and NLP when tokenizing and standardising 

words. To solve this problem, contractions can be expanded in the text. Often in the English language, 

these contractions occur by removing one of the vowels in the word, such as don't becomes do not or 

aren't becomes are not. 

 

e) Case conversions 

To standardise sentences or words, it can be very useful to change their case. The two most commonly 

used methods are the uppercase conversion, where all letters become uppercase, and the lowercase 

conversion, where all letters become lowercase. In addition, there are other methods such as the sentence 

case, where only the first letter of the first word of a sentence becomes uppercase, the proper case, where 

the first letter of all words in a sentence becomes uppercase, and the title case or headline case, which is 

similar to the proper case with the difference that minor words remain lowercase. 
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f) Removing stop words 

Stop words, such as a, the, you, for example, are often removed from the text during normalisation as 

insignificant, while only words with more meaning are retained. In the corpus of the text, stop words are 

the words that appear most frequently. Every language has its own stop words. There is no universal and 

complete set of them. NLTK has a set of stop words for the English language that can be used to eliminate 

all words in the text that correspond to the stop words in this set. Stop words can also include the 

negations not and no, but great care must be taken when eliminating them, as the actual context of the 

sentence may be lost, especially if sentiment analysis is being performed. Therefore, one must carefully 

consider and balance which stop words to eliminate. 

 

g.1) Stemming 

Words are the smallest, independent units with their own meaning present in a language. Within a word, 

several morphemes can be present. Morphemes represent the smallest unit in natural language that has 

its own meaning, be it a word or part of a word. Morphemes are composed of stems and affixes. Affixes 

are added to the word stem, changing its meaning or creating a new one. There are several categories of 

affixes, such as prefixes, suffixes, simul fixes. Word stems represent the basic form of words to which 

affixes can be added to create new words. This process is called inflection. The reverse process of 

inflection is stemming, i.e. transforming the word from its inflected form to its basic form. For example, 

to the word work, adding affixes to it results in new words such as works, worked, and working. The 

word work is the word stem. By stemming the three example words into their inflected forms, one obtains 

their word stem. In this way, words are standardised, facilitating various applications such as information 

retrieval. Stemming is used extensively by search engines to provide more exact results to the user 

regardless of the form of the requested words. 

NLTK provides several stemmers: 

• The Porter Stemmer, developed by Dr. Martin Porter, is one of the most used and has five stages 

for stemming, each of which has its own set of rules. 

• The Lancaster Stemmer, also called Paice/Husk Stemmer, has over 120 rules for stemming. 

• The SnowballStemmer stems in 13 different languages in addition to English. 

• The RegexpStemmer allows you to build your own Stemmer by applying rules defined by the 

user. 
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The choice of which type of stemmer to use can vary depending on the problem you are dealing with. 

 

g.2) Lemmatization 

The lexeme includes all the different forms of a word, e.g. singing, sang, sings. 

The lemma is the basic form of one or more words, net of their inflections or variations, as found in the 

dictionary. Going back to the example above, the lemma of the lexeme singing, sang, sings is sing. 

Lemmatization is slightly different from stemming. Both remove affixes from the word to obtain its basic 

form. The difference between the two processes is that stemming can return the root stem which is not 

necessarily a lexicographically correct word and may not be found in the dictionary; whereas 

lemmatisation only returns the root word, or lemma, which can always be found in the dictionary. 

Lemmatisation is much more time-consuming than stemming as it removes affixes from words if and 

only if the lemma is found in the dictionary. 

NLTK uses WordNet to perform lemmatization. The WordNet, created at Princeton University in 1985, 

is a lexical database for the English language consisting of words, their definitions, relations and 

examples, and the set of synonyms (synsets). The WordNetLemmatizer class uses the Morphy() function 

to find the lemma of a word, using the word and the part of speech, comparing them with the WordNet 

corpus; it then removes the affixes from the word until it finds it in the WordNet itself. In case of a 

negative outcome, the initial word will be reported unchanged. Successful lemmatisation depends on the 

correctness of the part of speech. 

In the previous paragraphs, a survey was made of the various techniques most commonly used to process, 

normalise and standardise text. In addition to those listed, there are also others such as the removal of 

numbers and the conversion of emojis. Once these techniques have been implemented, it is possible to 

analyse text data in more detail in order to perform more complex operations on them. 

 

4.3 - Information extraction 

The multitude of unstructured textual data contains an infinity of valuable information that is hidden. 

Man, with his limited resources in terms of time and attention, would hardly be able to extract knowledge 

from them given the huge number of documents (Cukier 2010). Information extraction captures and 

summarises the main topics, concepts, and key phrases in documents. This task is facilitated by 



40 
 

information extraction techniques that allow meaningful insights to be derived to facilitate rapid decision-

making. An initial analysis of the textual data involves the extraction of key words and phrases to enable 

a general understanding of the topics and entities present in them. 

One of the possible approaches is the extraction of n-grams. This approach exploits the concept of n-

grams to identify adjacent successions of tokens in a given fixed length interval n: unigrams, n=1 (single 

tokens) - bigrams, n=2 (tuple of tokens e.g. 'I,' 'ate') - trigrams, n=3 (tuple of tokens e.g. 'I,' 'ate,' 'well') 

and following. If a pattern with several n-grams is constructed, it will be more difficult to have the same 

adjacent words repeating because too much noise would be created, thus losing the purpose of the 

analysis. The choice of interval size is a trade-off between the sensitivity and specificity of the model to 

find the right balance. 

Another possible approach, already discussed above, that can be exploited is the use of POS tagging. For 

example, it is possible to extract from a text the most frequent individual nouns, verbs or adjectives, or 

the most frequent combination of them, such as noun and verb, adjective and noun, and so on. 

Extracted text data can be represented through visual tools such as word clouds. The words within them 

vary in colour and size according to the frequency of the words in the examined text. The larger the 

words, the more important and used they are in the text, and vice versa. The purpose of using word clouds 

is to summarise and visualise textual information in an appealing manner and to make it possible to 

interpret the results in a simple manner. It is a flexible tool in that it allows you to decide how many 

words to display and can also be customised in other aspects, e.g. the word cloud can take the form of a 

mask, the background colour, font and word colour can be changed, and so on. Word clouds can be used 

to represent n-grams and POS-tagging results. 

 

4.4 - Sentiment analysis 

In the contemporary world, always more people use social networks to express their ideas, feelings, 

judgements, preferences, opinions, comments on facts or experiences related to people, consumer goods, 

travel, work, medicine, finance, politics and more (Daas et al. 2015). In this way, a multitude of data is 

put online that, if properly processed, can provide very important information to understand people's 

tendencies in various fields (Manyika et al. 2011): for example, it could be used by a company to plan 

market strategies to obtain better results or to predict a certain financial trend. 
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Social media have revolutionised traditional means of collecting trend data in various fields. Previously, 

the most widely used means were classic surveys and questionnaires, now information can be extracted 

directly from the content expressed by users to supplement it (Conrad et al. 2021; Smith and Gustafson 

2017). Economics, politics, business and other social spheres are and will increasingly be influenced by 

social media. The latter help to detect social sentiment and understand and exploit the mechanisms of 

influence. Sentiment analysis, also called opinion mining, is the process of determining the sentiment 

expressed by people across this multitude of textual data in a given time frame and context (Pang and 

Lee 2008). Generally, the dictionary-based method is used to perform this analysis. 

Istat began to see in this type of analysis, the possibility of deriving interesting statistical data in particular 

on the Italian economic situation. In line with Eurostat and other national statistical institutes (Eurostat 

2024), Istat used new data sources and methods to derive valuable new information. In this way, gaps in 

topics not yet covered can be filled quickly (Istat 2023a). 

 

4.4.1 - Social Mood on Economy Index 

Istat's Social Mood on Economy Index (SMEI) is an experimental index, started on 10 February 2016, 

that measures Italians' daily sentiment on the economy in real time by analysing public tweets, i.e. tweets 

that are visible even to those who do not have a tweeter account, written in Italian. Domain experts have 

developed a filter that extracts and processes only those messages that contain keywords or sets of 

keywords, eliminating useless or statistically irrelevant messages from the outset. For this reason, the 

filter excludes retweeted tweets, while retaining quoted and commented tweets. The filter for extracting 

tweets consists of 60 words or sets of keywords that were mostly chosen from the consumer confidence 

survey questionnaire. Compared to the latter, the SMEI measures a much broader phenomenon. 

Towards the end of 2021, given the increasing development of sentiment analysis techniques, the SMEI 

was updated and implemented with an additional second-level filter containing 115 words or sets of 

keywords. The second-level filter does not add new words but refines them, i.e. declines them in more 

ways. By doing so, while decreasing the number of tweets extracted and analysed, there will be a greater 

skimming of irrelevant ones than those that actually talk about the economy. 

Approximately 26,000 tweets are processed daily and after being cleaned and normalised are analysed 

using the sentiment analysis method. This method is based on an Italian-language sentiment lexicon, i.e. 

a vocabulary, to which pre-calculated positive and negative sentiment scores are associated. A clustering 
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algorithm separates the tweets into three distinct classes, negative, neutral and positive. Then, using a 

given measure of central tendency to the distribution of the numerical sentiment values of the tweets, the 

daily index value is obtained. However, as there was no score for neutral sentiments in the vocabulary, 

they were not considered for the index calculation. With the updated vocabulary, which also scores 

neutral sentiments, it is no longer necessary to do the clustering operation, whereas the way of calculating 

the index does not change (Istat 2023b). 

 

4.4.2 - Dictionary-based method 

The dictionary-based method is one of the most commonly used text analysis methods to date (Gentzkow 

et al. 2019). This method is often employed in sentiment analysis and uses a very valuable tool called 

word lists, lexicons or dictionaries. The first step in applying this method is to choose which word list to 

use according to one's goal. A word list is a collection of words representing a certain attribute with 

common sentiment, such as positivity and negativity, so that it can be identified in the text. By counting 

the words related to their attribute in the word lists and dividing them by the total number of words in 

the text, a comparative measure of tone or sentiment can be derived. Thus, if more positive words are 

present in a text than negative words, an optimistic tone will result. In addition, some word lists represent 

other attributes besides positivity and negativity, such as uncertainty, pleasure and pain. The use of public 

dictionaries to measure sentiment makes it possible to avoid the subjectivity of the analyst, can be applied 

to large quantities of text documents, and can replicate and make it easier for other researchers to conduct 

analysis (Loughran and McDonald, 2016.). 

Originally, the Harvard General Inquirer (GI) word lists were used in the fields of sociology and 

psychology. Despite its use in these fields, Harvard GI word lists have also been used in other fields such 

as accounting and finance to measure sentiment. Initially, most researchers in these fields, such as Tetlock 

(2007), Engelberg (2008), Tetlock (2008) used the Harvard GI word lists, as they were among the few 

that were readily available. 

The sentiment measured through the use of Harvard IV-4 lists, specifically created for contexts other than 

accounting and finance, is criticized by Loughran and McDonald. Loughran and McDonald (2011) show 

that 73.8% of the negative words on the Harvard IV-4 word list generally do not correspond to the 

pessimism present in the financial context. For example, the words tax, liability, capital and cost in most 

10-K documents are neutral in nature as they only describe business operations. Furthermore, they show 
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that negative Harvard IV-4 words can misclassify the tone of words in specific industries, such as cancer 

for pharmaceutical industry and mine for precious metals and coal industries. 

The Loughran-McDonald Master Dictionary was created based on the 2of12inf dictionary. The latter is 

part of the 12dicts. 12dicts is a collection of English word lists by Alan Beale derived from 12 

dictionaries, including 8 ESL (English as a Second Language) dictionaries, 4 "desk dictionaries", and 

other sources. To create the 12dicts, the words included in the sources just described were collected and 

correlated. The main goal of 12dicts was to develop a basic English vocabulary. The 12dics lists are 

divided into 4 directories that contain lists with similar properties: 

• American: lists with American English words. 

• International: lists with American English and British English words. 

• Lemmatized: lists that harmonize other lists organized in such a way as to clarify the relationships 

between words. 

• Special: unique lists that do not belong to other directories. 

The 12dicts lists are distinguished from other word lists that can be found on the web for several reasons: 

they include only common words, they are checked to minimize errors, most of them are public, one can 

count on a large number of lists with different characteristics in terms of size and type of words. Typically, 

only a single 12dicts list is used. The 2of12inf list contains over 80,000 words and is made up of 

inflections of words and no abbreviations, acronyms or names. All words contain at least two or more 

characters (Scowl 2016). 

The Master Dictionary, created by Timothy C. Loughran and Bill McDonald, is based on the 2of12inf 

word list which is expanded using Electronic Data Gathering, Analysis, and Retrieval EDGAR 10-X 

filings (10-K, 10-K/A, 10-K405, 10-K405/A, 10KSB, 10KSB/A, 10-KSB, 10-KSB, 10-KSB/A, 10-

KSB/A, 10-KSB, 10-KSB/A, 10-KSB/A, 10-KSB40, 10KSB40/A) from 1993 to the current year to be 

explicitly used to better reflect the tone of the language present in the financial documents. The Master 

Dictionary consists of six different lists of sentiment words: negative, positive, uncertainty, litigious, 

strong modal, weak modal, and constraining. Since natural language evolves, the Master Dictionary is 

updated every year by including new words through two steps: first, the words that have a consistent 

frequency are automatically extracted from the documents and subsequently, experts classify them by 

evaluating their most probable use (Loughran and McDonald 2022). Kearney and Liu (2014) state that 

the Loughran and McDonald word lists have been widely used in several more recent studies such as 

those by Jegadeesh and Wu (2012), Chen et al. (2013), Liu and McConnell (2013). 



44 
 

The use of the word lists developed by Loughran and McDonald (2011) in this research has limitations, 

making it unsuitable. Their word lists were created by analysing 10-Ks documents that use formal 

language. Therefore, they cannot accurately capture the sentiment contained in dynamic comments on 

social media, which are also characterized by slang, profanity, emojis, symbols and acronyms (Loughran 

and McDonald 2016). Loughran and McDonald (2020) suggest using lists of words more suited to the 

context of interest. 

An alternative word list (Renault 2022) for extracting sentiment from comments in social media was 

created by Assistant Professor Thomas Renault (2017), resulting to be suitable for this research because 

it was developed on the StockTwits, very similar to Reddit. StockTwits provides valuable information 

source providing instant global data regarding the financial markets. StockTwits allows users to classify 

their message as “bullish” (positive sentiment) or “bearish” (negative sentiment). Renault exploited this 

feature to extract the most frequent relevant words to classify them as positive or negative, and to build 

a new public word list using machine learning techniques. 

To sum up, the whole theoretical part (Figure 4.3) schematizes the different phases of the dictionary-

based approach to extract sentiment from unstructured data. First of all, it is essential to create the text 

corpus consisting of a collection of unstructured data obtained from one or more sources such as company 

documents, media articles and online comments. Text corpus pre-processing is a necessary step to be 

able to analyse text data. Subsequently, an already existing word list is selected or a new personalized 

one can be created that best meets the purpose of the research. The sentiment values are obtained by 

applying the dictionary-based approach to the text and the results are grouped by date. Finally, sentiment 

measures along with other financial variables can be used for hypothesis testing and financial modelling 

(Cruz, Kinyua and Mutigwe 2023). 
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       Figure 4.3: Sentiment extraction (dictionary-based approach). 

 

       Source: Cruz, Kinyua and Mutigwe 2023. 
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SECTION II - EMPIRICAL RESEARCH AND RESULTS 

CHAPTER 5 - Analysis of the total dataset 

5.1 - Number and length of comments and usage of emojis 

Before carrying out more specific analyses, it is useful to know some statistics, such as the quantity and 

length of comments and the usage of emojis, regarding the total dataset on which one is working to 

identify any potential trends. 

The line graph below (Figure 5.1 based on Table 1 data) shows the number of comments posted by users 

that make up the dataset spread daily. It is remarkable noticing that there are days when there are higher 

peaks and lower ones. The least minimum number of comments occurs during the weekend while the 

most outstanding and the most significant number of comments is concentrated between Monday and 

Friday, i.e., when the stock market is open. The highest peak is 78.927 comments and the average number 

of comments posted per day is 29.318. The period analysed is approximately one month and in this period 

of time one can notice a certain weekly seasonality in the number of comments posted by users. Some 

higher peaks are immediately noticeable and it is helpful to investigate and deepen them further to 

understand better the possible factors that determine them. 

 

       Figure 5.1: Number of comments in the dataset spread from 16/05/2021 to 11/06/2021. 
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Another interesting statistic is the number of comments grouped into the days that make up the week 

(Figure 5.2 based on Table 2 data). As previously mentioned, the weekend has the lowest number of 

comments, more precisely on Saturday and on Sunday, with 37.635 and 37.919, respectively, as it 

corresponds to the stock market closing days. The days with the highest number of comments are 

Wednesday with 202.198, Thursday with 150.905 and Friday with 147.433. 

A statistic based on the closings of the Wall Street Stock Exchange over the last 95 years has been 

conducted, which is also confirmed in the shorter period of 10 years, highlighting that not all the days of 

the week have the same value in the Stock Market. It turns out that Monday is the least lively day during 

the closings while Wednesday is the most dynamic, demonstrating a strong seasonality on a weekly scale. 

One factor to be considered is that after the end of the weekend when the Stock Market opens, markets 

may face unexpected events that can have significant negative impacts (black and grey swan). This data 

is essential for both investors and traders, who can develop the best strategies to get more benefits (Lops 

2023). 

 

       Figure 5.2: Number of comments grouped by days of the week from 16/05/2021 to 11/06/2021. 
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Another interesting statistic is to analyse whether the number of characters, namely the length of the 

comment, varies in any way compared to the results of the previous graph (Figure 5.2), which concerned 

the number of comments. It can be seen in the graph below (Figure 5.3 based on Table 1 data) that the 

most extended and most full-bodied comments occur during the weekend, while in the previous graph 

(Figure 5.2) it turns out that the smallest number of comments appears in the same period. It can be 

assumed that this is because users have more free time and are calmer and more relaxed during the 

weekend as the Exchange is closed. Shorter comments occur when the Stock Market is open and users 

are more frantic. Hence, one can hypothesize that there is an inverse relationship between the total 

number of comments and their length. 

 

       Figure 5.3: Length of comments in the dataset spread from 16/05/2021 to 11/06/2021. 

 

 

The previous graph (Figure 5.3) shows that the most extended comments occur on the weekend. As seen 

from the graph below (Figure 5.4 based on Table 2 data), there is a sure consistency in the length of 

comments on the days when the Stock Market is open. The average length of comments from Monday 

to Friday is 59,6 characters, while on Saturday and Sunday, it is 68,8 and 64,6 characters, respectively. 
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       Figure 5.4: Length of comments grouped by days of the week from 16/05/2021 to 11/06/2021. 

 

 

Emojis are increasingly used in social media to facilitate digital communication globally. Emojis were 

born in Japan at the end of the 20th century and in the Japanese language, the word 'emoji' means 'picture 

character'. Emojis are Unicode graphic symbols that are used to express concepts and ideas. The number 

of users who are available to express emotions, feelings and moods by reinforcing and amplifying text 

messages is very high. Moreover, emojis capture the attention of message readers more quickly. The 

sentiment and meaning of emojis depend on the context in which they are used and evolve. Emoji 

sentiment analysis shows that emojis tend to occur more at the end of comments. Emojis can be exploited 

to extend text-only sentiment analysis (Novak et al., 2017). Considering the 791.588 comments in the 

analysed dataset, it appears that 86.466 comments contain at least one emoji, i.e. 10,92% of the total 

comments. Table 5.1 shows some examples of how these results were obtained. Comments with an emoji 

are assigned the value 1, while those in which it does not appear are assigned the value 0 (Attached 2). 

Even if there are multiple emojis, the variable's value always remains, so the simple sum represents the 

number of comments with emojis. 
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Table 5.1 

I buy AAPL and MSFT! 0 

I buy AAPL        and MSFT! 1 

I sell MSFT and AAPL                         . 1 

 

In particular, from the emojis typically used in WSB (Appendix A), it appears that the emojis that reflect 

a positive sentiment are more significant than the negative ones, 45,317 and 11,395, respectively (Table 

3). Their sum equals 56,712, corresponding to the total number of comments containing at least one 

emojis. Furthermore, this sum corresponds to 65.59% of the 86,466 comments containing all the possible 

emojis that can be used. This last data confirms that the sample of emojis used in this analysis is very 

accurate and reliable, although it takes into consideration only a part of the immense vastness of emojis 

available. Table 5.2 shows some examples of how these results were obtained. First, the comment emojis 

are converted into their name. The names of the most used emojis in WSB (Appendix A) are contained 

in a positive word list (for example, rocket) and a negative one (for example, skull and bear). The emojis 

are identified when a match occurs between the name of the emojis in the list and the one present in the 

comments. If there are several different emojis belonging to the sample in the same comment, they are 

all detected, but if the same emoji is repeated several times in a comment, it is only considered once. 

 

Table 5.2 

I buy AAPL and MSFT! [] 

I buy AAPL        and MSFT! ['rocket'] 

I sell MSFT and AAPL                         . ['skull', 'bear'] 

 

5.2 - N-grams and POS-Tagging 

Analysing the words that appear most frequently in the total dataset can provide exciting clues and 

summarize and highlight the themes most present in the users’ comments. To carry out this type of 

analysis, it is important that the pre-processing, which cleans, normalizes and standardizes the text, has 

already been performed. This phase is necessary to bring the words back from their different inflections 

to their basic form and therefore, be able to be grouped together. 



51 
 

As can be seen from the word cloud (Figure 5.5), which includes the sixty most frequent unigrams, some 

tickers of listed companies such as AMC, BB, GME, CLOV, CLNE clearly emerge. The first five 

unigrams and their frequency are: “go” 74.864, “amc” 57.825, “bb” 48.276, “buy” 48.055 and “like” 

47.316. 

 

       Figure 5.5: The 60 most frequent unigrams from 16/05/2021 to 11/06/2021. 

 

 

Analysing only a single word or unigram may not fully and comprehensively demonstrate the concept 

expressed in the users’ comments. In the following word cloud (Figure 5.6), the fifteen most frequent 

bigrams are considered. The presence in pairs of some companies indicated in the previous word cloud 

(Figure 5.5) is confirmed. The first ten bigrams and their frequency are: “meme stock” 5.985, “next 

week” 5.336, “look like” 4.522, “make money” 4.323, “feel like” 3.096, “short interest” 2.858, “gme 

amc” 2.654, “amc gme” 2.601, “buy dip” 2.541 and “short squeeze” 2.515. 
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       Figure 5.6: The 15 most frequent bigrams from 16/05/2021 to 11/06/2021. 

 

 

In the following word cloud (Figure 5.7), the sixteen most frequent trigrams are considered. It is 

interesting to note the trigrams “talk top 3” and “top 3 tickers” which could explain the repeated presence 

of the corporate tickers AMC, BB, GME, their combination, CLF and WISH. The first five trigrams and 

their frequency are: “gme gme gme” 787, “bb bb bb” 686, “amc amc amc” 484, “clf clf clf” 439 and 

“buy buy buy” 426. 

 

       Figure 5.7: The 16 most frequent trigrams from 16/05/2021 to 11/06/2021. 
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In the following word cloud (Figure 5.8), the six most frequent quadrigrams are considered. The presence 

of some companies indicated in the previous word clouds (Figure 5.5, 5.6, 5.7) is confirmed. The 

repetition of the ticker of the same company suggests some involvement and conviction of the users who 

place in them. The first six quadrigrams and their frequency are: “gme gme gme gme” 682, “bb bb bb 

bb” 513, “clf clf clf clf” 406, “buy high sell low” 349, “amc amc amc amc” 279 and “talk top 3 tickers” 

260. 

As the interval of the n-grams increases, the frequency of occurrences decreases because it is more 

difficult for the exact words to be repeated in the same order in different users’ comments. 

In conclusion, the recurring presence of these companies expresses the interest of a large number of users 

over the period taken into consideration. It is also worth remembering that this evidence is present in 

general discussions in the financial sector, but despite this, users' interests still converge mainly on a 

small group of listed companies. 

 

       Figure 5.8: The 6 most frequent quadrigrams from 16/05/2021 to 11/06/2021. 
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The most frequent n-grams show the words that occur most often in the text without considering which 

of the various function words can take on within a sentence. 

To identify what function a particular specific word performs it is essential to take into consideration the 

part of speech through post-tagging. In the following word cloud (Figure 5.9), the fifty most frequent 

POS-Tag nouns are considered. The top five nouns and their frequency are: “amc” 53.243, “bb” 46.393, 

“stock” 33.867, “day” 28.690, “gme” 27.406. 

 

       Figure 5.9: The 50 most frequent POS-Tag nouns from 16/05/2021 to 11/06/2021. 

 

 

If one compares the first five results of the unigrams in Figure 5.5 (go, amc, bb, buy and like) with those 

of the nouns just highlighted (Figure 5.9), one notices that there are some differences, namely that no 

lexical categories, such as verbs, are no longer present while the tickers of the most mentioned listed 

companies still appear. 
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CHAPTER 6 - Daily analysis of the dataset 

6.1 - POS-Tagging breakdown 

Up to now, analyses have been carried out on the total dataset entailing exciting results but all at an 

aggregate level. From now on, the investigation focuses on a daily level to better understand how the 

large quantity of tickers of listed companies can be distributed over the reference period. 

An initial search can be carried out by trying to break down the results of the POS-Tagging applied to 

the total dataset. The occurrences of each noun were counted and only the fifteen most mentioned nouns 

from the first day were considered. This process was repeated daily until the last day of the period under 

consideration was reached. The choice to consider only the fifteen most mentioned nouns was made to 

verify and confirm the consistency of the results over time. From the time series of the fifteen names, 

only the first five most mentioned tickers of the entire period examined and their respective number of 

daily occurrences were considered. Since each day has a different number of comments, it has been 

divided the number of occurrences of each ticker on the days it was mentioned by the number of 

comments on the given day. As can be seen from the graph below (Figure 6.1 based on Table 4 data), 

there were several peaks in the tickers mentioned during the period under consideration. The highest 

peaks occurred on days when the Stock Market was open while the lowest peaks corresponded to the 

days it was closed. 

 

       Figure 6.1: The tickers among the 15 most frequent nouns from 16/05/2021 to 11/06/2021. 
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6.2 - Group identity 

After having noticed consistent peaks in the number of mentions of the prominent leading companies in 

the comments, it is interesting to investigate whether this phenomenon may also be associated with a 

growing aggregation and cohesion among the redditors. 

To do this, analysing words in comments can provide insights into users' psychological states. The words 

we use every day reflect what people pay attention to. For example, personal pronouns express the subject 

of such attention. A prevalence of the use of the first-person singular indicates a situation of individuality, 

while a prevalent use of the first-person plural indicates a situation of belonging and therefore can be an 

indicator that expresses group identity (Tausczik and Pennebaker 2010). 

In this research, group identity was measured through the following index calculated on the comments 

of each day of the period considered (Lucchini et al. 2021): 

 

Group identity = 
we + our + ours

we + our+ ours + I + me + mine
 × 100  

 

From the graph below (Figure 6.2 based on Table 4 data), one can see that there is a strong group identity 

which has a similar trend to that of the average without considering the zeros of the results of the five 

tickers among the fifteen most mentioned nouns in the previous graph (Figure 6.1). The analysis of the 

specific words that make up the group identity index reveals the increase in the sense of belonging to the 

group of redditors as the days go by and their possible consequent organization to carry out collective 

actions. 
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       Figure 6.2: Comparison of the group identity index and the average of the top 5 most mentioned firms 

between the 15 nouns from 16/05/2021 to 11/06/2021. 

 

 

6.3 - Most discussed listed companies and their stock prices 

The investigation process continues by looking at the number of times some of the many companies that 

media and newspapers believed had a significant role in the performance of stock prices during the period 

under review were mentioned in comments. To do this, a filter of keywords was used, such as the ticker 

and company name. It has been used a dummy variable that took the value of 1 if keywords were found; 

otherwise, it took on the value 0. At this point, the values in the column of the dummy variable which 

were in the DataFrame were added together to obtain the number of times the keywords occurred. This 

process was repeated for each day of the period considered. Since not every day had the same number of 

comments, it was necessary to calculate the percentage of occurrence by dividing the number of times of 

mentions per day by the total number of comments per day. Comparing the percentages of daily 

occurrences with the share prices of the most mentioned companies in the dataset, it can be noted that 

the increase in mentions corresponds to an increase in the share price. On the contrary, when mentions 

start to decrease, the price also decreases (Figure 6.3 to 6.7 based on Table 5 to 9 data). Given the 

encouraging interim results based on the five most mentioned tickers, the analysis can be extended to a 

wider range of listed companies mentioned in the comments. 
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       Figure 6.3: Comparison of AMC mention rate and stock price from 16/05/2021 to 11/06/2021. 

 

 

 

 

       Figure 6.4: Comparison of BB mention rate and stock price from 16/05/2021 to 11/06/2021. 
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       Figure 6.5: Comparison of GME mention rate and stock price from 16/05/2021 to 11/06/2021. 

 

 

 

 

       Figure 6.6: Comparison of CLOV mention rate and stock price from 16/05/2021 to 11/06/2021. 
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       Figure 6.7: Comparison of CLNE mention rate and stock price from 16/05/2021 to 11/06/2021. 

 

 

6.4 - Extension of ticker analysis 

So far, the analysis has focused only on the most cited companies. To figure out which other companies 

were actually mentioned a different search has been carried out. The Refinitiv Eikon database gives the 

possibility to obtain various financial and non-financial data. One can download tickers related to listed 

companies on a specific stock exchange. In this research, the attention was focused on the NYSE and the 

NASDAQ since the companies most frequently mentioned in the analysed comments are listed on these 

exchanges and also because most of the Reddit users are American. By obtaining the list of companies 

and their tickers listed on the NYSE and NASDAQ, it was possible to search and count how many times 

the various tickers in the comments had been mentioned on a given day. By repeating the process each 

day, it was possible to obtain data that covered the entire period considered. By adding up all the 

occurrences of each company's ticker, it was possible to calculate the number of times the ticker was 

mentioned. The final result is a list (Table 11) that shows in descending order which tickers were 

mentioned the most and which the least during the period considered. This thesis takes into consideration 

only those companies extracted from comments which reached a total of mentions equal to or greater 

than 500 since they correspond to the minimum threshold of some lesser-known companies reported by 

online business newspapers as they had had sudden price changes such as MicroVision, Wendy's, 

Bionano Genomics, FuboTV (La Monica 2021; Miao and Stevens 2021; White 2021; Duprey 2021). 

Therefore, just because of the general nature of discussions it was possible to carry out an analysis that 
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covers a vast range of stocks, accepting the challenge of future research by Cruz, Kinyua and Mutigwe 

(2023). This further information made it possible to test the hypothesis covered by this thesis using the 

linear regression model most commonly used by researchers for this type of task (Kearney and Liu 2014). 

Normally, the dependent variable subject to this type of analysis is a firm-level or market-level 

performance measure, such as future earnings changes (Li 2006), future returns on assets (Davis et al. 

2012). The hypothesis to be tested is whether mentions, sentiment (calculated in Chapter 7 through 

Renault's word list) and group identity influence the stock returns of the most mentioned tickers. The 

return of each stock was calculated daily using the following formula: 

 

𝑅𝑎𝑡𝑒 𝑜𝑓 𝑟𝑒𝑡𝑢𝑟𝑛 =
(𝑃𝑟𝑖𝑐𝑒 𝑡𝑜𝑑𝑎𝑦 − 𝑃𝑟𝑖𝑐𝑒 𝑦𝑒𝑠𝑡𝑒𝑟𝑑𝑎𝑦)

𝑃𝑟𝑖𝑐𝑒 𝑦𝑒𝑠𝑡𝑒𝑟𝑑𝑎𝑦
 ×  100 

 

Once this is done, the return of the stocks with more than 500 mentions was calculated daily by taking 

the average of their daily returns. Subsequently, an investigation is carried out on the possible linear 

relationship between the dependent variable of the returns of stocks with more than 500 mentions and 

the independent variables of the variations in mentions, sentiment and group identity from 16th May 2021 

to 11th June 2021 (Figure 6.8 based on Table 10 data). First of all, F Statistic is statistically significant 

with regard both to the first model because the p-value is lower than 0.01 and the second and third because 

it is lower than 0.05. One can therefore proceed with analysis of the individual models. Since the three 

models have only one independent variable, I took in consideration the R2 (indication of the strength of 

the linear relationship between the dependent and independent variable) which is moderate but 

substantially good because there is a limited number of observations due to the change in the Reddit’s 

API policy concerning the extraction of comments (Isaac 2023). Furthermore, in the models I am not 

considering all the independent variables that would be necessary to adequately explain the model. From 

the three models it can be stated that: 

• Model (1): an increase of one percentage point in the mentions of company tickers produces an 

average increase of 0.043 percentage points in the 40 most mentioned companies return, therefore 

it has a positive effect. 

• Model (2): an increase of one percentage point in redditors' sentiment produces an average 

increase of 0.065 percentage points in the 40 most mentioned companies return, therefore it has 

a positive effect. 
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• Model (3): an increase of one percentage point in the redditors’ group identity produces an 

average increase of 0.126 percentage points in the 40 most mentioned companies return, therefore 

it has a positive effect. 

 

       Figure 6.8: Linear regressions between stocks return and mentions, sentiment, group identity 

change. 

 

 

Given that the constant in all models is not statistically significant, you can proceed to estimate the 

regression models without constants (Figure 6.9 based on Table 10 data). First of all, F Statistic turns out 

statistically significant for the first, second and third models because the p-value is lower than 0.01. Even 

so, you can proceed analysing the three models. It is important to highlight that R2 can also be evaluated 

in models without intercept/constant. However, the interpretation of this parameter cannot be compared 

between models with and without intercept/constant. Therefore, the models without constant/intercept 

only, they appear to have a moderate R2 in this case too. Then, in the process of assessing the individual 

parameters, it can be inferred that these are all statistically significant. From the three models it can be 

stated that: 

• Model (1): an increase of one percentage point in mentions of company tickers produces an 

average increase of 0.049 percentage points in the 40 most mentioned companies return, therefore 

it has a positive effect. 
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• Model (2): an increase of one percentage point in redditors' sentiment produces an average 

increase of 0.077 percentage points in the 40 most mentioned companies return, therefore it has 

a positive effect. 

• Model (3): an increase of one percentage point in the redditors’ group identity produces an 

average increase of 0.159 percentage points in the 40 most mentioned companies return, therefore 

it has a positive effect. 

 

       Figure 6.9: Linear regressions without constants between stocks return and mentions, sentiment, 

group identity change. 

 

 

Therefore, it can be claimed that on average all the independent variables analysed have a positive effect 

on the dependent variable. Such assessments, which emerged by evaluating the linear regression models, 

confirm what has been analysed throughout the entire research. 
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CHAPTER 7 - Sentiment analysis 

The investigation continued by carrying out sentiment analysis with which it was possible to extract the 

sentiment from users’ comments. Among the potential methods for this type of analysis, the dictionary-

based approach was used in this research, which is also the most employed for this purpose. A dictionary 

classifies every word contained within it into a category which can be positive or negative. Furthermore, 

some dictionaries can have other categories such as uncertainty. The dictionary-based approach 

calculates sentiment by counting the number of positive and negative words present in a comment, 

allowing the comment itself to be labelled as positive, negative or neutral based on the prevailing result. 

The choice of which dictionary to use in the analysis is crucial to obtain reliable results. Table 7.1 shows 

some examples of how sentiment analysis is calculated with the classic dictionary-based approach. 

Assuming a word list of positive words that includes the word 'buy' and a word list of negative words 

that consists of the word 'sell', one can quickly notice that the presence of a negative particle preceding 

the words 'buy' and 'sell' ' leads to a misclassification of the sentiment as it is not really considered. 

 

Table 7.1 

I buy amc stocks        . 1 Positive 

I didn’t buy amc stocks        . 1 Positive 

I sell amc stocks        . -1 Negative 

I didn’t sell amc stocks        . -1 Negative 

 

However, in this research the classic dictionary-based approach was extended by also managing the most 

common possible negative 'not' and 'no' particles that precede the individual words present in the 

comments labelled with post-tagging as verbs by one or two positions. The management of these negative 

particles through the code used (Attached 3) makes a verb negative that would otherwise have been 

classified as positive and vice versa (Polanyi and Zaenen 2006, Asmi and Ishaya 2012). Table 7.2 shows 

the same examples reported in Table 7.1 calculating and improving the sentiment analysis using an 

adapted version of the classic dictionary-based approach that manages negations. One can quickly notice 

that the sentiment calculation now varies based on the negative particles. It is underlined that although 

the word 'not' is not present in its entirety, the expansion of the contractions in the pre-processing phase 

transforms 'didn't' into 'did' and 'not', thus managing to detect and consider it. 
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Table 7.2 

I buy amc stocks        . 1 Positive 

I didn’t buy amc stocks        . -1 Negative 

I sell amc stocks        . -1 Negative 

I didn’t sell amc stocks        . 1 Positive 

 

7.1 - Use of the Master Dictionary Loughran – McDonald 

Initially, the Master Dictionary developed by Timothy C. Loughran and Bill McDonald, hereafter LM, 

was used in this research because it was created specifically for the financial context. The graph below 

(Figure 7.1 based on Table 12 data) shows the result. As can be seen, the average between positive and 

negative sentiment is always negative. This is due to the fact that in the LM there are more negative 

words than positive ones. 

 

       Figure 7.1: Sentiment using the Master Dictionary LM spread from 16/05/2021 to 11/06/2021. 
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Among the many companies that were discussed in the comments on the dataset, the investigation 

focused on trying to relate sentiment to the stock returns of the most mentioned companies. In the graph 

below (Figure 7.2 based on Table 10 and 12 data), one can see that the sentiment resulting from LM has 

a similar trend to the stock returns of the forty most mentioned tickers, but fails to capture the highest 

peak of the returns of 2nd June 2021. 

 

       Figure 7.2: Comparison of the sentiment with LM and the return of the 40 most mentioned tickers from 

16/05/2021 to 11/06/2021. 

 

 

The use of LM in this research has limitations making it not entirely suitable, as it is based on a formal 

language. As a result, it is unable to accurately capture the sentiment contained in comments on social 

media, which are also characterized by slang, profanity, acronyms, symbols and emojis. The same authors 

suggest using a dictionary more suited to the context of interest. Trying to add the emojis and jargon 

(Appendix A and B) most used in WSB to the LM, in the graph below (Figure 7.3 based on Table 12 

data) it turns out that the average between positive and negative sentiment is no longer just negative as it 

was in the previous graph (Figure 7.1) but presents a more positive average, demonstrating how emojis 

and jargon influence the result. 
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       Figure 7.3: Comparison of the sentiment with adjusted LM and LM from 16/05/2021 to 11/06/2021. 

 

 

7.2 - Use of the StockTwits Lexicon Renault 

An alternative dictionary for extracting sentiment from comments in social media was created by 

Assistant Professor Thomas Renault, hereafter R. This is more adequate than those previously used in 

this research, because it was developed on the StockTwits social network, which is very similar to Reddit. 

R contains the same number of positive and negative words, solving the problem of imbalance present 

in the LM. As can be seen from the graph below (Figure 7.4 based on Table 12 data), with R the average 

of the sentiment between positive and negative is almost always positive, unlike the initial LM in which 

it is always negative (Figure 7.1). Instead, the average of the adjusted LM has a similar trend to that of 

R, although it is not always positive and has lower values. 
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       Figure 7.4: Comparison of the sentiment with R, adjusted LM and LM from 16/05/2021 to 11/06/2021. 

 

 

Trying to add the emojis and jargon (Appendix A and B) most used in WSB to R, one can see in the graph 

below (Figure 7.5 based on Table 12 data) that the trend of sentiment is the same in both versions albeit 

with higher values with adjusted R in correspondence with the mostly positive peaks. This indicates that 

the use of R turns out to be very valid for the purpose of this research as it is able to intercept users’ 

sentiment in a more accurate manner even without the modification I made. For this reason and for a 

question of reliability, only R will be used. 

 

       Figure 7.5: Comparison of the sentiment with adjusted R and R from 16/05/2021 to 11/06/2021. 
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In the graph below (Figure 7.6 based on Table 10 and 12 data), one can see that the sentiment resulting 

from R has a similar trend to the stock returns of the 40 most mentioned tickers. Unlike the previous 

graph (Figure 7.2), in this case it can be seen that the sentiment is able to intercept the highest peak of 

the returns of 2nd June 2021. 

 

       Figure 7.6: Comparison of the sentiment with R and the return of the 40 most mentioned tickers from 

16/05/2021 to 11/06/2021. 

 

 

7.3 - Use of VADER 

Another essential critical and quick tool for performing sentiment analysis is VADER, acronym for 

Valence Aware Dictionary and Sentiment Reasoner, developed by C.J. Hutto and E. Gilbert. VADER uses 

a set of grammatical rules and a pre-built sentiment lexicon that includes words and phrases to which 

scores have been assigned that allow the positivity or negativity of the sentiment to be assessed. VADER 

is particularly suited to the social media context, where users express their thoughts in a short and 

informal way. This tool is also able to consider emojis (Hutto and Gilbert 2014). As can be seen from the 

graph below (Figure 7.10 based on Table 12 data), with the VADER the sentiment is always positive as 

it is using R and partly also adjusted LM, thus validating the trends of the previous graphs. 
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       Figure 7.9: Comparison of the sentiment with VADER and the other dictionaries from 16/05/2021 to 

11/06/2021. 

 

 

7.4 - Comparison between different word lists 

To check whether the values derived from the use of R actually are better adapted to the dependent 

variable, a simple linear regression is carried out. The dependent variable concerns the returns of stocks 

with more than 500 mentions while the independent variables concern the variation in the results of the 

sentiment analysis deriving from the use of the different word lists employed in this research from 16th 

May 2021 to 11th June 2021 (Figure 7.10 based on Table 10). First of all, F Statistic turns out statistically 

significant for the fourth model because the p-value is lower than 0.01 and for the third because it is 

lower than 0.05. While the second model is rejected a priori, the first and fifth are not very significant 

(having a p-value higher than 0.05). Therefore, you might not consider them for the purposes of the 

analysis. Since the two chosen models (models 3 and 4) have only one independent variable, I consider 

the R2 which is moderate but substantially good given that the models are based on a sentiment analysis 

which is not quantitative but qualitative and, as a consequence, not perfect as well as the small number 

of observations available. From the two models it can be stated that: 

• Model (3): an increase of one percentage point in the redditors’ sentiment using the R word list 

produces an average increase of 0.065 percentage points in the 40 most mentioned companies 

return, therefore it has a positive effect. 
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• Model (4): an increase of one percentage point in the redditors’ sentiment using the adjusted R 

word list produces an average increase of 0.062 percentage points in the 40 most mentioned 

companies return, therefore it has a positive effect. 

 

       Figure 7.10: Linear regressions between stocks return and sentiment change. 

 

 

Given that the constant in all the models which have been taken into consideration (models 3 and 4) is 

not statistically significant, you can therefore proceed in the evaluation of the regression models without 

constants (Figure 7.11 based on Table 10). First of all, F Statistic turns out statistically significant for the 

third and fourth models because the p-value is lower than 0.01 and the fifth model because the p-value 

is lower than 0.05. It is important to highlight that R2 can also be evaluated in models without an 

intercept/constant. However, the interpretation of this parameter cannot be compared between models 

with and without intercept/constant. Therefore, only as regards the models without constant/intercept, 

once again they seem to have a moderate R2. Then proceeding in the evaluation of the individual 

parameters, it can be inferred that these are all statistically significant. From the three models it can be 

stated that: 
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• Model (3): an increase of one percentage point in the redditors’ sentiment using the R word list 

produces an average increase of 0.077 percentage points in the 40 most mentioned companies 

return, therefore it has a positive effect. 

• Model (4): an increase of one percentage point in the redditors’ sentiment using the adjusted R 

word list produces an average increase of 0.071 percentage points in the 40 most mentioned 

companies return, therefore it has a positive effect. 

• Model (5): an increase of one percentage point in the redditors’ sentiment using the VADER 

produces an average increase of 0.080 percentage points in the 40 most mentioned companies 

return, therefore it has a positive effect. 

 

       Figure 7.11: Linear regressions without constants between stocks return and sentiment change. 
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CONCLUSION 

Even if the figures regarding unstructured data might be apparently insurmountable and discouraging, 

exploiting the potential of such data has now become an essential challenge in all sectors because it 

offers new opportunities for innovation, growth and competitive advantage. In the financial sector, the 

unstructured data analysed to extract the sentiment of market participants and commentators mainly 

comes from three types of sources: public corporate disclosures/filings, media articles and internet 

messages. The sentiment of investors expressed in comments on social media captures their subjective 

opinions and their possible consequent behaviours, which you need to quantify in order to check the 

effects on the trend and performance of the individual stocks and on the overall market. The short-term 

effects of this qualitative data on the market variables such as stock prices, returns, trading volumes and 

volatility can provide new complementary and incremental information to classic quantitative data 

(Loughran and McDonald 2016). In this research, general financial discussions such as "Daily 

Discussion Thread", "What Are Your Moves Tomorrow", "Weekend Discussion Thread" contained in 

the WSB subreddit were analysed. The initial part of the empirical section shows a certain weekly 

seasonality as the majority of comments are concentrated when the Stock Exchange is open while a 

very few of them are concentrated during the weekends. Whenever the stock market is open redditors 

write brief comments of the same length while, on the contrary, they write longer and more substantial 

comments during the weekends. In spite of the generality of the posts, the use of n-grams and post-

tagging made it possible to collect the most discussed topics in the comments of the dataset in the 

period of time taken into consideration. Both methods have put in evidence and confirmed that the 

interest of the majority of users mainly converge towards certain listed companies mentioning the 

relevant tickers, such as AMC Entertainment Holdings Inc (AMC), BlackBerry (BB), GameStop 

(GME), Clover Health Investments Corp (CLOV), Clean Energy Fuels Corp (CLNE). It is notable that 

the more mentions increase the more share price does the same while, whenever mentions start to 

decrease also the price tends to decrease. The research of the tickers of companies listed on the NYSE 

and NASDAQ and the corresponding daily comments count of mentions made it possible to meet the 

challenge shown as the research of the future by Cruz, Kinyua and Mutigwe (2023), namely to extend 

the analysis to a wider range of companies. Using the most common way used by researchers through 

linear regressions (Kearney and Liu 2014) to explain the dependent variable of firm-level or market-

level performance measure it is found that the more the variation in mentions, sentiment and group 

identity increase the more the effect on the 40 most mentioned companies return is positive. These 

results confirm that those companies that the media and business newspapers point out as the most 
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influenced by social media in their stock performance correspond to those most cited also in the 

comments of redditors. Once again, the more the positive sentiment concerning these companies 

increases, the more the shares and their price increase, which shows a greater aggregation and cohesion 

among redditors. The verification of group identity shows the presence of a strong sense of belonging 

to the group of users, which can direct their interests and actions also on a collective level. The 

extraction of sentiment from users’ comments confirmed the incapability of the LM word list for 

accurately catching their opinion. The use of LM confirms what the authors themselves state, namely 

that they are not able to accurately capture the sentiment contained in dynamic comments on social 

media (Loughran and McDonald 2016). Using R – specifically developed on the language of social 

media – allows one to obtain more precise results (Renault 2017). The sentiment resulting from R 

shows a pattern similar to the stock returns of the listed companies mostly mentioned by redditors. 

Adding the most used emojis and jargon in WSB enables us to extend the sentiment analysis (Novak et 

al., 2017) given that 10.92% of the comments in the total dataset contain at least one emoji. There are 

approximately four times as many emojis typically used in WSB that reflect a positive sentiment 

compared to those that express a negative sentiment. Their usage is more evident in conjunction with 

peaks relating to the mentions of the most discussed listed companies, changes in the prices of the 

related shares and group identity. 

Unfortunately, this kind of research is limited by the fact that the APIs of some social media used to 

extract comments have recently undergone an abrupt change in policies with a consequent high increase 

in usage costs. This change, which aims at opposing AI training, has made it more complicated to carry 

out textual analysis of unstructured data (Isaac 2023).  

For a future research, content analysis methods could be developed and improved by expert linguists, 

psychologists and computer scientists to measure sentiment from unstructured data in a more accurate 

way, maybe in languages other than English. Furthermore, sentiment analysis related to the stock market 

could be extended to other types of markets such as bonds and derivatives. In addition, public corporate 

releases occur with a low frequency on an annual or quarterly basis, while media articles and internet 

messages are much more frequent. Therefore, to evaluate the effect of sentiment on stock returns it may 

be appropriate to use the three different sources of information jointly. This way, one can obtain more 

granular analysis at a weekly, daily and even intraday level. Each type of information source requires the 

use of a word list appropriate to the context. The results thus obtained must then be grouped into a single 

measurement. 



75 
 

APPENDIX A - Popular WallStreetBets emojis 

Emojis with positive meaning 

Emoji Name Emoji Meaning 

Rocket 

        Enthusiasm for the performance of a stock that has 

earned money or is rising sharply; it is often 

accompanied by hands 

Moon                               As above 

Chart Increasing     As above 

Poultry Leg 
      Joking. Chicken fingers to eat to celebrate the profits 

obtained from an investment 

Money Bag    Cash in a large profit 

Dollar Banknote       As above 

Money-Mouth Face         Very profitable investment 

Bullseye        Hit the target by making a good investment 

Ox 
         Those who think positively about a certain 

investment 

Gem Stone 
       Positive attitude towards a determined stock, that it is 

intended to maintain in all cases 

Gorilla / Monkey                      When the monkey is in a group it inspires fear 

Flexed Biceps       Strength, resistance, skill, power 

Fire    Strong interest in a stock that is doing well 

Star-Struck       Mind-blowing, surprising, astounding 

Thumbs Up    Approval 
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Emojis with negative meaning 

Emoji Name Emoji Meaning 

Chart Decreasing     It represents an investment that is decreasing in value 

Bear / Teddy Bear 
                       It refers to a bearish investor who, by selling, causes the 

value of an investment to fall even further 

Roll of Paper 
     Those who sell their shares at the slightest drop; it is 

accompanied by the hands 

Whale / Spouting Whale 
             Investor who owns so many shares that, if he/she sells 

them, he/she can cause their price to drop 

Loudly Crying Face        Crying for bad investments 

Face Screaming in Fear         Scream of fear, terror 

Face with Steam from 

Nose 

                   Irritation, impatience, frustration 

Angry Face          Anger, disgust, indignation 

Enraged Face          Alteration, anger, fury 

Clown Face             Insult or dissent towards something or someone 

Skull / Skull and 

Crossbones 

           Danger, ruin, desperation, end 

Thumbs Down    Disapproval 
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APPENDIX B - Popular WallStreetBets jargon – (p) positive, (n) negative, (i) indefinite 

 

$Becky – It indicates a set of stocks that have a strong demand among young white women, mostly 

university students. (p) 

 

$ROPE – When an investor has lost a sizeable significant amount, he is sarcastically asked to buy a rope. 

(n) 

 

2 bagger – Investment that doubles the initial amount. (p) 

 

5 bagger / five-bagger / five bagger – Investment that has quintupled the initial amount. (p) 

 

10 bagger – Investment with a return equal to 1000%, i.e. 10 times the initial amount. The term comes 

from the world of baseball. (p) 

 

Andromeda – One of the terms used to express the belief that a specific particular stock will have a 

significant increase. (p) 

  

Apes / Apes together strong – Phrase taken from a meme referring to the film Rise of the Planet of the 

Apes of 2011. The WallStreetBets community identifies with the monkey, an animal that alone does not 

inspire fear but in a group becomes a force. (p) 

 

ATH – acronym for All-Time High. It refers to a stock or cryptocurrency that has reached its new 

maximum. (p) 

 

ATL – acronym for All-Time Low. It refers to a stock or cryptocurrency that has reached its new 

minimum. (n) 

 

Autism / Autistic / Autist – Those who work with advanced techniques and consistently profit from their 

analyses. (p) 

 

Bagholder / Bag holder / Bag-holder – An investor who owns consistently losing stocks. (n) 

 

Ban – Request made to the moderator to ban the author of a statement deemed enormously senseless. (n) 

 

BANG – Acronym that groups together four stocks much discussed in the WallStreetBets community: 

BlackBerry (BB), AMC Entertainment (AMC), Nokia (NOK) e GameStop (GME). (i) 

 

Bear / Bears – Bearish investor. Convinced that a stock will decrease in value he/she tends to sell causing 

it to drop even further. This is how they named it because in the wild the bear attacks with a downward 

movement. (n)   

 

Bear gang – It indicates who is always bearish. (n) 

 

Bearish – The term defines someone who is convinced that a stock price will fall. Those who are always 

bearish are part of the Bear gang (see). (n) 
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Black swan / Blacksvan – An absolutely unthinkable event, but evident with the benefit of hindsight, 

from which even serious consequences can arise. (n)    

 

BTFD – Acronym which invites you to buy shares that have fallen but are expected to rise. See Buy the 

dip. (p) 

 

Bull gang – Those who are part of the Bull gang are always bullish. (p) 

 

Bullish – Who thinks that a given stock or cryptocurrency is profitable. Those who are always bullish 

are part of the Bull gang (see). (p) 

 

Buy high sell low – Joking phrase which is said when an investor shares the extent of his/her losses on 

the forum. They bought high and sold low. (n) 

 

Buy the dip – Expression which invites you to buy a stock immediately after a temporary drop in price, 

in the hope that it will soon rise again. See BTFD. (p) 

 

Copium – This term indicates comments that are contrary to or do not agree with market movements. 

(n) 

 

DD – Shortening of term Due Diligence. It is used by the redditors in order to indicate that before 

investing they have been carried out searches on a determined stock or the market trend. Also used to 

mock a move deemed incorrect: “Great DD on that one…”. (p) 

 

Diamond hands – It refers to investors who intend to hold a stock for a long time in the belief that sooner 

or later it will increase. No pressure will bend them and their strength is equal to that of the diamond. It 

was depicted by diamond and hands emojis. Opposite of Paper hands (see). (p)       

 

Drilling / Drill team 6 – They indicate a stock that has fallen either by a little or by a lot. (n) 

 

FD / Fds – Offensive acronyms that refer to investments that have weekly maturity and are very risky 

but with high probability of profit. (i) 

 

FOMO / Fear Of Missing Out – Acronym that indicates the fear of losing. (n) 

 

Gain p**n – Screenshot sharing the accounts of a trade that resulted in a sizeable and meaningful gain, 

which must be $10,000 or more. (p)  

 

G*y bears – Offensive term used to refer to bearish investors. (n) 

 

HODL / Hodling – From a typo for “hold”. It refers to the strategy of maintaining an investment for a 

long time, without being intimidated by short-term market fluctuations, in the belief that there will be a 

profit. (p)     

 

Hold the line / Holding the line – Invitation to hold a stock when it is decreasing in value. (p)   

 

In scrambles – It refers to someone who has made a wrong decision and regretted it. (n) 
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It’s not a loss until you sell – Even if the value of an investment has dropped, as long as you don't sell 

it is still not a loss. There is always the hope that the value will rise. (i) 

 

JPOW / Daddy – Nickname used to refer to Jerome Powell, the Chairman of the Federal Reserve, seen 

positively because he had lowered interest rates. (i)   

 

Long as a python – Optimistic statement referring to a prolonged or intense bullish solid trend in a single 

company, often speculative, without considering the risk. (p) 

   

Loss p**n – Screenshot sharing the accounts of a trade that resulted in a sizeable and meaningful loss, 

which must be $10,000 or more. (n) 

 

Meme stock – It is a stock that has gone viral on forums or social media and, precisely because of this 

attention, sees its prices rise. (p) 

 

Moon / Mooning – It indicates a stock that has risen, slightly or significantly, until it reaches the moon. 

(p)  

 

Multibagger – It refers to investments in shares of companies with great development potential which 

have a return several times higher than their cost. (p)    

 

Paper hands – It refers to investors who sell at the first sign of the downtrend. Derogatory towards those 

who do not maintain their actions. Represented by a roll of paper and hands. Opposite of Diamond hands 

(see). (n) 

 

Retard – Offensive term for telling someone who doesn't know what they are doing. (n)  

 

Rocket / Rockets / Rocket ships – With these words, which can also be accompanied by the relevant 

emoji, the belief in the strong growth of a specific stock is expressed. (p)  

 

Short squeeze – It occurs when a security, sold largely short, undergoes a rapid and unexpected surge in 

price, which forces a further purchase, resulting in a further increase in value. (p)  

 

Smooth brain – Offensive term. (n) 

 

Stonks / Not Stonks – Intentional misspelling of “stocks”. This term refers to stocks and the financial 

world in an ironic way, especially with regards to monetary gains or losses. (p) / (n) 

 

Tendies – Jokingly referring to chicken fingers, which investors intend to eat to celebrate gains made on 

an investment. The term is depicted by the emoji of a chicken leg. (p) 

 

To the moon – This phrase expresses enthusiasm for the performance of a stock that has gained money 

or the prediction of a solid substantial increase in its value. It is usually accompanied by a rocket emoji 

and sometimes even a full moon emoji. (p)   

 

We like the stock / I like the stock / I just like the stock – The phrase, initially uttered by a television 

presenter and sometimes repeated in sequence, refers positively to a trending stock. (p)    
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Whale – An investor who owns so many stocks that if he/she sells them, he/she can cause their price to 

drop. (n) 

 

YOLO – acronym for You Only Live Once. Expression used when investing a large sum in a single 

stock. Impulsive, perilous decision similar to gambling. (p) 
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