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Abstract

As the representations output by Graph Neural Networks are increasingly employed in
real-world applications, it becomes important to ensure that these representations are
fair; graph embeddings can in fact encode potentially harmful social biases, such as
the information that women are more likely to be nurses, and men more likely to be
bankers. This work explores and enforces state of the art methods to mitigate this
bias and produce fairer representations of real world graph data while maintaining a
good classification accuracy.
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Chapter 1

Introduction

Since their invention, programmable computers have been helping humans reduce
effort and time in solving problems that are easily and formally translatable into an
algorithm: a sequence of instructions to execute in order to transform a given input
into an expected output. An example is sorting, where the input is a set of numbers
and the output is their ordered list: there are various and different approaches to solve
this task, but all of them can be precisely expressed as a succession of well-defined
actions that will, in the end, produce the desired result.
However, many tasks are too complex to be formally and mathematically defined to
be understandable by a machine, even if very intuitive to solve by humans. Let’s take
two opposite examples to make it more clear: a modern pocket calculator can easily
solve any arithmetic operation because it can be defined as a fixed sequence of steps;
on the other hand, how can a machine identify a crime by for example looking at a
photo? If we are offered a picture of a person pointing a gun at a cashier, we would
probably think that the person is trying to rob the content of the cash register, because
in our head we associate the scene with a stealing attempt. However, if we think
about it, it’s not intuitive how to describe the process that our mind automatically
performs when looking at the image; in fact, our ability comes from a continuous
and subjective process of learning that made us able to recognize objects and situations.

Therefore, the key concept here is to come up with methods to teach a computer
how to learn: a pocket calculator does not learn at all, in fact, every time we press the
square root button the computation will be the same and it will always take the same
time to be executed; a camera, to be able to correctly recognize a different crime, must
learn to distinguish people, postures, weapons, places, etc. The approach must then
be different: we have to allow computers to learn from experience, by providing many
data that will make the machine understand the world in terms of concepts and their
relations.

Luckily, with the advances in technology, we now have the ability to store and
process large amounts of data that permitted the development of complex Machine
Learning (ML) systems that can effectively achieve or even surpass human performance
in many real-life tasks; as a consequence, the last decade has seen an escalation of
diverse applications to which machine learning is applied: those models are nowa-
days used to filter loan applications, bail decisions, school admissions, and many
more decisions. Then an important question arises: is it safe to let machines take
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2 CHAPTER 1. INTRODUCTION

a particular outcome only basing their knowledge on past and already seen data?
The answer is, unfortunately, that the high-performance level allows these models to
also inherit human biases hidden in the data: generally speaking, in ML, bias is any
disproportionate inclination towards or against an idea, that influences the behavior
and results of an algorithm. Since data are created, refined, or generated from humans
or from historical records that codify previous human decisions, beliefs, ideas, ways of
thinking and prejudices can all be injected into the datasets, even unconsciously. As
an example, think about a chatbot created to be free to learn from whoever interacts
with it; even if it’s programmed to be extremely polite, if a group of people starts to
chat with racist or misogynistic language, it will learn a lot of dangerous and unethical
concepts that will use to interact with other people. Another very popular example of
racism in Artificial Intelligence is the issue with black people with face recognition:
it has been demonstrated that those systems work better with white men, even if
designed to recognize any face; that can happen, for example, because of unbalanced
data where the majority of faces are of white males or because the team that developed
the model is composed of all white men that unconsciously didn’t take in considerations
physiognomic characteristic of females and black people. Or think about a machine
designed to support judges in court; imagine that all historical sentences starting from
the early 1900s are fed to the algorithm to learn from: the machine could learn that
Jews or black people should be almost always judged guilty, because of a lot of old
examples with that result.
It is then clear that when the decisions of these models may affect people’s lives
we cannot allow these biased behaviors, because they would produce unwanted and
unethical discrimination. In particular, we would like our models to be fair, namely
to treat equally different subgroups of the population based on characteristics such
as gender or ethnicity (like in the previous examples), referred to as sensitive attributes.

The problem is even more challenging when the input data is complex (e.g., graphs)
and back-box models such as Graph Neural Networks (GNNs) need to be employed to
achieve satisfactory performance. GNNs, as the name suggests, are algorithms designed
to work with graphs; a graph is a complex structure, useful to represent all those
data that can be viewed as network entities connected by some sort of relationships,
depending on the context. the two fundamental elements of a graph are nodes, i.e.
individuals, items, and entities for which we have a set of characteristics, referred to as
attributes, and edges, i.e. connections between nodes. A straightforward example is
social networks, that can be modeled as graphs where nodes represent people, attributes
are all the characteristics of a person, like her age, gender, country, etc and edges are
the friendship relationships between those people.
GNNs in particular learn by aggregating information from neighbor nodes: in the
example of social networks, nodes tend to connect to other nodes with similar attributes,
leading to denser connectivity between nodes with the same sensitive attributes (e.g.,
gender) Thus, a model that learns from those data may highly correlate with people
because of shared sensitive attributes; this can cause discrimination even when the
sensitive attributes are not directly used or increase it with respect to other models
that do not use neighbors’ information.

After a review of state-of-the-art models, we noted that different methods have been
proposed in the literature to learn fair graph node representations, mainly including
additional terms in the loss function to account for some definition of fairness, or
perturbing the graph topology in a biased way. As a representative of the first family



3

of methods, NIFTY [1] proposes that some of the additional terms can be based on
perturbing the input data such as node attributes (including the sensitive attribute)
or graph topology. The latter methods are based on the intuition that GNNs tend to
smooth the learned representations of connected nodes, and if the graph shows high
homophily with respect to the sensitive attribute (i.e., nodes with the same value for
the sensitive attribute tend to be connected), the GNN may introduce inequalities in
the learned representations, because aggregating information of neighbor nodes may
induce the model into learning that people that share the same sensitive attributes are
always similar, even if they share very few other characteristics.
This thesis proposes to unify the two families of approaches, using NIFTY as a baseline.
We first concentrate on modifying the approach used to perturbate the graph topology
by following and adapting the intuition given by FAIRDROP [70]. Then we focused
our attention on node attributes perturbation: after running experiments with and
without sensitive attributes, we noted, as expected, that removing them wasn’t enough
to sensibly reduce the unfairness in the solutions found by the models, even when
not considering arcs, so not taking in account the information provided by the graph
structure. Then, following the idea of FairRF [79], we modified NIFTY’s attribute
perturbation by considering the correlations with the sensitive one. Experimental
results on four real-world datasets show that our proposal can improve different fair-
ness metrics compared to the original NIFTY formulation while maintaining the same
computational complexity and the same level of predictive performance.

This thesis is structured as follows. Chapter 2 describes the background needed
to better understand the concepts covered in the following ones; in particular, it
gives an introduction to machine learning, deep learning and Neural Networks (NNs),
graphs, and fairness issue with motivations, followed by a more detailed description of
related works. Chapter 3 describes initial and state-of-the-art methods used to learn
on graphs. Chapter 4 reports our contribution in terms of modified models and chapter
5 reports experimental results with relative discussion. Finally, chapter 6 sums up
the contribution of this work and proposes future works to possibly extend the results
obtained by us.





Chapter 2

Background

This chapter will introduce and describe all the knowledge needed to fully understand
what this thesis is about. It starts from a general definition of Machine Learning to
the more specific setting of learning on graphs, which is one of the main topics of this
thesis, and it ends with a section entirely dedicated to fairness in machine learning,
explaining what motivated us to focus on that subject and its importance in the field
of Artificial Intelligence.

2.1 Machine Learning
Artificial intelligence (AI) is a thriving field with many practical applications and
active research topics whose main goal is to create intelligent software to automate
time and mind-consuming tasks; its straight-forward application is to solve problems
intellectually difficult for humans, but easily definable in a formal mathematical way
that is understandable by computers. Instead, if we think about tasks that our mind
is able to compute with ease, like for example recognizing a face, classifying the topic
of a document, or identifying entities (places, names, etc) in a phrase or an image, it’s
challenging to understand how to formalize the problem in a way that is understandable
from a computer, since we learned how to do it by growing and making experience.
The real challenge then comes when it’s not possible to exactly formalize the problem,
when there is a certain level of uncertainness on input or output and when the solution
is too complex or too inefficient. One of the first definitions of machine learning was
given by Arthur Samuel in 1959 :

"Machine learning is the field of study that gives computers the ability to
learn without being explicitly programmed"

In fact, machine learning allows us to tackle those issues by learning from experience
and understanding notions by their relation to simpler concepts with a hierarchical
view; a machine learning algorithm is able to adapt to the environment in which is
implemented while improving its performance w.r.t. a particular task. Data have a
fundamental importance in the learning process: the task is usually defined in terms
of how the system should process an example; an example is a set of features and is
typically represented as a vector x ∈ Rn where each entry xi of the vector is a feature.

5



6 CHAPTER 2. BACKGROUND

For example, the features of a node representing a user in a graph are all the attributes
associated with that user (e.g. gender, age, education, location, etc) and the relations
it has with other nodes in the graph (i.e., edges).

There are many different tasks that can be solved with machine learning: classifi-
cation, regression, transcription, machine translation, anomaly detection, sampling,
denoising, image or example generation, etc. This work will focus on classification and
in particular on binary node classification; more details will be given in section 2.3.
Any task for which machine learning is applied follows a fundamental assumption on
data:

"There is a stochastic process which explains observed data. We do not
know the details about it but we know it is there!"

Hence, the common goal of any machine learning system is to build good approxi-
mations of this process.

Data and task also influence what kind of experience an ML algorithm is allowed
to have during the learning process; there are two main branches of machine learning:

∗ Supervised learning: data are presented as a set of (x, y) pairs as training
set, where x is a sample with its features and y is the corrected output, also
called target. A supervised learning algorithm exploits the knowledge about the
target to infer a function able to predict y given a new x, typically estimating
the probability distribution P (x|y). Depending on the target possible values, a
supervised learning system can have different kinds of outputs: binary, multiclass,
multilabel, and regression.

∗ Unsupervised learning: data in the training set are presented without labels,
so there is no target y. In this case, the goal is to identify useful patterns and
properties of the structure of the dataset, so as to infer the prior probability
P (X). There is no instructor or teacher, so the model must learn to make sense
out of the data only; an example is clustering, where the objective is to group
examples into different sets, based on the values of their features.

However, the two settings are not completely separated; there is in fact a variant
called Semi-supervised learning, where some examples include a known target
while other don’t. In this case the dataset X can be divided into two parts: the
points Xl := (x1, ..., xl) for which labels Yl := (y1, ..., yl) are provided, and the points
Xu := (xl+1, ..., xu) for which labels are unknown.

It is not straightforward to define which setting this work fits in because of the
atypical nature of graphs and node classification, which blurs the boundaries between
standard approaches; more details and motivations will be given in 2.3.2, but as for
now we can consider the supervised learning setting.

2.1.1 Supervised learning for classification
This section defines more specifically the supervised setting for the classification task.
The goal is to learn a mapping from inputs x to outputs y, where y ∈ 1, ..., c, where c
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is the number of classes: when c = 2 then the task is called binary classification and
we assume y ∈ 0, 1; when c > 2 then the task is called multiclass classification. There
are also cases in which a single example could be classified with more than one class
and we call it multi-label classification, or multiple output model if viewed as predicting
multiple paired binary class labels: for example, one can be tall or short and female or
male.
The problem can be formalized as approximating a function f̂(x) = ŷ to make predic-
tions on inputs not seen before (test set), the idea comes from the assumption that
f(x) = y for an ideal and unknown f .
From a probabilistic point of view, this is the same as assuming that the set of pairs
(x, y) are generated according to a probabilist function P (x, y) = P (x)P (y|x), so the
goal is to estimate the probability P (y|x): in the case of binary classification, it is then
sufficient to consider P (y = 1|x), since P (y = 1|x) + P (y = 0|x) = 1.
To consider the model able to generalize for unseen data and to describe the data
generating process with a probability distribution over a single example, i.i.d assump-
tions are made: examples in the dataset are statistically independent from each other
and are identically distributed. In section 2.3 we will see why this assumption is not
entirely true in the context of learning on graphs for the reasons already introduced at
the end of the previous section.

2.1.2 Artificial Neural Networks

Artificial Neural Networks (ANNs) or Neural Networks (NNs) are among the most
effective machine learning methods currently known. Historically, two were the mo-
tivations that inspired the research in NNs: the first, biological, was the purpose of
reproducing human brain behavior, by creating very complex webs of interconnected
neurons; the second was the attempt to extract the fundamental principle of calculus
and the goal of obtaining highly effective machine learning algorithms, independently
from the biological correlation.
An ANN is not in itself an algorithm, but rather a system consisting of interconnected
simple units that compute nonlinear (numerical) functions, where each unit takes a
number of real-valued inputs (possibly the output of other units) and produces a single
real-valued output. Those single units are called artificial neurons since they vaguely
model neurons in a biological brain: connections between units work like real synapses,
sending signals between neurons; adjustable weights are associated with connections
among units and are modified in the training process: the weight increases or decreases
the signal strength of the connection.
The first and most common artificial neuron is the perceptron, invented in 1943 by
McCulloch and Pitts [50] and implemented for the first time in 1958 at the Cornell
Aeronautical Laboratory by Frank Rosenblatt [63]. The perceptron is a learning
algorithm for binary classification, that is, a function that maps its input x ∈ Rn in an
output value o(x), with o(x) = 1 if the result is greater than some threshold and -1
otherwise. More precisely, o is defined as:

o = f(wTx+ b) (2.1)

Where w ∈ Rn is the vector of learnable weights, b is called bias, is independent
from the input and can be used to translate the decision boundary; it can however be
incorporated into the vector w, consequently adding an element with value 1 in the
input vector x. The threshold is determined by a function f(·), that can be defined as:
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f(x) =

{︄
1, if x > 0

0, otherwise
(2.2)

This function corresponds to the function sign(·), which simply returns the sign of
its input and the model is represented in figure 2.1. In this setting, a single perceptron
can then be used to represent many boolean functions, but only if the examples are
linearly separable. In fact, non-linear element-wise transformation are mostly used
as activation functions (sigmoid, ReLu, etc).

Figure 2.1: Perceptron with linear activation function sign(·)

Furthermore, a single perceptron has not enough capacity to represent complex
functions, since it can only express linear decision surfaces. The solution to this
limitation is the use of feedforward neural networks that aggregate multiple
neurons in groups called layers, with each element linked to every element of the
previous layers with an adjustable weight to form a network. The idea is that by
stacking multiple layers we can compose and compute different functions, for example,
a network with 4 layers can be seen as:

f(x) = f (3)(f (2)(f (1)(x))) (2.3)

In the equation 2.3, f (1) and f (2) are the hidden layers, that represent internal
variables and f (3) is the output layer. We can derive from this formulation that
each layer is a function of the preceding one, that is fed into it, as shown in figure
2.2; to define the network the same way as we did for the single perceptron, we use
the notation h(i) to identify the i-th layer output and g(i) to identify the activation
function for the i-th layer:

h(1) = g(1)(W (1)Tx+ b(1)),

h(i) = g(i)(W (i)Th(i−1) + b(i))
(2.4)

This architecture explains why they are called forward neural networks: information
flows through the function being evaluated from x, through the intermediate computa-
tions used to define h, and finally to the output; There are no feedback connections
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in which outputs of the model are fed back into itself. The number of layers (i.e.,
the depth of the network) and hidden units (i.e., the width of the layers) are two
hyperparameter that do not depend directly on the problem but must be tuned to
get the best results for the selected performance measure. Deeper networks tend to
have fewer parameters and to generalize better but are also harder to train, but work
better than shallow ones only if the function to learn can be expressed as a composition
of simpler functions. Moreover, the universal approximation theorem [28] says
that a feedforward network with (at least) one hidden layer and a linear output can
approximate any continuous function with a tolerance up to a small value ϵ at will; in
the worst case, an exponential number of hidden units is needed, but deeper models
may reduce that number.

Figure 2.2: Two different representations for the same feedforward neural network.

2.2 Graphs

Graphs are a ubiquitous data structure for describing complex systems. In the most
general view, a graph is simply a collection of objects (i.e., nodes), along with a set of
relations (i.e., edges) between pairs of these objects.
An example is encoding a social network, where nodes can represent individual users
and edges represents the friendship relationship between them (2.3); or in e-commence,
a graph can define users and products as nodes and the interactions between them as
edges; another popular example is in the biological domain where nodes can represent
proteins, and edges represent various biological interactions between them.

Graphs are a powerful formalism because they do not only focus on the properties of
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Figure 2.3: Zachary Karate Club Network - represents the friendship relationships between
members of a karate club

individual examples (i.e., node attributes) like standard machine learning approaches,
but also on the relationships between those examples. Another important characteristic
is that their usage is not restricted to a close set of domains, since as said before in
several settings it is natural to represent data as graphs, e.g. with social networks,
interactions between drugs and proteins, interactions between atoms in a molecule, or
the connections between terminals in a telecommunications network.

Graphs also offer a mathematical foundation that we can use to analyze, understand,
and learn from all those real-world complex systems. With the advent of large-
scale social networking platforms, databases of molecule graph structures, billions
of interconnected devices, etc, there is no shortage of meaningful graph data for
researchers to analyze.

2.2.1 Formal definition and notation

Before discussing how machine and deep learning can be applied to graphs, it is
necessary to provide some formal definitions.

Definition 2.1. (Graph) A graph G = {V,E,X, s} is defined by a set of nodes
V = {v0, ..., vn−1} and a set of edges E ⊆ V × V between these nodes, X ∈ Rn×d is
the matrix of non-sensitive attributes, and s ∈ {0, 1}n is the vector associating a value
for the binary (for sake of simplicity) sensitive feature of each node. We denote an
edge going from node u ∈ in V to node v ∈ V as (u, v) ∈ E. We define A ∈ Rn×n

as the adjacency matrix of the graph: we order the nodes in the graph so that every
node indexes a particular row and column in the adjacency matrix, so its elements
ai,j = 1 ⇐⇒ (vi, vj) ∈ E. With N (v) we denote the set of nodes adjacent to node
v. Let also D̃ ∈ Rn×n be the diagonal degree matrix where dii =

∑︁
j aij , and L the

normalized graph Laplacian defined by L = I− D̃
− 1

2AD̃
− 1

2 , where I is the identity
matrix.

In our case edges are all undirected, i.e., (vi, vj) ∈ E ⇐⇒ (vj , vi) ∈ E, so A will
be a symmetric matrix, but a graph can also be directed (i.e., edge direction matters);
in this case A will not necessarily be symmetric. Some graphs can also have weighted
edges, where the entries in the adjacency matrix are arbitrary real-values rather than
{0, 1}. For instance, a weighted edge in a protein-protein interaction graph might
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indicate the strength of the association between two proteins. This work only focuses
on unweighted edges setting.

2.3 Learning on graphs
Taking again the example of social network data, the single data “points” (i.e., users) are
closely interrelated, and not explicitly representing such dependencies would inevitably
lead to an information loss. Thus, it clearly is important to come up with methods to
efficiently exploit the structural information.
Machine learning is a problem-driven discipline, where models are usually categorized
according to the type of task they seek to solve, as seen in section 2.1. Working
with graphs makes no difference, but the standard categories, i.e.,supervised and
unsupervised learning are not exactly the most suited when it comes to graph data.
There are two main tasks that we may want to pursue (see figure 2.4):

∗ Predict some property over entire graphs (e.g. graph classification); in this case,
supervised learning is ok;

∗ Predict property over the nodes and/or edges of a single, large graph (e.g. node
classification, link prediction);

(a) Node-level predictions. (b) Graph-level predictions.

Figure 2.4: Two examples of tasks on graphs: (a) node regression; (b) graph classification.

In any case, learning on graphs can be difficult in general for two main reasons:

1. Graph Isomorphism: a graph G1 = (V1, E1) is isomorphic to G2 = (V2, E2)
if there exists a bijiective mapping f : V1 × V2 such that ∀(v1, v

′

1) ∈ E1 ⇐⇒
(f(v1), f(v

′

1)) ∈ E2.

2. Subgraph Isomorphism: a subgraph G2 = (V2, E2) of G1 = (V1, E1) is a
graph for which V2 ⊆ V1, E2 ⊆ E1 ∩ (V2 × V2).

The model learning result must in fact be invariant to the way the graph is
represented (i.e., in which order and how nodes and edges are presented); in fact,
graphs that are isomorphic should induce the same function over their nodes.

2.3.1 Graph representation learning
When learning on graphs the general and main goal is to obtain a sufficiently rich
embedding of the graph and of each node that is able to capture attribute information
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as well as structural properties of the input data. In other words, we want to project
(or encode) nodes into a latent space where relationships in this latent space correspond
to relationships (e.g., edges) in the original graph [27].
While many methods have been studied and implemented in literature, we can unify
them all in an encoder-decoder framework [23]; in this framework, the encoder maps
each node to a low-dimensional embedding, and a decoder decodes structural infor-
mation about the graph from the encoded embedding: if a model is able to decode
high-dimensional graph information from the low-dimensional representation, then
these representations should contain all the necessary information needed for the
more specific downstream task. As an example, a decoder might predict the existence
of edges between nodes or nodes labels, taking as input their embeddings (see figure 2.5).

Figure 2.5: Illustration of the encoding-decoding process and downstream tasks.

This work will focus on deep NN-based models that provide an end-to-end solution
to both representation learning and different downstream tasks, but for the sake of
completeness we cite two traditional families of approaches used in literature:

∗ Factorization-based approaches follow the idea that decoding local graph structure
from a node’s embedding can be the same as reconstructing the entries in
the adjacency matrix; matrix factorization is used to learn a low-dimensional
approximation of node-node similarity that captures some user-defined similarity
notion. This can be done with the Laplacian eigenmaps technique [4] or with
inner-product methods [8], [2];

∗ Random walk approaches adapt inner-product technique to use stochastic mea-
sures of similarity [31]

A popular example of random walk approach is node2vec [20]. The algorithm
transposes the procedure used in word2vec in the context of graphs; word2vec is an
algorithm used to perform word embedding, i.e., to transform words in a numerical
representation (vector). The main feature of word2vec is its ability to group together
vectors of similar words by adopting the skip-gram architecture, It is implemented as a



2.3. LEARNING ON GRAPHS 13

NN trained on pairs of consecutive words selected over a rolling window in a text; once
trained, the network will yield a probability that indicates the similarity between a
target word and other words in the corpus, i.e., the probability of being near in the text.

Graphs are however not linear structures, so the sliding window technique cannot
be applied. Node2vec proposes a procedure to sample neighborhoods of a given source
node v that are not restricted to just immediate neighbors, by employing a biased
random walk procedure to explore neighborhoods. Formally, a random walk starting
from a node v is a list of nodes of length l, where each node vi is generated by the
following distribution:

P (vi = a|vi−1 = b) =

{︄
πb,a if (b, a) ∈ E

0 otherwise
(2.5)

Where πb,a is the unnormalized transition probability between nodes b and a and Z is
the normalizing costant.

Node2vec modifies πb,a by introducing two parameters p and q that control how
fast the walk explores and leaves the neighborhood; more specifically, p controls the
likelihood of immediately revisiting a node in the walk, while q controls how the
procedure is inclined on visiting further nodes. Formally, the unnormalized transition
probability is set to πb,a = αpq(t, a) ∗ wba, where:

αpq(t, a) =

⎧⎪⎨⎪⎩
1
p if dta = 0

1 if dta = 1
1
q if dta = 2

(2.6)

The algorithm uses this procedure to extract a set of random walks from the input
graph, that are then fed into the skip-gram model to generate the embeddings.

However, traditional methods do not leverage node features in the encoding process,
while many graphs do have informative features associated with the nodes; moreover,
those methods are inherently transductive, i.e., they can only generate embeddings for
nodes observed during the training process and cannot generalize for unseen nodes.

2.3.2 Node classification
This work is defined in the context of the node classification task, so it is important to
reserve a section for it.

Let’s start with an example. Suppose we are given the task from an IT company
to identify suitable candidates for a machine learning job; we are given a large so-
cial network dataset with millions of users, but we know that most of these users
are actually web developers; identify those users would greatly reduce the candidate
search process. Manually examining every user to determine if they are ML specialists
would be prohibitively expensive, so ideally we would like to have a model that could
classify users as web developers (or not) given only a small number of manually labeled
examples.
This is a classic example of node classification, where the goal is to predict the label y
associated with all the nodes v ∈ V , when we are only given the true labels on a training
set of nodes Vtrain ⊂ V . Node classification seems to be the most popular machine
learning task on graph data: examples of node classification beyond social networks
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include classifying the function of proteins in the interactome and classifying the topic of
research papers based on hyperlink or citation graphs. Often, like in this work, we can
assume that we have label information only for a very small subset of the nodes in a sin-
gle graph (like in the example). However, there are also instances of node classification
that involve many labeled nodes and/or that require generalization across disconnected
graphs (e.g., classifying the function of proteins in the interactomes of different species).

Node classification appears then to be a straightforward variation of standard
supervised classification, where the only thing that changes is the type of data but,
as mentioned above, some considerations have to be made before categorizing some
graph learning methods in a standard setting.

The most important difference is that the nodes in a graph are not independent
and identically distributed (i.i.d.). In fact, when building standard supervised machine
learning models, we assume that each example in the data is statistically independent
of all the others; otherwise, we might need to model the dependencies between all our
input points. We also assume that the examples are identically distributed; otherwise,
we have no way of guaranteeing that our model will generalize to new inputs. Node
classification completely breaks this i.i.d. assumption, because we are instead modeling
an interconnected set of nodes. In fact, if we do not consider the relationships (i.e.,
edges) between nodes, we are missing some information that can be crucial to learn
the correct embeddings and predict the correct labels; moreover, sometimes relations
information can be more informative than nodes’ features: for example by exploiting
homophily, which is the tendency for nodes to share attributes with their neighbors in
the graph, we can more easily identify subgroups of users; as a concrete example, in
social networks, people tend to form friendships with others who share the same inter-
ests or demographics: based on the notion of homophily we can build machine learning
models that try to assign similar labels to neighboring nodes in a graph. Same thing for
heterophily, which presumes that nodes will be connected to nodes with different labels.

For this reason, node classification problems are often referred to as semi-supervised,
because when we are training node classification models, we usually have access to the
full graph, including all the unlabeled nodes. So we can still use information about the
test nodes to improve our model during training, also because test and train nodes
can potentially be connected, directly (they are neighbors) or indirectly (they share
some neighbors). We will now describe the process of applying GNNs in the node
classification task and will return to the question at the end of the section.

The standard way to apply GNNs to a node classification task is to train GNNs
in a fully-supervised setting, where we define the loss using a softmax classification
function and negative log-likelihood loss:

L =
∑︂

v∈Vtrain

−log(softmax(zv, yv)) (2.7)

Where we assume yv ∈ ZC is a one-hot vector indicating the class of the training
node v; with softmax(zv, yv) (remember that zv is the output of the last layer) we
denote the predicted probability that the node belongs to the class yv, computed using
the softmax function.

While training a GNN, we know that we have for sure the set of training nodes
Vtrain, that is included in the message passing as well as in the computation of the
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loss, as seen in 2.7. However, we can also have another set of nodes that we can
identify as Vtrans (from transductives): for these nodes, the model does not know
the ground-truth labels, so they are not used in the loss computation, but they will
be involved in the message passing process along with their edges. So the GNN will
produce their hidden representations, but their final layer embedding will not be
used for the loss computation. Node classification with GNN can therefore be called
semi-supervised when Vtrans nodes are used to test the solution because they have also
been observed during training.

2.3.3 Graph Neural Networks

Graph Neural Networks (GNNs) are state-of-the-art methods for learning on graphs.
The main feature of a GNN is the use of a form of neural message passing in which
messages are exchanged between nodes and updated using neural networks. In this
framework, during each message-passing iteration, a hidden representation hi

v corre-
sponding to each node v ∈ V is updated including information from its neighborhood
N (v).

This process can be generally specified by trainable operators MSG, AGG, UPD [1]
and a typical layer is given by:

hk
v = UPD(AGG(MSG(hk−1

v , hk−1
vj )|vj ∈ Nv), h

k−1
v ) (2.8)

In eq. 2.8, we can consider MSG as the message-passing operator between nodes
v and vj , AGG (typically a fully-connected layer) as the aggregation operator where
messages from Nv are aggregated, and finally, UPD (typically a non-linear activation
function) operator combines the aggregated message of neighbor nodes with the hidden
representation of the node produced at the previous layer to construct a new updated
representation. After running K iterations of the GNN message passing, we can use
the output of the final layer to define the embeddings for each node:

zv = h(K)
v ,∀v ∈ V (2.9)

See figure 2.6 for a high-level illustration of the process.
The basic intuition behind the GNN message-passing framework is that after the
first iteration (k = 1), every node embedding contains information from its 1-hop
neighborhood, i.e., every node embedding contains information about the features of
its immediate graph neighbors, which can be reached by a path of length 1 in the
graph; after the second iteration (k = 2) every node embedding contains information
from its 2-hop neighborhood; in general, after k iterations, every node embedding
contains information about its k-hop neighborhood.
The information encoded in this way can have two forms: structural and feature-
based. Examples: for the former, after k iterations of GNN (k) message passing, the
embedding hv of node v might encode information about the degrees of all the nodes
in v’s k-hop neighborhood; for the latter, after k iterations of GNN message passing,
the embeddings for each node also encode information about all the features in their
k-hop neighborhood.
Feature-based information propagation connects to the general idea behind convolution
on graphs, which is parallel with images convolution; in fact, in Convolutional NN
for images, for each entry in the hidden representation, the computed representation
depends on the corresponding input pixel and on the neighbors one [64]. However,
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whereas CNNs aggregate feature information from spatially-defined patches in an
image (i.e., defined by a filter), GNNs aggregate information based on local graph
neighborhoods; moreover, CNNs can only operate on regular Euclidean data like images
(2D grids) and texts (1D sequences) while graphs are non-euclidean data and it is hard
to define localized convolutional filters, which hinders the transformation of CNN from
Euclidean domain to non-Euclidean domain.

Figure 2.6: Message passing process. Given an input graph (a), GNN predicts the label
of the target node (e.g., the blue node) by aggregating the information from
neighboring nodes (b).

Early models and basic GNN definition

This section briefly reviews the history and early models of Graph Neural Network,
along with the first notion of GNN outlined in the literature.
In 1997, Sperduti et al. [69] first applied neural networks to structured data, including
directed acyclic graphs, proposing to generalize structures of a recurrent neuron able to
build a map from a domain of structures to the set of reals; thanks to weights sharing,
the same set of neurons is applied to each node in the graph, obtaining a representation
that is based not only on the features on the node but also on the representations
generated for its neighbors. Then, the first notion of GNNs was introduced by Gori
et al [19] and further elaborated by Scarselli et al [66]. In the same year, Micheli [53]
proposed the Neural Network for Graphs model. The formal definition is the following:

hk
v = σ(W

(k)
selfh

(k−1)
v +W

(k)
neigh

∑︂
vi∈N (u)

h(k−1)
v + b(k)) (2.10)

Where W
(k)
self , W

(k)
weight ∈ Rd(k)×d(k−1)

are trainable weight matrices and σ is an
element-wise non linear transformation; we first sum the contribution given by the
neighbors nodes, then we combine this information with the node’s previous embedding
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using a linear combination and finally we apply the non-linear function.
The same definition can be rewritten in terms of the previously defined operators
(superscript omitted for notational brevity):

UPD(hv) = σ(Wselfhv +WneighAGG(MN (u))) (2.11)

with MN (u) denoting the message passing operation:

MN (u) = {MSG(hv, hvi)|vi ∈ N (v)} (2.12)

Those early and pioneer works have been grouped under the name Recurrent Graph
Neural Networks (RecGNNs) [75] since they exploit recurrent neural architectures.
Several years after, the approach followed by Micheli was independently proposed
in [13] under the name graph convolution. Before going into detail and describe some
of the most widely studied and adopted graph convolutions in literature, we briefly
introduce the derivation of spectral-based approaches, since many methods are applied
in the graph spectral domain instead of defining convolutions directly on the graph
topology.
Spectral approaches are theoretically based on graph signal processing [67],[9]. Let
us fix a graph G. Let x : V → R be a signal on the nodes V of the graph G, i.e. a
function that associates a real value to each node of V. In spectral methods, a graph
signal x is first transformed to the spectral domain by the graph Fourier transform F ,
then the convolution operation is conducted. After the convolution, the resulted signal
is transformed back using the inverse graph Fourier transform F−1. These transforms
are defined as:

F(x) = UTx (2.13)

F−1(x) = Ux (2.14)

Where U is the matrix of eigenvectors of the normalized graph Laplacian L (see
definition 2.1); the normalized graph Laplacian is real symmetric positive semidefinite,
so it can be factorized as L = UΛUT , with Λ a diagonal matrix of the eigenvalues.
The graph convolution of the input signal x with a filter f ∈ Rn is defined as:

f ∗G x = U(f̂ ⊙ x̂) = U((UT f)⊙ (UTx)) (2.15)

Where ⊙ denotes the component-wise product. With some reformulations, not
reported on this work but visible in , we obtain:

f ∗G x = UF̂UTx (2.16)

Where F̂ = diag(f̂). We can now design the diagonal matrix F̂ and thus the
spectral filter f. One way is by using polynomial parametrization on powers of the
spectral matrix ∆ [55]. What we obtain then is a filter with k+1 {Θ0, ...,Θk} learnable
parameters that can be formulated directly on the graph domain:

f ∗G x =

k∑︂
i=0

ΘiL
ix (2.17)

Spectral-based approaches follow this definition. The key difference between them
lies in the choice of the parametrization of the polynomial filter.
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Graph Convolutional Networks

Graph Convolutional Networks (GCNs) [41] modifies the approximation by Chebyshev
polynomials of the diagonal matrix of eigenvalues presented in [13], with a first-
order approximation and restraining the number of learnable parameters assuming
Θ = Θ0 = Θ1 to avoid overfitting. The convolution operator is then defined as:

f ∗G x = Θ(In +D− 1
2AD− 1

2 )x = Θ(2In − L)x (2.18)

Using Θ(In +D− 1
2AD− 1

2 ) is numerically instable; to address this problem, GCN

adopts a normalization trick to replace it with D̃
− 1

2 ÃD̃
− 1

2 , with Ã = A + In and
D̃ii =

∑︁
j Ãij . Applying this convolution operator to a multivariate signal X ∈ Rn×r

and using m filters, a single graph convolutional layer is defined as:

H = D̃
− 1

2 ÃD̃
− 1

2XΘ. (2.19)

To obtain a GCN, several graph convolutional layer are stacked and interleaved by
a non linear activation function.
GCN is a spectral-based method, but can also be interpreted as a spatial-based method;
from that perspective, it can be considered as aggregating feature information from a
node’s neighborhood:

hv = ΘT (
∑︂

vi∈{N (v)∪v}

(D̃
− 1

2 ÃD̃
− 1

2 )v,uxu)∀v ∈ V (2.20)

Other popular convolutional networks for graphs are:

∗ Graph Attention Networks (GANs) [72], that adopt a masked self-attention
mechanism to learn the relative weights between two connected nodes, weighting
differently the neighbors of a node.

∗ GraphSage [22], that adopts sampling to obtain a fixed number of neighbors for
each node, thus particularly suited to be used with large graphs;

∗ Graph Isomorphism Networks (GINs) [76], that were proposed to implement
Weisfeiler-Lehman (WL) graph isomorphism test.

2.4 Algorithmic fairness
Algorithmic fairness is one of the main topics in AI ethics; the definition of AI ethics
may vary because there are many and different ethical principles involved, but there
are five common themes across them [18]:

∗ Beneficence underlines the central importance of promoting the well-being of
people and the planet with AI;

∗ Non-maleficence refers to the prevention of infringements on personal privacy
and to security issues, in the sense that an AI should not harm any living being;

∗ Autonomy, the development of AI must not impact the freedom of human beings
to set their own standards and norms;



2.4. ALGORITHMIC FAIRNESS 19

∗ Justice says that AI and ML models should promote justice, trying to eliminate
any kind of discrimination, granting global and equal access to its benefits;

∗ Explicability indicates the availability of answers to the questions "how does (the
ML/AI model) work?" and "who is responsible for the way it works?", that refer
respectively to the principles of intelligibility and accountability.

With this categorization, fairness falls under the theme of justice as a principle
related to evaluating whether a decision is morally right; generally speaking, Algorithmic
Fairness deals with the problem of developing AI-based systems able to treat subgroups
(i.e. minorities) in the population equally.

These subgroups are typically determined by means of sensitive attributes, which
should not be taken into account for decision purposes; in other words, fairness is the
absence of any prejudice or favoritism toward an individual or group based on their
inherent or acquired characteristics. Examples of these attributes are gender, age,
ethnicity, and sexual or political orientation.

As an example, let’s take the problem of gender-based discrimination in ads studied
in [45]; the study involved an advertising campaign about STEM (science, technology,
engineering, and math) jobs, implementing an algorithm that has been designed to be
gender-neutral. Empirical results showed, however, that the ad was shown to more
than 20% more men than women, despite not targeting a specific gender; since a
recommendation algorithm improves itself by taking into account interactions with
recommended items, AI-based systems may exacerbate this disparity by recursively
learning that men tend to be more interested in STEM, consequently pushing towards
an increased disparity.
It is then very important to understand how to enhance ML models, with fairness
requirements. In fact, when these models take a decision in a human-oriented envi-
ronment (e.g. decide whether to hire, to grant a loan, or to release on bail - as said
earlier), it is ethically as well as legally discriminating to ground the choice on one or
more sensitive attributes.
Recently, much attention has been paid to the societal impact of AI, especially concerns
regarding its fairness. A growing body of research has identified unfair AI systems and
proposed methods to debias them, yet many challenges remain.
Even the European Commission has recently published a proposal for what is going
to be the first attempt ever to insert AI systems and their use in a coherent legal
framework [58]: the proposal explicitly refers to the risk of bias discrimination of AI
systems.

One can think that to determine if a model is fair or not, it is sufficient to define a
measure based on a popular definition of fairness, apply it to the results of the model
and check if it is satisfied. However, the process is not straightforward, especially if
it’s done without a clear explanation of why or how a particular approach was taken.
Selecting a fairness definition/approach means making trade-offs and these trade-offs
need to be documented in order to understand what an AI system is designed to do
and why. Moreover, from a technical perspective, adding more fairness constraints
places restrictions on an algorithm, resulting in lower accuracy. Also, the opaqueness of
(especially deep) machine learning models can make it challenging to actually measure
fairness.

In the last few years, an incredible number of definitions have been proposed,
formalizing different perspectives from which to assess and monitor fairness in decision-
making processes. The proliferation of fairness definitions is not per se an issue: it
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reflects the evidence that fairness is a multi-faceted concept, that can involve different
meanings and nuances, depending on the specific situation considered.
As is often the case with moral and ethical issues, conflicts are present between different
and typically equally reasonable positions, because underlying assumptions may be
subjective and derive from different philosophical points of view.

Before going into details and specifying the differences in fairness definitions and
how to measure them, we can identify which are the main sources of bias in a model:
most of the time, in data-driven models, bias is directly contained in data and their
collection, and can lead an algorithm to even amplify and perpetuate it (as seen in the
advertising example); there are also cases in which algorithms themselves are biased
due to particular design choices, such as the use of certain optimization functions,
regularizations, choices in applying particular statistical models on the data as a whole
or considering subgroups, and unfair exploiting of user interactions.

Bias in data can be divided into two groups:

∗ Statistical bias occurs when training data are not representative of the true
population; in other words, different groups may have different distributions of
values of their features, that can in turn be related in different ways to the true
label to which they are associated to. This can be caused by a selection bias, i.e.,
examples selected from the population comes from a non-random selection; or by
systematic measurement errors, i.e., the past measurement will differ from the
true measurement in the same direction or data can systematically miss for some
part of the population.
As an example, consider the task of predicting college performance based on high
school data. Suppose there is a majority population and a minority population.
The majority population takes the exam multiple times, reporting only the
highest score. The minority population does not. If we train a classifier without
considering the difference, to minimize overall error, if it can not simultaneously
fit both populations optimally, it will fit the majority population, because it is
more important to overall error [11].

However, even in samples perfectly representative of the population it may be
that some protected group happens to be a minority group: this is not the result
of errors or incorrect collection, but it comes from a true feature of the population
and it is actually one of the most popular sources of unfairness against minorities;

∗ Historical bias refers to past discrimination and inequalities. It occurs when
data truly represent the population (i.e., take into account minorities and there
are no collection errors), but reflects past biased decisions. In most cases, this is
due to a systematic favor/disfavor towards groups of people at the moment of
creating the target variable from which the model is going to learn, and we do
not refer to synthetic datasets, but to real data that, because they have been
classified by a human in a manual process, codify the subjective preference/way
of thinking of the judge and we cannot in general trust their objectiveness and
fairness.
An example is gender bias, which has a rather long history, and cannot simply be
exacerbated by involving new and updated data: think for example of income or
profession disparities that perpetuate even in modern days; trying online searches
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for "CEO" yield mostly images of white men, since senior positions are now
mostly occupied by men, because of historical discrimination against women [46].

Fairness definitions are often categorized into two different groups: statistical and
individual notions; the next sections will review both approaches and list some of the
most used metrics in each context.

2.4.1 Group fairness
Group fairness criteria are the most popular and suitable for the idea of algorithmic
fairness given in the previous section since they follow criteria that focus on equality
of treatment among groups of people.
Almost all group fairness definitions fall into three categories [3]:

∗ Independence requires the model prediction to be statistically independent from
the sensitive attribute;

∗ Separation allows correlation between prediction and sensitive attribute, to the
extent that is justified by the target, in the sense that if it is known that a group
is more likely to receive a negative outcome, then the fairness criteria is relaxed
to allow a disparity between groups, that is, however, proportional to the real
disparity of the ground truth. This is equivalent to requiring that the model has
the same false positive rate and false negative rate across groups identified via
the sensitive attribute. It has to be noted that this approach has the requisition
to completely trust the target label.

∗ Sufficiency is satisfied when the sensitive attribute and target variables are clear
from the context: the prediction contains all the information about the true label
and the sensitive attribute is not needed.

The following examples of fairness metrics (defined for a classification problem with
two classes) will help to better understand the three concepts.

Statistical parity

Statistical (or demographic) parity (SP/DP) is the most common metric used when
measuring group fairness in machine learning [77],[12],[6],[7],[79] and it is the main
representative of independence. Set ŷ ∈ 0, 1 the possible values for the prediction given
by the model and s ∈ 0, 1 the possible values for the sensitive attribute, SP can be
expressed as:

P (ŷ = 1|s = 0) = P (ŷ = 1|, s = 1) (2.21)

It can be interpreted as the requirement that the same positive prediction ratio is
given by the model, across the two groups [26].
A common variant is called conditional demographic parity, that given the existence of
a rating R for the classification task, also considers it, requiring that people in different
groups with the same rating R will have the same probability of getting a positive out-
come. As an example, if a company is hiring and wants to use an algorithm for doing it,
it may require that males and females will have the same probability of being hired, with
the condition of being equally skilled; one must however be really careful because the
variable that we are conditioning on (R) might itself be a source of unfair discrimination.
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Equality of opportunity

Equality of opportunity [25] was defined to solve two issues of DP. The first is that it
doesn’t always ensure fairness, since the notion permits to accept qualified (i.e., with
high ratings) people in one group while also accepting unqualified individuals in the
other, as long as the imposed threshold is reached; the second issue is that DP cannot
be applied in the learning process in cases in which the sensitive attribute is actually
correlated with the ground truth since it will result in a big performance drop in term
of the accuracy of the prediction.

Equality of opportunity is a representative of separation: it allows the prediction to
be dependent on the sensitive attribute, but only through the target variable; in other
words, it prohibits to use the sensitive attribute as a proxy for the ground truth, while
encouraging the use of features to allow to predict it. Formally, it is defined as:

P (ŷ = 1|s = 0, y = 1) = P (ŷ = 0|, s = 1, y = 1) (2.22)

That is, instead of considering positive rates, it requires the ratio of true positive
rate to be equal across the two groups, punishing the model to perform well only on
the majority.

Predictive Parity

Predictive parity [73] (also known as outcome test) is a representative of the last
category, sufficiency. It is satisfied if for both groups the probability that a subject
with a positive predictive value truly belongs to the positive class is the same. In other
words, the probability of a user with a good predicted score to actually have a good
score should be the same, so the precision should be the same across the two groups.
It is formally defined as:

P (y = 1|s = 0, ŷ = 1) = P (y = 0|s = 1, ŷ = 1) (2.23)

It should be noted that there are cases in which it is not possible to simultaneously
satisfy different fairness metrics, despite pursuing the objective of removing disparities
among the same two groups; let’s formulate a toy example to make it more clear.

Consider the problem of credit lending decisions, where we want to build a predictor
able to correctly classify individuals that will pay back their loan, under the constraint
of not using gender information in the decision process; in other words, we want a
model with high accuracy that does not discriminate on the basis of gender.

Group Male (s = 1) Female (s = 0)

Ground Truth (y) 1 0 1 0 1 1 0 0 1 1

Prediction (ŷ) 1 1 0 0 0 1 0 0 1 1

Table 2.1: Credit loan toy example

In Table 2.1 are reported ground truth and prediction of a hypothetic model for 10
individuals, divided into two groups by the sensitive feature gender ; a target label of 1
indicates that an individual will repay the loan, while 0 indicates the opposite. The
predictor has an accuracy of 7

10 = 70%.
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The probability of a man to be classified positively (PR) is P (ŷ = 1|s = male) = 3
6 =

50%; the same probability calculated for a female is P (ŷ = 1|s = female) = 2
4 = 50%.

As both groups have the same positive prediction ratio, DP is satisfied.

If we consider the true positive rate (TPR), we obtain P (ŷ = 1|s = male, y = 1) =
2/4 = 25% and P (ŷ = 1|s = female, y = 1) = 2/2 = 100%. As the TPR for for females
is greater than TPR for males, EO is not satisfied.

Finally, the precision of the two groups is P (y = 1|s = male, ŷ = 1) = 2/3 =∼ 33%
and P (y = 1|s = female, ŷ = 1) = 2/2 = 100% respectively for males and females, so
also PP is not satisfied.

Table 2.2 reports an example where EO is satisfied while PP and SP are not.

Group Male (s = 1) Female (s = 0)

Ground Truth (y) 1 0 1 0 1 1 1 1 1 1

Prediction (ŷ) 1 1 1 1 1 0 1 0 1 1

PR ∼ 83% 75%

TPR 75% 75%

Precision 60% 100%

Table 2.2: Credit loan toy example 2

2.4.2 Individual fairness

Individual fairness (IF) is embodied in the following principle: similar individuals
should be given similar decisions. This principle deals with the comparison of single
individuals rather than focusing on groups of people sharing some characteristics. On
the other hand, group fairness starts from the idea that there are groups of people
potentially suffering biases and unfair decisions, and thus tries to reach equality of
treatment for groups instead of individuals. The first attempt at defining an individual
fairness metric was given by Dwork et al. [16], roughly formalized as the constraint
that "similar individuals should be treated similarly" where similarity is defined with
respect to a task-specific metric that must be determined on a case-by-case basis. More
formally, he introduces the concept as a Lipschitz condition on the input and model
space:

distY (yî, yĵ) < L× distX(xi, xj) (2.24)

Where distY and distX denote a predefined and suitable distance metric in the
target and features spaces respectively. The objective is then to learn a function that
maps two examples in the input space that are close into two targets that are close;
in other words, similar examples have similar outcomes. An example of individual
fairness is fairness through unawareness.
A classifier satisfies fairness through unawarenes (FTU) if no sensitive attribute is
explicitly employed in the decision process: if two people have similar non-sensitive
features, they should be classified the same way. Despite being simple, it is not
straight-forward to assess. A possible metric is consistency:
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consistency = 1− 1

n
(

n∑︂
i=1

1|yî −
1

k

∑︂
xj∈kNN(xi)

yî) (2.25)

Where kNN(xi) indicates the k nearest neighbors of an example xi, calculated via
the selected distance metric. For each observation (xi, yî), it measures how much the
predicted decision yî is close to the outcome for the neighborhood of the example xi.
Sometimes this definition can however increase unfairness in the model: if for example,
a man has only other men in his neighborhood, then requiring the prediction to be the
same for all of them is equivalent to saying that all men should be classified with the
same value; in this case, even with consistency equal to 1, the model is not stopped
from using the sensitive attribute.

Another problem with FTU is that it does not consider possible correlations between
non-sensitive features and sensitive ones. For example in a particular dataset, it can be
that men and women have different values for some non-sensitive features because of
natural and legitimate differences between the two genders; in this case, the difference
in those features can be used as a proxy to derive the sensitive attribute even if it was
removed.

A common method used in literature to deal with correlations is to "clean" the
dataset to hide sensitive and related attributes in other features and takes the name
of suppression; this approach has however the main problem of the potential loss of
legitimate (i.e., useful for the accuracy on the downstream task) information that may
be intrinsic in features related to the sensitive one. An example of an approach that
tries to solve this last issue is projecting the features into an orthogonal feature space;
it may be however difficult to consider all possible feature interactions.

Although the semantics of these kinds of definitions can be more intuitively "right"
than statistical approaches to fairness, since "similar treatment" can be a reasonable
definition of fairness, there are various difficulties encountered when trying to implement
such appealing definitions. The main issue is that they require making a significant
assumption on the context in which the model has to be applied and on what distance
metric should be used to be really fair w.r.t the task, a process that often requires
help from a domain expert; moreover, there are cases in which two examples that are
similar are also similarly discriminated: an approach based only on IF can potentially
amplify the discrimination against those examples. This argument is studied in detail
in [17].

Therefore, using only IF measures to assess the fairness of a model can not be
sufficient; there are however studies that try to satisfy both individual and group
fairness simultaneously, by taking the best of both worlds. Kearns [37], for example,
proposes an approach that informally states that “on average, individuals in two groups
should be treated similarly if on average the individuals in the two groups are similar”.
Another example can be the integration of consistency in the implementing process of a
group-based fair model: if we have a trusted distance metric, appropriately calculated
without considering sensitive attributes, then we can use consistency to understand
if and how the model tends to move away examples that instead should be treated
similarly because sharing many values for the non-sensitive feature; this is especially
useful in black-box models that are hardly understandable.
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In any case, when trying to integrate IF measures, GF metrics should have a
stronger impact on the model because of the already cited problems that individual
fairness can introduce: current definitions of individual fairness metrics seems to be
more suitable to understand the behavior of a classification model from a different
point of view, rather than to directly assess the discrimination of its results. Table 2.3
summarizes the fairness definitions defined previously.

It must also be noted that often individual and group fairness definitions appear
to be in conflict; however, as demonstrated in [5], they do not always reflect different
principles, since they can instead answer the same question and follow the same
underlying assumption on what fairness should grant.
Moreover, in [16] has been demonstrated that both statistical parity and individual
fairness can be satisfied with the correct choice of distance measure.

Notion Satisfied if

Group fairness
Statistical parity Same positive prediction ratio

Equality of opportunity Same true positive prediction ratio

Predictive parity Equal precision

Individual fairness Fairness through unawareness No sensitive attribute used in the decisiond

Table 2.3: Different fairness notions

2.5 Applying fairness
Once a fairness definition is chosen, there are three main strategies to impose it in a
machine learning model [56],[51]: pre-, post- and in- processing.
Pre-processing refers to techniques to transform the input data before feeding them to
the machine learning model, in a way that can remove bias directly on data; this can
obviously be done only when the algorithm is allowed to modify the training data.
In-processing refers to techniques that operate on state-of-the-art models that are
known to have high accuracy, modifying their training procedure in order to remove
possible discrimination, typically by modifying the optimization function or by impos-
ing some constraints.
Lastly, post-processing refers to techniques applied after training a model that tries to
increase fairness on the given solution by reassigning labels based on a defined function;
in other words, it modifies posteriors to satisfy fairness constraints.

In the next chapter, we will review some state-of-the-art models and see some
examples of the different approaches.





Chapter 3

Related works

Recently, fairness transformed from a niche topic with a low number of papers produced
every year, to a major subfield of machine learning.
Moreover, modern Deep Learning techniques permit nowadays to create models that
are much more effective when operating with complex data such as graphs, by learning
directly from data; the problem is that this high performance on data also increases the
risk of inheriting human historical biases hidden in past data. Since the performances
of those models on graph data have increased pretty recently compared to models on
standard data, the literature is not as rich as it is for other settings, but there are some
works that should be cited.

Although not specifically talking about fairness, an early work on the topic comes
from a 2016 paper [74], in which the authors analyze whether moving to network-based
data from individual’s data could influence the result in credit scoring; the work deals
with the problem of introducing social contacts information in evaluating individual
creditworthiness (that is a topic many research groups are working on [49],[42],[34],[35]),
and it comes natural to make a parallel with information aggregation given by GNNs.
The result of their analysis showed that introducing social network information can
potentially increase discrimination against already financially disadvantaged groups.

A more recent work proposing a method to implement group fairness on learning
with graphs is fairwalk [61]; the authors modify the node2vec [20] algorithm for gen-
erating walk traces in a graph: as explained in 2.3.1, this procedure starts from a
node, then jumps to another neighbor node multiple times and returns a list of traces
that can be used to generate a new representation. Instead of randomly jumping to
neighbors, fairwalk divides the nodes into groups based on their sensitive attribute
and assign the same probability to be chosen for the jump to every group; by doing so,
each subgroup has the same probability of being explored from the algorithm, giving
more visibility to minorities.

Another often cited early work is fairgnn [12]. This model does not include sensitive
attributes in the learning process, adopting adversarial learning where the adver-
sary aims to estimate the sensitive attribute while another module aims to learn fair
node representations. Similarly, Bose et al.[6] propose a model that learns a set of
adversarial [48] filters that try to remove information about the sensitive attribute.
The authors state that their approach is also compositional, in the sense that it can
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generate different embeddings for different selected sensitive attributes or combinations
of sensitive attributes.

This thesis modifies and extends a state-of-the-art method called Nifty [1], inspired by
two other works that demonstrated good results in term of fairness, namely FairDrop[70]
and FairRF [79]; next section will describe those three models.

3.1 Nifty
The main objective of Nifty is to learn a fair and stable representation.
We already talked about fairness in section 2.4, so we should briefly define the concept
of stability, even though it is a problem not studied in this thesis. An ML algorithm is
said to be stable if it produces consistent predictions with respect to small perturbations
of training samples; it is an important characteristics because unstable predictions can
harm the reproducibility of the results, other than reducing the user’s trust in the
model.
The main idea starts from a connection between counterfactual fairness(CF) [43] and
stability. To satisfy CF, a model must assign the same classification probability to
two examples that share all features except the sensitive one; in other words, the
model should be stable w.r.t. modifications to the sensitive attribute. Leveraging this
connection, the authors propose to minimize the similarity between the original nodes’
representations and their augmented (i.e. perturbed) counterpart, with the objective
of making the model stable to the noise introduced by modifying the input, thus able
to distinguish relevant information.
Three different augmentations (and counterparts) are produced:

1. Perturbing node’s attribute (except the sensitive one for which we want to
guarantee fairness); the vector of augmented attributes is defined as xv̄ = xv+r ·d,
where d ∈ RM is sampled from a normal distribution and r ∈ {0, 1}M is a masking
vector draw from a Bernoulli distribution;

2. Perturbing node’s sensitive attribute, creating a counterfactual by flipping the
value of su from 0 to 1 and vice-versa;

3. Perturbing graph structure, by constructing a new adjacency matrix Â = A ·Re,
where Re ∈ 0, 1N×N is a random binary mask drawn from a Bernoulli distribution
B(1− pe), where pe is the probability of dropping an edge.

Nifty infuses fairness and stability in the objective function, as well as in the
architecture of underlying GNN:

∗ Objective function: it introduces a triplet-based objective that maximizes the
agreement between the original graph and its counterfactual and noisy views,
building a siamese network using node, sensitive attribute, and edge level per-
turbations. Then it trains a GNN encoder using the Siamese framework; the
encoder generates representations zv of the augmented graph at every iteration.
By generating augmented graphs, NIFTY can induce appropriate bias into the
underlying GNN to learn embeddings that are invariant to the combination of
counterfactual nodes as well as to random perturbations in the graph structure.

∗ Architecture: NIFTY modifies the GNN’s routing of neural messages, through
Lipschitz normalization of the weight matrix at each layer, by dividing it by its
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spectral norm; this permits to limit the difference between original and augmented
embeddings;

The siamese GNN encoder generates the representations of each graph node z̃v
and its augmented version z̄v. Then a predictor t : Rd → Rd is used to transform and
match corresponding representations.
The training minimizes the following loss function:

L = min
Θ

Ev[(1− λ)Lc] + λLs, (3.1)

where Lc is the Binary Cross Entropy (BCE) loss, Θ are the trainable parameters,
and Ls is a triplet-based objective function that optimizes the similarity between
augmentations of the same node, by reducing their cosine distance. It is defined as

Ls = Ev[
1

2
(D(t(zv), sg(z̄v)) +D(t(z̄v), sg(zv))], (3.2)

where D is the cosine distance.

3.2 Fairdrop
Fairdrop [70] is a biased edge dropout algorithm to counter-act homophily (the principle
that similar users interact at higher rate than dissimilar ones) of the sensitive attribute
to improve fairness in graph embeddings.
The intuition comes from the fact that the homophily of sensitive attributes affects
the prediction in the information aggregation process: learning a representation for
nodes that are close in the graph structure will involve a neighborhood composed of
many shared nodes. This means that if nodes in the same sensitive group are close
together, their embedding will be similar and will influence the model into classifying
them in a similar way: an algorithm that does not take this behavior into consideration
will probably emphasize differences between groups, learning a representation that
increases their distance in the output space. For example, in [21] authors show that
users in a social network belonging to major political groups are exposed to more
information more quickly w.r.t. minorities.
Technically, for every epoch of training, authors propose to:

1. Compute an n × n mask M encoding the edge homophily w.r.t. a sensitive
attribute, i.e. mi,j = 1 if si ̸= sj , 0 otherwise,

2. define M̃ , a random perturbation of M , as

m̃i,j =

⎧⎪⎨⎪⎩mi,j with probability: 1
2 + δ

1−mi,j with probability: 1
2 − δ

(3.3)

3. drop edges from the original adjacency matrix according to the computed pertur-
bation: Afair = A ◦ M̃ .

With this pipeline, authors train the model over different and fairer random copies
of the adjacency matrix, increasing the randomness and diversity of the input. The
delta parameter regulates the level of fairness enforced: when δ = 0, it drops random
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edges with a probability p = 1
2 , while when δ = 1

2 , it drops all the homophilous edges,
keeping only the heterophilous ones. Authors show that removing homophilous edges
has a positive effect on different fairness metrics, because disconnecting or moving
away nodes that share the same sensitive attribute reduces the importance of that
attribute in the computation of the resulting node embeddings.

3.3 FairRF

The third and last work that inspired this thesis is FairRF [79]. This work isn’t
actually related to graphs but proposes a general method that can also be applied with
the complex data that we work with, also because it is designed to be flexible to use
different classifiers as the backbone.

The authors consider a problem where the sensitive attribute is not available,
working instead on features that are known to be correlated with the sensitive one.
Formally, they define Fs the set of non-sensitive features that are correlated with a
sensitive s and ∀fj ∈ Fs a correlation regularizer is applied, with the purpose of making
the model fair towards s. The regularization term is the following:

min
Θ

Rrelated =

K∑︂
j=1

λj × R(xj , ŷ) (3.4)

Where λj is the weight for regularizing correlation coefficient between xj and ŷ.
R(xj , ŷ) is defined as:

R(xj , ŷ) = |
n∑︂

i=1

(Xij − µXj )(ŷi − µŷ)| (3.5)

where µXj is the mean of xj .
The reason to use such weights is to reduce the correlation between sensitive attribute
and predicted value by increasing the importance of the regularization term for at-
tributes with high correlation with the sensitive one.

A limitation of this approach is the requirement of some pre-defined values for λ;
since in real-world applications having accurate values for those weights can be difficult,
the training procedure also includes their update.

Formally, the entire optimization function is defined as:

min
Θ,λ

Lcls + η

K∑︂
j=1

λjR(xj , ŷ) + β||η||22

s.t. λj ≥ 0,∀fj ∈ Fs;

K∑︂
j=1

λj = 1

(3.6)

Where η sets the weights of the regularization term and Lcls is the classification loss,
β is used to control the contribution of ||η||22.
Updating θ (parameters of the classifier) and λ is done iteratively: at each step, one of
the two is updated while the other remains fixed.
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In their results, the authors show how their method is able to reduce unfairness while
sacrificing very little classification accuracy.

3.4 Other works
This section briefly describes other recent works to offer a wider view of state-of-the-art
methods.

EDITS [14] proposes a framework composed of three modules:

1. Attribute Debiasing. This module learns a debiasing function gΘwith learnable
parameter Θ ∈ RM . The debiased version of X is obtained as output where
X̄ = gΘ(X).

2. Structural Debiasing. This module outputs Â as the debiased adjacency matrix
A. Specifically, Â is initialized with A at the beginning of the optimization
process. Its entries are then optimized via gradient descent with clipping and
binarization.

3. Wasserstein Distance Approximator. This module learns a function f for each
attribute dimension. Here f is utilized to estimate the Wasserstein distance
between the distributions of different groups for any attribute dimension.

REDRESS [15] is one of the few works that use an individual fairness notion. Given
the oracle pairwise similarity matrix SG of the examples in the input graph G, and the
similarity matrix SY among instances in the outcome space (defined upon a proper
similarity metric), to relieve the individual bias toward fair decision-making, they say
that the predictions are individually fair if for each example x, the two ranking lists
that encode the relative order of other examples are consistent.

Debayes [7] is an adaptation of Conditional Network Embedding (CNE) [36], a
Bayesian approach based on integrating prior knowledge through prior distribution for
the network.

[47] creates a fairer adjacency matrix following the concept of dyadic fairness for
the task of link prediction.

MCCNifty [78] is another extension of nifty; this work uses the same perturbation
process of Nifty, but instead of doing it in the entire graph, a multi-view extractor
based on Pagerank [57] extracts informative regional structures (subgraphs) to which
the perturbations are done.
Authors justify their work by the fact that considering the entire graph structure is
computationally expensive, can be affected by global bias, and does not consider the
problem of overconfidence, i.e., can assign wrong predictions to very noisy examples or
out of the distribution.

Influence maximization is also a quite popular approach used, see [71], [39].





Chapter 4

Proposed methods

As introduced in chapter 3, this thesis proposes to extend the state-of-the-art method
[1], inspired by related literature ([70], [79]) shown to be empirically effective. We’ve
been motivated by the fact that, although providing good results in the fairness metrics,
NIFTY followed an approach purely based on randomization; instead, we show that we
can formulate some heuristics that can further increase the effectiveness of the method
in reducing bias and unfairness of its results.

More specifically, we focused on the graph perturbations applied in the encoding
process, producing two different extensions of NIFTY:

∗ Biased edge dropout in graph structure perturbation;

∗ Biased non-sensitive attribute perturbation;

In their work, NIFTY’s authors used different GNN versions as the backbone for
their model; we instead focused only on the simple yet effective GCN formulation,
mainly for reasons of time, with the hope to extend our work to other formulations in
the future. More specifically, the GCN used in this work is composed of a convolutional
layer with 16 hidden units, followed by a linear fully connected layer; we choose this
architecture to have comparable results because it is the same used by NIFTY as
GCN backbone. This architecture can be seen as a starting point, able to give good
results while not being too complex; a more accurate tuning can be made, however, it
is reasonable to think that using many more hidden units and/or other adding more
hidden layers could impact too much the complexity of the model since the overall
method is composed of different modules, each of which contributes in the overall
complexity. Moreover, this work mainly focuses on fairness enforcing method, so we
do not focus on directly increasing the accuracy.

Since both extensions performed well for the analyzed datasets in reducing unfairness,
a third natural extension is the combination of the two; the next sections will describe
the proposed approaches and the solutions implemented for both models and their
combination.
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4.1 Biased edge dropout
Since NIFTY (see section 3.1) randomly drops edges that connect same sensitive
attribute’s node proportionally to their distribution in the graph, the resulting per-
turbed adjacency matrix will have approximately the same homophily level as the
original one; it has been shown that [70] using a perturbation that is biased toward
removing homophilous edges can be beneficial for the fairness of the learned model
(see section 3.2).

With the objective of involving different and fairer augmented versions of the adja-
cency matrix in the information aggregation process, we implemented a softer version
of FAIRDROP injected in the structure perturbation process; in fact, FAIRDROP
operates on the whole graph without the need to specify a drop rate, only using the
hyperparameter δ to indicate how much percentage of homophilous links to remove
from the graph (as defined in equation 3.3): this means that the actual number of
dropped edges will depend on how many of them are connecting same attributes’ nodes.

In this work, we instead follow NIFTY’s pipeline, where the drop rate must be
specified; more specifically, we apply the default dropping made by the method and
then adjust the ratio between fair and unfair eliminated edges using the hyperparameter
δ; starting from the result given by the default drop, we can obtain a solution as close
as possible to the original one, without introducing too much extra randomness in the
augmentation process.

More formally, given the augmented adjacency matrix Ã constructed by NIFTY for
a certain drop rate, we define:

EÃ = {(i, j)|(i, j) ∈ E, ãi,j = 1} (4.1)

as the set of edges not dropped and:

E¬Ã = {(i, j)|(i, j) ∈ E, ãi,j = 0} (4.2)

as the set of edges dropped.

We consider E¬Ã and the hyper-parameter δ and check whether in the set there is
at least a ratio of 0.5 + δ edges connecting nodes with the same value of the sensitive
attribute (homophilous). If not, we randomly replace some heterophilous edges (i.e.,
edges connecting nodes with different value for s) from E¬Ã and insert them in EÃ,
replacing them with homophilous edges from EÃ; in other words we reconnect some
heterophilous links, dropping the same number of (random) homophilous ones, taken
from EÃ \ E¬Ã. The number of replaced nodes is given by the difference between the
actual ratio of homophilous edges dropped and the given 0.5 + δ. Algorithm 1 reports
the pseudo-code used for this process.

Clearly, when in the graph structure the percentage of homophilous edges is already
bigger than 0.5 + δ % our extension doesn’t activate and reduces itself exactly to
NIFTY. On the contrary, the higher the value of δ, the more homophilous links are
removed from the adjacency matrix. In this way, the augmented adjacency matrix
will contain fewer homophilous links, while maintaining the majority of the edges in
the original perturbation from NIFTY: the main difference is given by the selection of
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edges added and removed since it does not re-select which edges to remove.

Algorithm 1 Biased edge perturbation
Input Adjacency matrix A, sensitive attributes vector s, δ, drop rate p

Output Perturbed adjacency matrix Ã

1: M← boolean mask as defined in 3.1
2: R← A[¬M ] // apply negation of the mask to obtain edges removed by standard

NIFTY
3: HO,HE ← homofilous, heterophilous edges ∈ R

4: if |HO|
|HO+HE| < 0.5 + δ then

5: sizeA = 0.5 ∗ |ai,j ∈ A|ai,j = 1|
6: diff ← (δ − p) ∗ sizeA // number of edges to replace
7: keptEdges← {ai,j ∈ A|mi,j ∈M,mi,j = True}
8: droppedEdges← {ai,j ∈ A|mi,j ∈M,mi,j = False}
9: removableEdges← keptEdges ∩HO

10: addableEdges← droppedEdges ∩HE

11: sizeAdd = |addableEdges|
12: sizeRem = |removableEdges|
13: if sizeRem < diff or sizeAdd < diff then
14: diff = min(sizeRem, sizeAdd)

15: indrem ← first diff elements of random permutation of removableEdges

16: indadd ← first diff elements of random permutation of addableEdges

17: M [indrem[:]]← True

18: M [indadd[:]]← False

19: return A[M ]
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4.2 Biased attribute perturbation

Another procedure in which NIFTY introduces some randomness to enforce stability
and fairness in the model is the attribute perturbation (see section 3.1), used to generate
one of the augmented representations. Even in this case, we start from the idea that,
while random modifications in the values of the attributes could enforce stability and
consequently fairness because of the connection between the two introduced in sec-
tion 3.1, a premeditated biased perturbation could drive the model to a fairer learning.
In particular, we would like our model to perturb with greater probability attributes
that could impact the use of sensitive attributes in the learning process, i.e. features
that are correlated with the sensitive one. The third perturbation used in NIFTY (see
section 3.1) does something similar, by flipping the sensitive attribute to generate a
sort of counterfactual augmentation; however, as discussed in subsection 2.4.2, one
of the reasons why removing the sensitive attribute may not be sufficient is exactly
the fact of not considering the possible relationships between that attribute and the
non-sensitive ones: flipping the sensitive attribute is not different from removing it,
because it tries to force the model into learning that the feature is not relevant in the
classification task, i.e. it should not be used in the prediction.

For this reason, we analyzed the literature looking for a method or idea that could
help in our problem; we found a possible solution in FairRF [79], a method that
tries to mitigate unfairness by exploring the correlations of the sensitive feature with
the non-sensitive ones. This method however pre-defines some related features by
exploiting previous knowledge about the topics of the datasets, supported by relative
literature and empirical results. We do not have this privilege, so we decided to exploit
the correlation between features found by a previous relationship analysis. More
specifically, we first calculate a correlation coefficient between the nodes’ sensitive
attribute and the other attributes, then fix a threshold on its absolute value, in or-
der to select only the most relevant ones, i.e. the ones that exhibit a greater correlation.

We follow the correlation weights update procedure implemented in the original
paper, but we do not include a correlation loss in our optimization function, because
differently from FairRF, we already have a process that implicitly influences the loss
computation, i.e. the attribute perturbation; in fact, we use weights in the attribute
modification process to force the model to perturb related features with a probability
higher than the probability of perturbing other attributes; this probability will be
proportional to the value of the weights, i.e., a related attribute with high weight will
have more chance of being perturbed.

Formally, we define Fs as the set of related attributes with a correlation coefficient
greater than the threshold τ , Λ = λj∀fj ∈ Fs as the set of weights for the related
features and Ω = ωj ,∀fj ∈ Fs as the set of absolute values of correlation coefficients
for the related features.

We start by initializing Λ with the values in Ω, so that for each feature fj ∈ Fs,
λj = ωj ; we than inject those weights in the attributes perturbation function to modify
the perturbing probability assigned to related features.
In the default augmentation procedure defined in 3.1, the masking vector r ∈ {0, 1}M
was drawn from a Bernoulli distribution, i.e., r ∼ B(pn), with pn the probability of
independently perturbing an attribute; in our extension, this procedure remains the
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same for non-related features, while the perturbing probability for related attributes
becomes pn + λj ,∀fj ∈ Fs. The new value of a perturbed attribute is calculated the
same way defined in 3.1, i.e., xv̄ = xv + r · d, where d ∈ RM is sampled from a normal
distribution and r ∈ {0, 1}M is the masking vector.





Chapter 5

Experimental evaluation and
discussion

This chapter reports the experiments relative to the methods described in the previous
chapter, along with a description of used datasets and metrics. Results show that
our proposals can improve different fairness metrics compared to the original NIFTY
formulation while maintaining the same computational complexity and the same level
of predictive performance.

5.1 Datasets
We use the three datasets used by NIFTY, along with the well-known Pokec [12]
dataset; for the first three, in addition to what the authors of NIFTY reported, we also
include the level of homophily of each graph, that is the rapport between the number
of edges connecting nodes with the same sensitive attribute and the total number of
edges, since it’s a fundamental characteristic to understand the behavior of our biased
edge perturbation 4.1 extension.

∗ German credit graph (German) has 1000 nodes representing clients in a
German bank, connected based on the similarity of their credit accounts; clients
are to be classified as good or bad credit risks and the sensitive attribute is their
gender. It has 22242 out of which 17998 are homophilous of them connect nodes
with the same value for the sensitive attribute, so it has an homophily level of
80.92%.

∗ Recidivism graph (Bail) has 18876 nodes representing defendants who got
released on bail, collected from several state courts in the US between 1990-
2009; nodes are connected based on the similarity of their criminal records and
demographics; defendants are to be classified as releasable or not releasable and
the sensitive attribute is their ethnicity (black or white). It has 321308 edges
and an homophily level of 53.61%.

∗ Credit defaulter graph has 30000 nodes representing individuals, connected
based on the similarity of their spending and payment patterns; the task is to
predict whether an individual will default on the credit card payment or not and

39
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the sensitive attribute is their age. It has 1436858 edges and a homophily level
of 95.99%.

∗ Finally, we consider a dataset where, differently from the others, edges are
not generated based on some heuristics, but are taken from real world data:
Pokec [12] is a dataset representing 66569 users in a social network, connected by
friendship relationships; the task is to predict the working field, and the sensitive
attribute is their region. It has 550331 edges, with an homophily level of 95.58%.

In German, Bail and Credit, the similarity measure used to calculate the similarity
between pairs of nodes is the Minkowski distance, that for two variables a and b is
defined as:

minkowski (a, b) =

(︄
n∑︂

i=1

|ai − bi|p
)︄ 1

p

(5.1)

Where p can take any value greater than 1; in their implementations, the authors
use p = 2, which corresponds to use the Euclidean distance. The complete equation
used is:

1

(1 +minkowski(a, b))
(5.2)

For each dataset, the authors set a different threshold to decide which nodes to
connect, calculated as a percentage of the maximum similarity between all respective
nodes; in particular, for bail is 60%, for german is 80% and for credit is 70%.

Table 5.1 reports main characteristics of each dataset.

Dataset German Bail Credit Pokec

Nodes 1000 18,876 30,000 66,569

Edges 22,242 321,308 1,436,858 729,129

Node attributes 27 18 13 59

Sensitive Gender Race Age(≤ 25/ > 25) Region

Labels good credit bail payment default Working field

Homophily level 80.92% 53.61% 95.99% 95.58%

Table 5.1: Datasets details

5.2 Experimental setup
Experiments have been preliminarily run on Google Colabolatory 1; then, since the
models required quite a lot of time to be trained and the service doesn’t allow more
than 12 consecutive hours on the standard plan, we started using a personal machine
running Ubuntu 22.04, with an Intel-10700k CPU, a NVIDIA RTX 3070 GPU and
16GB of RAM.
Models have all been developed in Python 3.7, using PyTorch 2 1.7.1+cu11 and

1Google Colabolatory [29]
2PyTorch [59]
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PyTorch-Geometric 3 1.7.0 libraries. Code developed during the thesis period will be
made available in author’s github page 4.

5.2.1 Baselines and configurations
To evaluate the effectiveness of our implementations, we used 4 baselines 3:

∗ NIFTY: since this is our main baseline, we kept most of the hyperparameters
reported by the authors in the paper, i.e.: Adam optimizer with a learning rate
of 1e−3, weight decay 1e−5 and number of epochs 1000 for all datasets except
German, for which we increased the number of epochs to 2500 to obtain results
closer to the ones reported in literature; some other hyperparameters varied for
different datasets, more details will be given in the next section.

∗ FAIRDROP: we tested the performance of the base model using different values
for δ (see section 3.2), but we substituted the backbone GCN with the same one
used in NIFTY to make the comparison reasonable; it should also be noted that
FAIRDROP has been implemented to perform the task of fair link prediction,
not node classification, so an adaptation to work with our setting and datasets
was necessary; optimizer setting and epochs are the same used for NIFTY.

∗ Linear regression: we implemented a simple linear regression model to check
how considering only nodes’ attributes would have affected the performances,
mainly in terms of fairness;

∗ GCN: we also performed some experiments using the backbone GCN alone
(configured as described in chapter 3), to check the effective fairness reduction
performances of the other methods.

5.3 Metrics

5.3.1 Area under the curve
To evaluate the predictive performance for the downstream task of node classification
we use Area under the curve (AUC).

Results obtained by a classificator during testing are counts of the correct and
incorrect classifications of each class; this information can be displayed in a confusion
matrix, that shows the differences between true and predicted classes for the set of
labeled examples in the test set. Those values allow for the calculation of the True
positive rate (TPR) and False positive rate (FPR), defined as follows:

TPR =
true positives

true positives+ false negatives

FPR =
false positives

false positives + true negatives

Those parameters are plotted in a graph called ROC (receiver operating char-
acteristic) curve at different classification thresholds, showing the trade-off between

3PyTorch Geometric [60]
4Author github [30]
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TPR (y-axis) and FPR (x-axis): lower thresholds classifies more examples as positive,
increasing both false and true positives.
AUC aggregates the performance across all possible thresholds, measuring the 2-
dimensional area underneath the ROC curve: it ranges from 0 to 1, telling how much
the model is able to distinguish between classes. Figure 5.1 shows a graphical example
of the metric.

Figure 5.1: ROC and AUC example

5.3.2 Fairness metrics

To measure fairness, we use the same group metrics used in NIFTY, i.e. Statisti-
cal Parity and Equality of Opportunity (EO) (both described in section 2.4.1),
where probabilities are estimated on the test set we use ∆SP , ∆EO and CF to indicate.

We also use the Counterfactual fairness (CF) metric, where the score is calcu-
lated as the percentage of test nodes for which the predicted label changes when flipping
the node’s sensitive attribute. In line with related literature, we report the fairness
metrics as percentages from 0% (never discriminating) to 100% (always discriminating),
so the lower the better. We use ∆SP , ∆EO and CF to indicate Statistical Parity,
Equality of Opportunity, and Counterfactual Fairness respectively, in terms of the
difference between probability for the two groups.

Results are presented in form of tables, where we report mean and standard deviation
of 3 to 5 independent runs for each random seed used (0,1 and 2).

5.4 Results

5.4.1 GCN and linear regression models

This section reports the results obtained by using the GCN backbone alone and a
simple linear regression model. In both we use the same optimizer used in NIFTY;
since we needed to find a way to debias the model by also working on node’s attributes,
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we test both by including or not the sensitive attribute, to see if and how much it
could affect performances in terms of fairness.

Since Counterfactual Fairness explicitly requires the sensitive attribute to generate
flipped versions of the examples, the results of the models trained without it do not
report any value for that metric.
Table 5.2 reports the results with the GCN for German, while Tables 5.4 and 5.3 for
Bail and Credit.

Results on German (Table 5.2) clearly show that an approach that only relies on
hiding the sensitive attribute isn’t sufficient to reduce unfairness: it even increases
the unfairness of the results that we obtained, however, being the values so high, it
should not be a direct consequence of removing the feature, but more probably an
effect of randomness in the learning process. Another important observation is that
those results demonstrate the effectiveness of NIFTY and in particular of our extension.

Results on Bail and Credit (Tables 5.3 and 5.4) show instead a more expected
behavior: removing the sensitive attribute slightly reduces accuracy, but also decreases
the unfairness of the learned representation; both SP and EO are lowered, remaining
however higher than NIFTY for Bail. For Credit without sensitive, instead, results
are very similar to the ones obtained by our extensions: it can be a bit discouraging
considering the complexity of NIFTY and our extension compared to a "simple" GCN,
however, it demonstrates that even without excluding the sensitive attributes, our
model is able to learn a solution that somehow tries to not use that feature.

German

Attribute AUC ∆SP ∆EO CF

SENSITIVE 69.32 ±0.52 40.01 ±1.89 40.86 ±3.94 14.13 ±1.5

NO SENSITIVE 69.42 ±0.27 43.99 ±0.29 46.49 ±2.45

Table 5.2: Backbone GCN w and w/out sensitive attribute with German dataset

Bail

Attributes AUC ∆SP ∆EO CF

SENSITIVE 93.92 ±0.0 7.27 ±0.02 4.7 ±0.01 3.9 ±0.0

NO SENSITIVE 93.91 ±0.0 5.73 ±0.02 4.01 ±0.0

Table 5.3: Backbone GCN w and w/out sensitive attribute with Bail datasets.

Credit

Attributes AUC ∆SP ∆EO CF

SENSITIVE 73.93 ±0.0 12.92 ±0.01 10.64 ±0.01 1.38 ±0.0

NO SENSITIVE 73.89 ±0.0 11.72 ±0.0 9.42 ±0.0

Table 5.4: Backbone GCN w and w/out sensitive attribute with Credit datasets.
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Table 5.5 reports the results with the linear regression model for German, while
Tables 5.6 and 5.7 for Bail and Credit.

The linear regression model performs very well in terms of accuracy. It also looks
like edges do not bring any relevant information for the accuracy of the predictions,
however, the backbone GCN used is really simple and not comparable to the best
performances models that can be found in literature.
For what concerns the fairness metrics, we see the same exact behavior seen with
the GCN alone, with the difference that in Credit, SP and EO are way lower than
all other models tested. This may be caused both by the setting of the GCN, which
remained fixed and has not been accurately tuned (to remain coherent with NIFTY),
and by the fact that, as said before, edges are built and do not refer to a real-world
graph; moreover, Credit has 47 times more edges than nodes: this may cause the model
to give a lot of relevance to the links that, despite providing additional information,
may introduce some noise that more complex (or deeper) architectures could possibly
recognize and remove.

In any case, it is clear that removing the sensitive attribute isn’t always effective in
mitigating unfairness, especially in German where we get the opposite behavior. For
this reason, we implemented an extension to work on non-sensitive attributes whose
results are presented in the next section.

German

Attributes AUC ∆SP ∆EO CF

SENSITIVE 66.95 ±4.34 5.87 ±4.72 5.65 ±3.86 2.7 ±2.49

NO SENSITIVE 69.1 ±2.56 7.63 ±4.84 5.36 ±4.0

Table 5.5: Linear regression w and w/out sensitive attribute with German dataset

Credit

Attributes AUC ∆SP ∆EO CF

SENSITIVE 72.77 ±0.44 4.3 ±0.51 2.32 ±0.48 1.1 ±0.21

NO SENSITIVE 72.75 ±0.41 3.03 ±0.49 1.5 ±0.46

Table 5.6: Linear regression w and w/out sensitive attribute with Credit datasets

Bail

Attributes AUC ∆SP ∆EO CF

SENSITIVE 97.32 ±0.24 8.07 ±0.36 4.89 ±0.48 0.91 ±1.5

NO SENSITIVE 97.37 ±0.16 7.26 ±0.13 2.7 ±0.5

Table 5.7: Linear regression w and w/out sensitive attribute with Credit datasets
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5.4.2 Biased attribute perturbation
This section reports results obtained with the extension described in section 4.2.
This extension proposes to modify the attribute perturbation process of NIFTY by
assigning higher perturbation probability to attributes related to the sensitive one.
First of all, to understand if working only on nodes’ attributes could help mitigate
unfairness in the solutions of a model trained on our dataset, we performed some
preliminary experiments with two simpler models: the backbone GCN used in NIFTY
and a linear regression model, both with and without including the sensitive attribute;
the former helped us understand the actual effectiveness of NIFTY, while the latter,
since a linear regression cannot use information coming from edges, highlighted how
much the graph structure could help the learning model, both in terms of accuracy
and fairness metrics. Results in subsection 5.4.1 show that in both cases, removing the
sensitive attribute is not enough to make the model fair because, as discussed in 2.4,
fairness through awareness usually fails in reducing bias in a machine learning model.

The first reason that came to our mind was that probably there were other features
somehow correlated with the sensitive one, that could potentially be exploited by
a model to derive the unknown sensitive attribute as proxies; to verify this thesis,
we performed a brief study on the relationship between different attributes in our
datasets. In practice, for each dataset, we built a correlation matrix using the Spearman
correlation coefficient, since it can evaluate monotonic relationships between variables,
instead of only on linear relationships like the Pearson coefficient, so can potentially
capture more information. Figures 5.2, 5.3 and 5.4 show the obtained matrix in form
of heat-maps (the image for Pokec is omitted since its nodes have too many attributes
to be correctly displayed); in the figures, the row and column corresponding to the
sensitive attribute are highlighted by a red rectangle, so we can visually see which
other attribute is correlated with it, and the more a cell color tends to red or blue, the
stronger is the correlation.
It can be seen that there actually are cases in which some features increase or decrease
by following a certain relationship with the sensitive attribute; the clearer example is
in German, where the feature on the third row has a correlation coefficient of −0.74
with the sensitive feature.
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Figure 5.2: Correlation matrix for Bail dataset.
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Figure 5.3: Correlation matrix for credit dataset.
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Figure 5.4: Correlation matrix for German dataset.
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Before discussing the results, we should talk about the new hyperparameter intro-
duced by adapting the idea of FairRF into NIFTY: β, that it is used to adjust the
distribution of learned related features weigh λ (see eq. 3.6). Even if we do not employ
the loss regularizer as in the original work, β is still implied in the weight update
process (since we do not modify it) and implicitly affects the optimization process.
Another hyperparameter introduced is τ ; we need it to define a minimum threshold on
the correlation coefficient to select attributes most related to the sensitive one. We
fix this threshold at 0.09, so that at least two features are select for each dataset (see
figures 5.2, 5.3, 5.4).
We did not have much time to test many different values for β, so we report results
with the ones that performed the best. We started from the values used in the original
paper, i.e. 0.5, 0.8, 1; however, those values seemed to be too high for our setting and
did not bring any improvements to the baseline. Instead, lower values like 0.3 always
resulted in a reduction of at least one of the fairness metrics considered.

Another hyperparameter that can influence the performances of the method is the
base attribute perturbation rate r (see 3.1), which tells the probability for which every
attribute will be modified; we called it drattr in the tables.

Table 5.8 shows the results with the biased attribute perturbation for German;
we can see that both ∆SP and ∆EO are reduced by the method, especially with
Dattrr = 0.1, where SP is almost 1

3 and EO is less than 1
6 w.r.t the results obtained by

standard nifty. We can also note how, except for the SP with Dattrr = 0.2, the biased
attribute perturbation seems to find solutions closer together, since they generally
show less variance for the two group metrics.

Table 5.9 reports results for Bail; also in this case, we can see that both ∆SP

and ∆EO are reduced, except for the case with Dattrr = 0.2, where ∆SP is slightly
increased. Another observation is that only with this dataset, AUC values are a bit
higher with our extension; this is counterintuitive since in general, to reduce unfairness
a model has to sacrifice some prediction accuracy (otherwise, the standard model would
have found that solution). Note however that in the cases where our extension reduces
both ∆SP and ∆EO (i.e., with Dattrr = [0.01, 0.1]), AUC values for standard NIFTY
show a way higher variance that make the accuracy fall in a range of values similar to
the one of our extension.

Finally, Table 5.10 shows the results for Credit; in this case, we can see that our
method reduces all the fairness metrics to the same extent with every different value
of Dattrr, while sacrificing a negligible amount of accuracy.
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German

Dattrr β AUC ∆SP ∆EO CF

0.01 68.82 ±2.74 2.44 ±1.55 1.87 ±0.61 0.60 ±0.60

0.3 69.53 ±2.46 1.56 ±1.19 1.19 ±0.68 0.72 ±0.81

0.1 69.78 ±2.32 3.38 ±2.48 2.85 ±2.31 0.53 ±0.55

0.3 68.85 ±1.94 1.38 ±0.67 0.44 ±0.25 0.67 ±0.37

0.2 69.47 ±2.20 2.14 ±1.22 1.68 ±2.20 0.60 ±0.50

0.3 69.02 ±2.75 2.08 ±1.49 1.54 ±0.77 0.47 ±0.58

Table 5.8: Comparison between NIFTY (gray rows) and biased attribute perturbation on
German dataset.

Bail

Dattrr β AUC ∆SP ∆EO CF

0.01 82.95 ±2.01 1.89 ±0.41 1.41 ±0.25 0.82 ±0.49

0.3 84.28 ±0.69 1.73 ±0.27 1.09 ±0.33 1.11 ±0.18

0.1 82.51 ±2.01 1.94 ±0.76 1.22 ±0.29 1.15 ±0.32

0.3 83.53 ±0.23 1.86 ±0.31 1.09 ±0.67 1.35 ±0.21

0.2 81.95 ±0.19 1.70 ±0.16 1.15 ±0.35 1.31 ±0.67

0.3 84.16 ±0.27 1.88 ±0.38 0.72 ±0.29 1.20 ±0.29

Table 5.9: Comparison between NIFTY (gray rows) and and biased attribute perturbation
on Bail dataset.

Credit

Dattrr β AUC ∆SP ∆EO CF

0.01 72.16 ±0.17 12.79 ±1.57 10.55 ±1.53 0.88 ±1.18

0.3 72.20 ±0.18 11.69 ±0.10 9.40 ±0.11 0.06 ±0.04

0.1 72.16 ±0.17 12.85 ±1.55 10.57 ±1.51 0.90 ±1.22

0.3 71.98 ±0.22 11.73 ±0.11 9.45 ±0.11 0.09 ±0.05

0.2 72.17 ±0.18 12.80 ±1.58 10.55 ±1.54 0.88 ±1.19

0.3 71.83 ±0.18 11.68 ±0.04 9.40 ±0.06 0.11 ±0.09

Table 5.10: Comparison between NIFTY (gray rows) and and biased attribute perturbation
on Credit dataset.
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To have a more general view of the performances of our approach, we also report
some images (figures 5.5, 5.6) where we plotted all the results obtained by NIFTY
versus our extension (that we called in this case "NIFTY + FAIRRF"). Both figures
show the little decrease in accuracy, while also decreasing the fairness metric; we see
that our method’s results (red points) follow the ones of the original NIFTY (blue
points), while generally staying close to the bottom and a little to the left, indicating
a reduction in the fairness metrics trading-off a negligible decrease in accuracy, and
reflecting the values reported in the tables. It should also be noted that in both cases
lowest values for the fairness metric are achieved by our implementation.

(a) (b)

Figure 5.5: Plotted single results for biased attribute perturbation for SP (a) and EO (b)
on german dataset

Figure 5.6: Plotted single results for biased attribute perturbation for EO on credit dataset
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5.4.3 Biased edge dropout
The other extension developed, described in section 4.1, has been tested on all four
datasets; since the solution proposes to modify the random perturbation process,
which is concretely implemented as a random edge drop, for our experiments we select
different values for the hyperparameter edge drop rate (dr) other than δ; the former
is in fact used in NIFTY to define the probability to drop an edge when building the
graph structure augmentation, while the latter specifies the ratio of homophilous edges
in the set of dropped edges.
We explored different values for dr and δ: the range of values varies for every dataset
involved, because of the different number of edges and level of homophily. We fixed
the attribute perturbation rate (see 3.1) to 0.1 as it is the default value used in NIFTY
and does not directly influences perturbation on the graph structure.

Tables 5.11, 5.12, 5.13 ad 5.14 presents our experimental results with this method.
Note that with δ = 0, the extension reduces to NIFTY because the original edge
perturbation is random, i.e., the dropout is unbiased; in the same way, using δ = 0
corresponds to dropping edges with a probability p = 1/2, so every edge has the
same probability of being removed, independently by the fact of being homophilous or
heterophilous: in other words, the perturbation is random and unbiased.

We can see that the values follow the same exact pattern seen with the biased
attribute perturbation extension: even with Bail (Table 5.13) which has the more
complex behavior, results are comparable, with a reduction in SP and increase in EO
with dr = 0.1, reduction in EO and increase in SP with dr = 0.25. .
Finally, also in this case the smaller values for each metric are obtained by our method.

In German (Table 5.11) we see that our method improves on all the considered
fairness metrics (SP, EO, and CF) compared to the baseline NIFTY (rows with δ = 0),
where δ = 0.4 seems to provide the best results, except for the CF metric with drop
rate 0.1 where we see an increase.

On Pokec (Table 5.12 ), we see a similar pattern for SP and CF, while EO improves
compared to the baseline for drop rate 0.1 and 0.2, except with drop rate 0.2 and δ
0.49 where it slightly increase; however, it still remains near the value obtained with
baseline NIFTY, but with less standard deviation. Note however that our method
achieves the overall lowest value on all fairness metrics.

In Credit (Table 5.14) our method consistently improves all the fairness metrics.

In all cases, the decrease in AUC of our method compared to the baseline is always
negligible, while always decreasing at least one of the fairness metrics.
From the results, it is clear that our method is a powerful extension to NIFTY, being
able to significantly improve the fairness of the resulting model for all the metrics and
in all the considered datasets. The choice of δ and Dr are however crucial to obtain
satisfying results.
Moreover, while here we report different fairness metrics, it is a good practice in
real-world applications to focus on one fairness metric and then optimize the hyperpa-
rameters for that one.



5.4. RESULTS 53

German

Dr δ AUC ∆SP ∆EO CF

0.01 0 71.05 ±1.52 2.19 ±1.57 3.12 ±0.15 0.30

.35 71.05 ±0.57 2.15 ±1.03 3.04 ±1.11 0.20 ±0.28

.4 70.63 ±0.38 1.34 ±0.70 2.35 ±1.06 0.43 ±0.31

0.1 0 69.78 ±2.32 3.38 ±2.48 2.85 ±2.31 0.53 ±0.55

.35 69.45 ±1.01 2.15 ±1.49 2.36 ±1.67 0.40 ±0.28

.4 67.17 ±1.47 0.85 ±0.57 0.81 ±0.56 0.50 ±0.41

0.2 0 68.69 ±0.91 2.26 ±1.52 2.15 ±1.52 0.87 ±0.38

.35 68.11 ±1.1 1.58 ±1.1 1.16 ±0.69 0.47 ±0.45

.4 68.46 ±1.35 1.19 ±0.92 1.3 ±0.96 0.47 ±0.25

Table 5.11: Comparison between NIFTY (rows with δ = 0) and biased edge dropout on
German dataset.

Pokec

Dr δ AUC ∆SP ∆EO CF

0.1 0 67.24 ±0.43 0.63 ±0.06 0.70 ±0.28 0.13 ±0.03

.47 66.42 ±0.12 0.53 ±0.02 0.34 ±0.02 0.10 ±0.01

.49 66.99 ±0.05 0.53 ±0.02 0.25 ±0.07 0.09 ±0.01

0.2 0 66.52 ±0.60 0.62 ±0.17 0.56 ±0.36 0.13 ±0.03

.47 66.38 ±0.01 0.48 ±0.02 0.47 ±0.12 0.11 ±0.01

.49 66.36 ±0.06 0.54 ±0.09 0.60 ±0.11 0.10 ±0.03

0.2 0 66.52 ±0.06 0.62 ±0.17 0.56 ±0.36 0.13 ±0.03

.47 66.38 ±0.01 0.48 ±0.02 0.47±0.12 0.11 ±0.01

.49 66.36 ±0.04 0.54 ±0.06 0.6 ±0.16 0.1 ±0.01

Table 5.12: Comparison between NIFTY (rows with δ = 0) and biased edge dropout on
Pokec dataset.

Figures 5.7 and 5.8 report the same kind on plots reported for the other extension
and the same considerations can be done: they show a negligible reduction in accuracy
while decreasing the fairness metrics.
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Bail

Dr δ AUC ∆SP ∆EO CF

0.1 0 81.66 ±0.08 2.26 ±0.19 0.79 ±0.36 1.04 ±0.06

.25 82.85 ±0.37 1.40 ±0.18 1.05 ±0.10 1.37 ±0.10

.4 83.24 ±0.14 1.67 ±0.18 1.09 ±0.25 1.21 ±0.08

0.25 0 84.28 ±0.12 2.09 ±0.18 1.11 ±0.59 1.61 ±0.20

.25 83.51 ±0.14 2.28 ±0.18 0.61 ±0.31 1.36 ±0.09

.4 83.97 ±0.08 2.30 ±0.15 0.44 ±0.12 1.24 ±0.07

0.3 0 83.52 ±0.06 1.97 ±0.24 1.26 ±0.21 1.17 ±0.08

.25 83.05 ±0.76 2.22 ±0.33 0.47 ±0.15 1.4 ±0.17

.4 83.26 ±0.11 2.28 ±0.1 0.72 ±0.23 1.18 ±0.06

Table 5.13: Comparison between NIFTY (rows with δ = 0) and biased edge dropout Bail
dataset.

Credit

Dr δ AUC ∆SP ∆EO CF

0.01 0 72.13 ±0.01 12.66 ±0.94 10.30 ±0.88 0.78 ±0.75

.47 72.09 ±0.01 11.72 ±0.02 9.45 ±0.02 0.08 ±0.01

.499 72.09 ±0.02 11.73 ±0.06 9.45 ±0.05 0.10 ±0.02

0.2 0 72.15 ±0.00 12.84 ±0.02 10.54 ±0.03 0.84 ±0.01

.47 72.06 ±0.03 11.73 ±0.05 9.45 ±0.04 0.12 ±0.03

.499 72.04 ±0.04 11.75 ±0.03 9.46 ±0.01 0.11 ±0.03

0.25 0 72.16 ±0.00 12.69 ±0.01 10.35 ±0.13 0.68 ±0.09

.47 72.13 ±0.02 11.73 ±0.02 9.46 ±0.02 0.04 ±0.02

.49 72.09 ±0.03 11.73 ±0.02 9.46 ±0.02 0.07 ±0.01

Table 5.14: Comparison between NIFTY (rows with δ = 0) and biased edge dropout on
Credit dataset.
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Figure 5.7: Plotted single results for biased edge perturbation EO on bail dataset

Figure 5.8: Plotted single results for biased edge perturbation SP on German dataset

In general, results show a lower difference with the baseline NIFTY w.r.t. the
biased attribute perturbation extension: this may indicate that node’s attributes have
a major role in introducing unfairness in the learned representation.
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5.4.4 Combining the methods
Since both extensions provide good results, our last experiment consists in combining
them, to see if working on both attributes and graph structure can actually work better
than the single methods.

Tables 5.15, 5.16 and 5.17 show the results obtained combining the two methods
for German, Credit and Bail. Note that the hyperparameter β is not reported in the
table, but we only used the value 0.3; we instead report both Dr and Dattrr (edge and
attribute perturbation rate, respectively, see 3.1 along with δ (see 4.1).

From the results, we can see that combining both methods reduces the fairness met-
rics while sacrificing the same level of accuracy of the extensions taken independently.
Not always the combination provides the best results; sometimes it produces solutions
with values that are more or less the mean between the values of the independent
extensions and sometimes with worse values.

We can compare the results obtained with the same values for the hyperparameters
Dr and Dattrr in the two extensions: for example, with German, we take the results
obtained with Dattrr = 0.1 and Dr = 0.1; the biased attribute perturbation extension
has ∆SP = 1.38 and ∆EO = 0.44, while the biased edge perturbation has ∆SP = 2.15
and ∆EO = 2.36 with delta = 0.35. The combination has ∆SP = 1.00 and ∆EO = 1.61,
so it decrease SP w.r.t. to both independent methods, while decreasing EO only w.r.t.
to the biased edge perturbation with a value that is a bit lower than the mean of the
two. This is however not true if we take δ = 0.4, where the values for both metrics are
higher than the values obtained with the two extensions, while staying lower w.r.t. the
original NIFTY model.

Following the same reasoning, we see that with Bail the combination seems to have
results with almost always lower values for the fairness metrics w.r.t. the independent
extensions; with Credit, the combination provides results that are very similar to the
biased attribute perturbation and slightly better (i.e., lower fairness metrics) w.r.t. the
results of biased edge dropout.
In any case, the combination of the two methods improves in terms of fairness w.r.t.
the baseline NIFTY and in particular it looks like using both methods together tends
to obtain low for the counterfactual fairness metric.

A more accurate selection for the hyperparameter β should be done, to make biased
attribute perturbation affect more or less the model; there are also a lot of combinations
for the perturbation rates values to be tested, so it may be possible to find solutions
that take the best from both extensions, but we did not have enough time to explore
many of them.
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German

Dattrr Dr δ AUC ∆SP ∆EO CF

0.01 0.1 0 68.82 ±2.74 2.44 ±1.55 1.87 ±0.61 0.60 ±0.60

0.35 68.15 ±3.43 1.00 ±1.50 1.61 ±1.51 0.66 ±0.59

0.4 68.62 ±2.83 2.06 ±1.77 2.25 ±2.20 0.13 ±0.30

0.1 0 69.78 ±2.32 3.38 ±2.48 2.85 ±2.31 0.53 ±0.55

0.35 66.76 ±1.54 0.99 ±0.70 0.78 ±0.79 0.31 ±0.41

0.4 68.32 ±2.33 1.17 ±1.08 0.63 ±0.38 0.33 ±0.43

Table 5.15: Comparison between NIFTY (rows with δ = 0) and the combination of our
methods on German dataset.

Credit

Dattrr Dr δ AUC ∆SP ∆EO CF

0.01 0.25 0 72.13 ±0.01 12.66 ±0.94 10.30 ±0.88 0.78 ±0.75

0.47 72.19 ±0.15 11.67 ±0.11 9.39 ±0.11 0.06 ±0.04

0.499 71.89 ±0.37 11.70 ±0.10 9.42 ±0.10 0.11 ±0.02

0.1 0 72.16±0.17 12.85±1.55 10.58±1.51 0.90±1.22

0.47 71.97 ±0.23 11.74 ±0.09 9.46 ±0.09 0.07 ±0.05

0.499 71.98 ±0.22 11.71 ±0.09 9.43 ±0.10 0.06 ±0.04

0.2 0 72.17 ±0.18 12.79 ±1.58 10.54 ±1.54 0.88 ±1.19

0.47 71.90 ±0.21 11.69 ±0.05 9.44 ±0.06 0.10 ±0.07

0.499 71.89 ±0.22 11.67 ±0.06 9.42 ±0.05 0.13 ±0.1

Table 5.16: Comparison between NIFTY (rows with δ = 0) and the combination of our
methods on Credit dataset.

Bail

Dattrr Dr δ AUC ∆SP ∆EO CF

0.1 0.1 0 82.51 ±2.01 1.94 ±0.76 0.72 ±0.29 1.15 ±0.32

0.25 83.70 ±0.80 1.51 ±0.15 1.07 ±0.45 1.23 ±0.18

0.4 83.59 ±0.72 1.54 ±0.28 1.39 ±0.23 0.14 ±0.15

0.2 0 81.95 ±0.19 1.70 ±0.16 1.15 ±0.35 1.31 ±0.67

0.25 83.09 ±0.87 1.69 ±0.42 1.01 ±0.60 1.31 ±0.41

0.4 82.97 ±0.76 1.71 ±0.42 0.98 ±0.75 1.37 ±0.36

Table 5.17: Comparison between NIFTY (rows with δ = 0) and the combination of our
methods on Bail dataset.





Chapter 6

Conclusions and future works

In this thesis, we studied and proposed two extensions to improve fairness in the
state-of-the-art model NIFTY, a method to compute fair node representations.
We replaced the randomness in its perturbation processes to create augmented views
that force the learned representation to give less importance to sensitive and sensitive-
related features instead of introducing random noise.

Our first proposal is inspired by recently proposed biased graph structure modifica-
tion methods; our second proposal exploits an idea taken from a recent work on fair
classification and adapts it as a node attributes perturbation strategy.
We have shown the effectiveness of our approaches in four real-world graph datasets.

This work provides many possibilities for future extensions and refinements, also
because of the lack of time that did not permit to evaluate many values for the
hyperparameters used. Some possible ideas:

1. An obvious and straightforward extension would be to better tune the parameters
of the backbone GCN, maybe also by trying other convolutions described in the
literature;

2. Concerning the graph structure, since German, Bail, and Credit datasets have
all "artificial" edges, a first idea can be to modify the link creation process by
employing different similarity metrics, which could probably also be learned by a
DL model from other real-world datasets of the same topic; another idea could
be to inject some fairness constraints while generating edges, to obtain a fairer
adjacency matrix.

3. A challenging while interesting idea is to extend this work to operate also in a
context where the sensitive attributes are more than one; for example, in German
dataset, there are other features that could be considered sensible, like Age or
the fact of coming from another country. It can however be difficult because it
also introduces the problem of Gerrymandering [38], which can arise when a
classifier is fair for each individual group but discriminates on subgroups, such
as certain combinations of different sensitive attributes.

4. Following the work of MccNifty [78] and [33], one could try to include subgraph
information by adding a "subgraph perturbation" process, where subgraphs are
generated or simply taken from nodes far from each other, with different sensitive
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attribute but same ground truth, to make the model learn that the representation
of the two subgraphs should be similar.

5. An idea to include individual fairness metrics could be to extend FairDrop, where
instead of only dropping edges we replace some of them (maybe with the same
heuristics used for edge generation in NIFTY) while preserving the high-order
structure,i.e., remove some direct connection between homophilous edges and
replace them with a path of length > 1 or create a shorter path to nodes that are
connected with a long path and have different sensitive attribute while sharing
most of the other features. The idea is to build an adjacency matrix where each
node has more or less the same number of homophilous and heterophilous edges:
in this case, optimizing for the individual metric consistency can also guarantee
group fairness because it forces the model to do similar prediction to neighbors
nodes.

6. An extension for the biased attribute perturbation process could involve the
actual perturbation value other than the probability of doing it: weights (see
4.2) could be used to increase or decrease the value of the augmentation d (see
3.1). In this case, larger weights would produce a larger variation w.r.t. related
attributes’ values in the original node.
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