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”The kind of knowledge which is supported only by observations
and is not yet proved must be carefully distinguished from the truth;
it is gained by induction, as we usually say. Yet we have seen cases
in which mere induction led to error”

— Leonard Euler



iv



Abstract

Heavy-ion fusion reactions have been studied for long, helping the development of better theoretical
models due to the new physical discoveries. The last of these unexpected results came at the
beginning of the 2000, where lower cross section values were measured when the reactions occurred
in the deep sub-barrier region, with respect to the current models. This phenomenon was named
fusion hindrance, and currently there are mainly two theoretical models that properly describe
this effect. As the distinction between both theories occur at lower energy values than the ones
studied so far, the need for further measurements has increased in the past years. With the
experimental setup available at INFN-LNL [1], PISOLO [2], the detection of the nuclei at low
energies becomes really challenging, as it implies the measurement of low cross sections and the
contamination from the beam particles and the background starts to be considerable. Knowing
the difficulties, an alternative setup has been proposed where the measurements are performed by
coincidences between silicon detectors and the AGATA γ-spectrometer [3]. Despite the available
detectors in the laboratories, new Double Sided Strip Silicon Detectors will be needed to have all
the requirements fulfilled for the new setup.

In this work, the characterization of two of these detectors, named SAURON (Silicon AnnUlar
stRipped iON detector), has been carried out in order to evaluate their performance and their
suitability for the deep sub-barrier fusion setup. At the same time, another silicon detector for
the GRIT collaboration [4] has been characterized for a better understanding of these type of
detectors and to compare the features of the different devices available in the field. The results
of this second characterization have been successfully published [5]. Lastly, the commissioning of
SAURON detectors has been conducted with a proton beam experiment and a cryogenic target
from the CTADIR project [6] (Cryogenic TArgets for DIrect Reactions). Some results of this
experiment are also presented in the present work. Overall, the energy and angular resolution
of the newly acquired SAURON detectors has been observed to be suitable for the interests of
many nuclear physics application, and they seem to be appropriate for the measurement of deep
sub-barrier heavy-ion fusion in the setup involving the AGATA γ-spectrometer.
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1
Theoretical background and physical

motivation

1.1 Heavy ion fusion reactions

When two heavy nuclei (in this context, a nucleus with greater number of nucleons than the Helium
nucleus is considered heavy) meet each other with the sufficient conditions in energy and angular
momentum to overcome the ion-ion potential, they form a single nucleus known as the compound
nucleus (CN). In general, this system is formed with a high excitation energy, which causes its
decay into a residual nuclei (known as evaporation residue, ER) and evaporated particles such
as neutron, protons or alphas. This reaction is known as heavy ion fusion. The main difference
of this process with respect to transfer reactions is that in fusion reactions, after the merging of
the two colliding nuclei, the system is thermalized as the energy is shared among the nucleons.
Consequently, the time of formation of the CN is longer than in a direct reaction. Moreover, due
to the thermalization of the nucleus, the compound nucleus does not conserve the properties of
the two colliding nuclei and is said to ”not have a formation memory”. A way to experimentally
observe this phenomenon is to observe the energy state at which the compound nucleus is located.
Typically, multi-nucleon transfer reactions populate low-lying excited states and high spin states
[9]. On the contrary, heavy-ion fusion reactions permit to populate higher energy states, having
a density of states closer to a multi-particle system rather than a single-particle one.
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1.1.1 Sub-barrier heavy-ion fusion
The first thing to consider is the electrostatic potential present on the system. In this case, the
colliding nuclei are considered as point -like particles with an electric charge of Z1,2 and separated
by a distance R; resulting in the electrostatic potential expressed in equation 1.1. In principle,
due to the repulsive nature of this potential, both nuclei could not undergo fusion.

VCoulomb(r) =
e

4πϵ0
· Z1Z2

r
(1.1)

For a proper treatment heavy-ion fusion, the theory of quantum mechanics and the properties
of the nuclei needs to be considered. First of all, in addition to the Coulomb potential, the nuclear
potential must be added into the system. Usually, this ion-ion potential is represented with the
Woods-Saxon potential, which has the expression shown in 1.2. In this equation, V0 represents the
depth of the potential (in energy units), a is the diffuseness, and R represents the nuclear radius.
The modification of these parameters can alter the shape of the nuclear potential considerably. As
an example, an ion-ion potential is shown in Figure 1.1 with V0= 50 MeV, a=0.1 fm and R=3.5 fm.
Alongside the nuclear potential, the Coulomb and the total potential are depicted in the figure.

VN (r) = − V0

1 + exp ( r−R
a )

(1.2)

Once the system of interest is chosen, the proper value of the parameters of the Woods-Saxon
potential are calculated and the total potential is fixed. From here, the Schroedinger equation
can be solved. As a convenience, spherical coordinates are chosen, where the l quantum number
appears (orbital angular momentum) as shown in equation 1.3. Solving this equation, the fusion
cross section presented in equation 1.4 is achieved. This expression indicates that the total fusion
cross-section is the weighted sum of all the transmission probability coefficients Tl(E). These
coefficients represent the probability that the incident nuclei with an energy E will penetrate
through the potential described by the l angular momentum. To perform the sum, only the
potentials at which the CN formation is achieved need to be considered, discarding l values that
have an angular momentum for which the two colliding systems are repelled (l ≥ lmax).

ĤΨ = EΨ −→
(
− ℏ2

2µ
∇2 + V (r) +

ℏ2l(l + 1)

2µr2
− E

)
Ψ = 0 (1.3)

σquantum =
π

k2

l=lmax∑
l=0

(2l + 1) · Tl(E) (1.4)

From equation 1.4, the only unknowns are the transmission coefficients. In order to make the
calculation easier, the potential can be approximated as a parabola around the Coulomb barrier
(black dashed curve from Figure 1.1). As it can be seen from the image, this approximation fails

2
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Figure 1.1: Energy potentials involved in an ion‐ion collision. The Coulomb potential (red) and a nuclear potential
(blue) with V0=50 MeV, a=0.1 fm and R=3.5 fm are shown, as well as the sum between the Coulomb and the

nuclear potential (green). A parabolic approximation of the potential around the barrier is also depicted (dashed
black).

to reproduce the correct potential as one moves away from the Coulomb barrier but it remains
valid around it. In principle, as the shape of the potential depends on the l quantum number, one
parabolic approximation must be done for each of the curves. Nevertheless, assuming that the
center and the width of the parabola have no dependence on the angular momentum and summing
over all the l possible values, the Wong formula is obtained (equation 1.5).

σWong =
ℏωR2

b

2E
· ln

(
1 + exp

( 2π

ℏω
(E − Vb)

))
(1.5)

, where Rb, Vb and ω refer to the barrier center, height and width respectively.

1.1.2 Coupled-Channels
Wong formula successfully reproduced the excitation function (fusion cross section as a function
of the center of mass energy) for light systems, but it underestimated its value for heavier systems
like Ni + Ni [10]. On top of that, Reference [10] showed that the valence neutrons also play
an important role in the fusion cross section behavior, observing differences between the Nickel
isotopes. Due to these discoveries, a new model to describe fusion reactions was introduced: the
Coupled-Channels model (CC).

The idea behind the Coupled-Channels is that there are other degrees of freedom involved in
a fusion reaction, such us the coupling of the system to inelastic excitation of both nuclei or even

3



transfer reactions. Considering these couplings, the Hamiltonian of the system needs to include
all the different interactions, yielding the result presented in equation 1.6. In addition to the
terms presented in equation 1.3, the internal structure of the colliding nuclei (Hstr(ξ)) and the
interaction between the projectile and target (Vint) are included.

H = − ℏ2

2µ
∇2 + Vl(r) +Hstr(ξ) + Vint(r⃗, ξ) (1.6)

where ξ denotes the parameters of the internal structure of the nuclei.
Assuming that in the interaction term the dependence on r⃗ and ξ are independent and ex-

panding the wave-functions into eigenstates of Hstr(ξ), it can be shown that the fusion barrier
is split in various potentials of different height, which have a different weight in the total fusion
cross section (equation 1.7). In this split, at least one of the λ values is negative. Thanks to this,
the potential that the incoming particle ”sees” around the Coulomb barrier is lower than the one
estimated by the Wong formula and, consequently, the fusion cross section (σCC) is enhanced as
the observations showed. This is why this effect is known as fusion enhancement.

σCC =

l=lcr∑
l=0

∑
m

(2l + 1)|Um0|2Tl(E, V + λm) (1.7)

where |Um0| refers to the overlap between the initial state (0) and one of the eigenstates of
Hstr(ξ) and λm indicates the eigenvalue of that state.

1.1.3 Fusion hindrance
For several years, the Coupled-Channels model efficiently reproduced the observed excitation func-
tions for different heavy ion systems. However, at the beginning of this century it was discovered
that the measured cross section abruptly decreases for deep sub-barrier energies [11]. This effect,
called hindrance, should be expected for reactions with a negative Q-value for fusion, as the sys-
tem could not undergo fusion for E<-Q and, consequently, the fusion cross-section should reach
0 at some point. Nevertheless, this effect has been also observed for medium-mass systems with
a positive Q-value such as 24Mg + 12C [12]; where the cross-section at hindrance threshold (when
the cross section value starts to be overestimated by the CC calculations) was found to be larger
than those of similar systems.

Currently, two theoretical models have been proposed in order to describe this hindrance effect
[13]. The first model, known as sudden approach, assumes that the reaction between both nuclei
occurs so rapidly that the relative motion of the target and projectile is faster than their dynamical
change. In this sense, it is believed that both nuclei overlap each other without giving the system
time to modify its density. This theory suggest the existence of a shallow pocket potentials inside
the Coulomb barrier [14]. To reproduce this, two nuclear density distributions with an effective
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nucleon-nucleon interaction (double-folding potential) have been introduced, and a short-range
repulsive core was included to account for the nuclear incompressibility for total overlap (due to
Pauli’s exclusion principle).

On the contrary, if the reaction occurs slowly enough to allow both nuclei to dynamically change
their density as they collide, the adiabatic model must be considered [15]. In this case, after the
contact of both nuclei (referred as touching point), the system is considered to be composed
of a single body and the one-body potential enters into play. Nonetheless, this transition is
not straightforward, as the system needs to penetrate a one-body barrier in order to become a
compound nucleus.

For the systems and energies studied so far, both models seem to reproduce the observed exci-
tation functions. However, having a complete different theoretical origin, the distinction between
the adiabatic and the sudden approach model is clear and it should occur at even lower reac-
tion energies. This result implies that cross sections down to the order of nanobarns need to be
measured, challenging the previously used methods and requiring new setups.

1.1.4 Measurement of fusion cross section
Having discussed the different models intending to explain the heavy ion fusion reactions, a proper
measurement of the fusion cross section must be achieved to validate them. As it was aforemen-
tioned, the compound nucleus is formed in a high excited energy state, emitting some charged
particles and leaving an evaporation residue (ER) once the evaporation channels are not longer
available. For several years, these residual nuclei have been measured with setups like the PISOLO
detector [2, 16] at INFN-LNL [1], with great success. Despite its advantages, this device presents
some difficulties, specially for the measurement of low cross section values. The main reason is
that the ERs produced in the fusion reaction are mainly forward focused due to the momentum
conservation. In most of the cases, the separation between the beam or beam-like particles that
penetrate through the detection system and these ERs is very small, preventing an accurate mea-
surement of these low-energy reactions. As the fusion cross section value decreases, the production
of evaporation residues goes down exponentially, worsening this separation efficiency.

Having the objective of discriminate between both theoretical fusion hindrance models, the cur-
rent detection system is not enough to reach fusion cross section values down to tens of microbarns
[17], as no difference between the models is present. Therefore, the design of a new setup has been
proposed, where the evaporated particles are detected instead of the residual nuclei. On top of
that, the AGATA gamma-spectrometer [3] would also be employed to measure the gamma parti-
cles emitted in the decay of the ERs; allowing to purify the spectrum by means of gamma-particle
coincidences. Despite the reduction in the detection efficiency having to measure two particles
in coincidence, this technique has proven to significantly improve the background contribution,
showing the benefits of the setup [18].

For high excitation energy of the compound nucleus, several evaporation channels are possible
(depending on the reaction system) and consequently, the emitted charged particles do not follow a
fixed angular distribution. This feature seems to go against the particle-photon measurement, as it
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(a) Angular distributions for a center of mass energy
of 7.8 MeV.
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(b) Angular distributions for center of mass energy of
11.55 MeV.

Figure 1.2: Angular distributions of protons and alpha particles evaporated in the24Mg +12C fusion reaction at
various energies, obtained with the PACE4 software [7].
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(a) Energy distributions of charged particles emitted
between 20 and 30 degrees in the laboratory frame

of reference.
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(b) Energy distributions of charged particles emitted
between 40 and 50 degrees in the laboratory frame

of reference.

Figure 1.3: Energy distributions of protons and alpha particles evaporated in the24Mg +12C fusion reaction at
different angle ranges, obtained with the PACE4 software [7].

will complicate the discrimination between different charged particles. However, when the available
energy is low, only a given amount of discrete energy levels are populated by the evaporated protons
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and alpha particles. As an example, Figure 1.2 and 1.3 show the angular and energy distribution
of protons and alpha particles emitted in the fusion of 24Mg + 12C, for different center of mass
energies and scattering angles, respectively. The calculation has been performed with the PACE4
software [7]. The obtained distributions demonstrate that it is feasible to perform a p-γ and α-γ
coincidence measurement with a single silicon detector, as for a given emission angle the energy
of the particles differs; although the need of other more sophisticated methods such as a ∆E-E
technique is not completely discarded. Indeed, the proposed setup would include two of the silicon
strip detectors characterized in this work, placed in front and in the back of the target; and the
AGATA spectrometer around it. A similar setup such as in the STELLA experiment has already
been successfully employed [19].

1.2 Silicon Strip detectors
The type of radiation that can be emitted by matter is very varied, among which charged particles
like α-s and other non charged particles such as photons are present. Moreover, the way in which
each type of radiation interacts with the matter changes depending on the nature of the particle,
the material it interacts with, the incoming particle energy, etc. In this work, only one model of
detectors is going to be studied and used: silicon detectors. These detectors fall into the category
of semiconductor detectors, and they are particularly suited for the identification and tracking of
high energy charged particles.

1.2.1 Summary of electron bands
Before introducing the concept of stripped detectors, a basic knowledge on semiconductors should
be recalled. Using the theory of Quantum mechanics, it can be seen that atomic electrons are
ordered following given energy levels. When several atoms are combined, these electrons face a
periodic potential, as the ions form a crystal structure in the material. From the interaction with
this potential, some new energy levels or bands appear in which the electrons can be located [20].
Within these levels, two main bands are defined: the valence band and the conduction band, which
are shown in Figure 1.4. The valence band refers to the last occupied energy level by an orbital
electron, whereas the conduction band indicates the lowest empty energy level. The separation
distance between these bands, known as band gap, ranges between 0 (for conductors, where the
conduction band is not empty and the electrons can freely flow) up to 9 eV for highest insulators.
For intrinsic silicon (a semi-conductor), the band gap lies around 1.1 eV.

If a semiconductor is 100 % pure (intrinsic semiconductor), the number of electrons in the
conduction band equals the number of holes in the valence band. A hole (h+) represents the
effective movement of all the electrons after a vacancy is created in a band, and it can be seen as
a missing electron. The holes are interpreted as positively charge particles, with a lower mobility
than the electrons. Under this consideration, the movement of holes also takes place in an electrical
current that has the opposite sign of the current of the electrons.
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Figure 1.4: Representation of a valence band (VV ) and a conduction band (VC ) of a material. The presence of a
dopant would create donor (VD ) and acceptor (VA) energy levels to which electrons and holes can move.

Whenever an electron moves from the valence band into the conduction band, the concentra-
tion of e− will increase, as well as the concentration of holes; making no difference between both
numbers. However, some impurities could be added to the semiconductor to unbalance the con-
centrations. If an atom that has one more outer shell electron than the intrinsic material is added,
the ”extra” e−-s will be located in a band that resides very close to the conduction band, a donor
band. On the contrary, if an atom having one less electron than the semiconductor is introduced,
the new energy level (acceptor band) is situated slightly above the valence band (see Figure 1.4
for better understanding). The first case creates an n-type semiconductor, as there are more neg-
atively charge carriers in the material. The second scenario forms a p-type semiconductor, having
a larger concentration of holes than electrons.

1.2.2 PN junction
In order to create a detector, a p-type and and n-type semiconductors must be combined to form
a p-n junction. When both doped materials are put together, the electrons of the n-type and the
holes from the p-side diffuse following the concentration gradient until they reach an equilibrium.
At this point, the semiconductor with the donors has a region with positively charged ions (as they
have lost an electron) and the material doped with acceptors presents a section with negatively
charged ions. The combination of this two regions form the depletion zone. In this situation,
a voltage difference between the P and N materials is generated, known as in-built potential
(Vbi) and with a value around 0.5 V. If a positive voltage is applied in the p-side (direct bias),
the electric field will create a force opposite to the carriers diffusion; making the depletion zone
shorter and producing a current towards the P-side. Using this type of bias a diode is created. On
the contrary, applying a positive bias in the n-side (reverse bias) will enlarge the depletion zone.
For this second case, there is no net current flowing through the junction and the system behaves
as an open switch.

In the experimental physics field, the semiconductor detectors are used in reverse bias mode [21].
When a radiation particle enters the semiconductor, a bunch of e−-h+ are created and, thanks
to the electric field the generated charge carriers are directed to their respective doped region.
Depending on the energy of the incoming particle, a given amount of charge will be produced and
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consequently, the pulse amplitude will vary. In order to guarantee that all the generated e−-h+

pairs reach the terminals of the detector, the applied bias needs to be increased. However, even if
the reverse bias is continuously increased, the depletion zone cannot be bigger than a certain limit
given the finite dimension of the detector. The potential at which the zone is fully depleted is called
depletion voltage (Vd). Using the Poisson equation for electrostatics, the definition of depletion
region size is the one given by equation 1.8. The typical voltage set for a proper functioning of a
semiconductor detector is around Vd+30 V.

d =

√
2ϵ(V + Vbi)

eN
(1.8)

, where ϵ refers to the permittivity of the semiconductor, V the bias voltage, Vbi the built-in
potential, e the electric charge and N the density of dopants (donor or acceptor) of the lowest
doped region.

When the pn junction is biased, another side effect appears. Even that, in principle, no current
should flow through the semiconductor, a high voltage between the plates results in a leakage
current in the detector. This value depends on the conductivity of the junction and it fluctuates
in time due to the temperature and humidity among others. Despite being a negligible quantity
compared to the current produced by a radiation particle, it can be the source of electrical noise
and should always be checked that it lies below a certain limit (depending on the detector). On
top of that, for the purpose of the collection of the charges produced in the bulk, each of the
doped semiconductors need to terminated with a metallic contact and a detection circuit. Here,
the proper chose of this contact also needs to be taken into account, so as not to increase the
leakage current.

1.2.3 Semiconductor detectors
For a fully depleted detector, the depletion region will cover almost entire thickness and only
a very small dead layer will be present in the front and back end of the detector. Figure 1.5
represents the behavior of this kind of detector when an incident radiation passes through it. In
this case, a reverse bias is depicted and the collection of the charge is performed from the p-side.
With this configuration, a charge sensitive preamplifier should be connected to the output of the
detector, as its integration circuit does not modify the relation between the amplitude and the
charge generated by the semiconductor (that is, the capacitance).

One of the most important characteristics of the semiconductor detectors, particularly for their
application to experimental physics, is their energy resolution. Despite of having several effects
that influence the final resolution, they can be summarized in the terms appearing in equation 1.9.
In this equation, σN refers to the uncertainty in energy due to electrical noise, σe−h represents the
fluctuation of the produced electron-hole pair and σCC shows the non-uniform charge collection
efficiency; including the one caused by straggling of the charge carriers.
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Figure 1.5: Example of a reverse biased p‐i‐n detector. Here, a radiation particle enters through the p‐side (red)
and generates electron‐holes pairs that are collected at the metallic terminations (gray).

σ2
E = σ2

N + σ2
e−h + σ2

CC (1.9)

Among the terms included in equation 1.9, the uncertainty in the e−- h+ production has a
particular behavior in semiconductor detectors. In principle, the number of pairs created by a
radiation particle should be the ratio between the particle energy (E) and the amount of energy
required to produce one electron-hole pair (ionization energy, W). Assuming a Poissionian dis-
tribution, the uncertainty of the produced pairs would simply be n =

√
E/W . However, this

procedure leads to a wrong results which does not reproduce the experimentally obtained values.
To match the observations, one needs to include a term called the Fano Factor or F [22]. This
quantity arises if one considers that the energy loss of a radiation particle is not continuous, but
it is deposited in steps instead. In each of the steps, the amount of produced charge carriers
fluctuates; even if the incident energy does not change. Moreover, this fluctuation has a limited
span as an ”over-” or ”under-fluctuation” would result in the production on one more or one less
pair. Following this argument (pages 14-18 of [23]), one can arrive at the expression shown in
equation 1.10 for the energy resolution. Typically, the Fano factor equals 0.1 for silicon detectors.
This value considerably improves the energy resolution of the semiconductor detectors, making
them suitable for charged particle measurements.

σe−h =
σn

n
· E =

√
F ·W
E

· E =
√
F ·W · E (1.10)

1.2.4 Silicon strip detectors
It has been shown that semiconductor detectors offer great characteristics for particle tracking.
However, the simple device depicted in Figure 1.5 is not capable of tracking the particle trajectory.
Through the past 40 years, different devices that are sensitive to the incoming radiation position
have been developed [24]. In the present work, silicon strip detectors (SSD) are presented. These
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devices can be seen as multiple pin diodes set in parallel, where the bulk is common for all of
the channels. The method to obtain this configuration is by implanting p+ pads with a given
separation (strip pitch) onto a low n-doped silicon wafer. The choice of the pitch depends on the
diffusion width of the charge carriers and the secondary electrons (known as delta electrons). The
most common pad separation distance lies between 25 and 60 µm.

In the region where no pad is present, SiO2 is added to act as an insulator. Lastly, to cover all
the previous components a metal such as aluminum is implanted on top. On top of this, the n+

region can also be segmented into several pads. This segmentation requires a special treatment
as the low resistance between the silicon bulk and the SiO2 layer could create an accumulation
of electrons. As the increase of this region could cause a shortcut between the n+ pads, p-stops
(p+ implants) are added between them. Figure 1.6 illustrates all the aforementioned sections for
a better understanding.

Figure 1.6: Scheme of a double‐sided strip silicon detector. SiO2 is added (brown) between the junction side (red)
and ohmic side (blue) strips, and the metalization made of aluminum (gray) is also included on top of the strips.

Lastly, the p‐stops (red) are presented between the insulators of the ohmic side.

Creating the direction of the n-side strips perpendicular to the direction of the pads from the p-
side, one could retrieve the incoming particle’s x and y positions. This structure is called a Double-
Sided Stripped Silicon Detector (DSSSD). Thanks to their structure, not only the particles that
enter through the strips are detected, but also those that impinge on the SiO2 placed between the
strips. In this particular case, the generated charge carriers (will be electrons or holes, depending
if the particle enters through the junction or the ohmic side) will perceive the attraction of two
adjacent strips. Consequently, the produced charge will be separated, retrieving a portion of the
total energy in each of the strips. This is known as the charge sharing or interstrip effect [25].

Lastly, these silicon detectors can also be utilized to determine the nature of the radiation. As
the interaction between the detector and the incoming particle depends on both the Z and the A
of the radiation particle, the produced signal will vary accordingly. Knowing this characteristic,
the relation between the deposited energy and the amplitude of the generated current signal can
be helpful to discriminate between protons and alpha particles, for example. This technique is
known an Pulse Shape analysis [26].
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1.2.5 Silicon detectors available at INFN-LNL
Having the intention of performing a charged particle-gamma detection, the best option would
be to utilize a silicon detector. With this in mind, the possible candidates present at INFN-LNL
have been briefly studied, seeking for the advantages of employing them in the proposed setup.

First of all, SPIDER [27] detector is currently available in Legnaro. This detector consists
of a set of trapezoidal silicon detectors (a configuration up to 8 detectors could be employed),
segmented in the polar angle. This way, a total of 2π solid angle coverage could be obtained,
with 8 effective strips corresponding to a given θ scattering angle. This detector has already been
tested for Coulomb-excitation measurements, with a good performance. Despite its good energy
resolution (around 25 keV of FWHM), the spatial resolution provided by the segmentation may
not be sufficient for the desired objective. Form Figure 1.3a and 1.3b, it can be seen that a small
variation in the polar angle could drastically change the proton or alpha particle energy. For
example, at 8.5 cm from the target, each of the SPIDER detectors covers 37.8◦; having around
4.73◦ coverage per strip. In the case of SAURON detectors, this value would be of less than 1◦,
for the same target-detector distance.

Another possibility would be to use Euclides detector [28]. This device is a collection of different
shaped silicon detectors, which can be mounted to form a ball that covers up to 81% of the total
solid angle. The individual detectors vary from an hexagonal to a pentagonal shape, and come
with an identical detector placed in the back to perform a ∆E-E measurement. This last feature
could come really helpful to discriminate between the protons and alpha particles. However, both
the energy resolution (around 50 keV) and the detection efficiency (less than 2% for a cross section
of milibarns) were below the desired ones. These characteristics, and mainly the second one, made
the usage of these detector for low fusion cross-sections unfeasible.

Among the remaining detectors, one could think of the usage of Oscar [29] or GalTrace [30]
as two valid silicon detectors. Once again, even though the ∆E-E feature would improve the
discrimination between charged particles, the low energy resolution (higher than 70 keV for Oscar
and around 60 keV for GalTrace) and the not sufficient angular resolution in theta were the reasons
to discard them as candidates. Having said that, a new set of silicon detectors were ordered and
characterized in order to ensure that all the conditions are satisfied for the new experimental
setup.

1.2.6 Detectors under test
Two different types of Double-Sided Stripped Silicon Detectors (DSSSD) were characterized: a
detector part of the GRIT collaboration [4] and two detectors for future experiments at INFN-LNL
(They are depicted in Figure 1.7).

The first detector under test (DUT) was a trapezoidal detector consisting of 128 strips in the
horizontal direction and 128 strips in the vertical direction, shown in Figure 1.7a. These strips
correspond to the P-side and N-side strips of the silicon detector. As it can be noted, the shape
of the detector makes that the strip length varies from one to another, specially for the front size
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(a) Trapezoidal detector for GRIT collaboration. (b) S1‐500 SAURON detector.

Figure 1.7: Illustration of the detectors characterized in this work.

strips. This condition results in an inhomogeneous angle coverage across the channels, which need
to be taken into account in the data analysis.

In the case of the rest of the detectors, they all consist on a disk shape silicon detector, as it
can be seen in Figure 1.7b. Two different detectors of this shape have been characterized, having
thicknesses of 304 and 499 µm. The inner radius of these detectors is 24 mm, whereas the outer
radius is 48 mm. Similar to the previous DUT, these DSSSDs are segmented for a more accurate
tracking of the impinging particles. In this case, there are 16 segments alongside the radius of
the front part of each quadrant of the disk, making a total of 64 signals in the P-side. On the
contrary, the back side of the detector is divided clockwise in the ϕ direction, having another 16
signals in the N-side. Overall, the combination of the 80 different signals give 256 pixels (16 x 16)
with specific (θ, ϕ) values; assuming the z-axis is going trough the center of the DUT.

Further details about each of the detectors and the way they are connected to the electronics
are explained in chapters 3 and 4.

1.3 Direct nuclear reactions
Direct nuclear reactions are characterized by a short contact time, where the projectile and target
undergo a peripheral collision. In these type of interactions, the initial and final wavefunctions
exhibit similar characteristics, as the collision causes the modification of a single degree of freedom
in one of the nuclei. An example of direct reactions would be when one nucleon, either proton
or neutron, is passed from the projectile to the target (stripping reaction) or vice-versa (pick-up
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reaction). In both cases, information about the nuclear structure can be extracted concerning
the beam-like and target-like products. On top of that, this technique allows to infer single-
particle behavior of the nuclei of interest by comparing the results with theoretical models, using
a parameter known as spectroscopic factor. This quantity corresponds to the ratio between the
experimental cross section and the theoretical single-particle cross section, under the condition of
having the same quantum numbers in both cases [31]. With this in mind, the quantum numbers
such as the angular momentum of the isotope under test need to be determined as accurate as
possible. To do so, the angular distribution of the cross section is measured, and afterwards the
transferred angular momentum is computed using the relation of equation 1.11 [32].

(∆L)2 ≃ ℏ2l(l + 1) = (R · p)2 = R2 · (p⃗in − p⃗fin) (1.11)

At the beginning, only direct kinematics were employed in studies involving direct reactions
[33]. In those cases, a light nuclei like a proton or a deuterium was accelerated up to the desired
energy and, after impinging on a heavier target, the beam-like products where detected and their
characteristics were analyzed. Even though this technique became really useful to extract nuclear
structure information, it only allows to study a given type of nuclei. In the case of unstable
isotopes, they cannot be implemented as a target due to their decay during the time; making it
impossible to study their structure with this method. Nevertheless, inverse kinematics reactions
gave the opportunity to extend the study to these unstable nuclei, utilizing them as the beam
and setting a lighter stable target such as 4He or 12C [34]. Despite the experimental difficulties
of the inverse kinematic technique, this method has increased the number of nuclei of which
the nuclear structure can be investigated, broadening the knowledge on the single-particle and
collective behavior of the nuclear chart members.

In order to utilize an unstable nuclei as a beam, special treatment needs to be taken. When
the lifetime of an isotope is extremely small, one has to make use of some dedicated acceleration
facilities like the ones employing the ISOL technique (Ion Separation OnLine). This technique
offers the opportunity of a high mass resolution and efficiency, which is really suited for the nuclei
located very far from the stability line in the nuclear chart. Combining this technique with the
inverse kinematic method, in principle, the study of nuclear structure could be extended. However,
a big drawback of the ISOL technique is that the final low particle intensity, comparing to the
value that other methods provide, is very low. If the cross section of the reaction of interest
happens to be low (around the microbarns or below), the low intensity would imply a very low
reaction rate. To overcome this feature, a higher target density would be required, given that
other parameters such as detection efficiency do not have a bigger margin for improvement. It is
in this scenario where cryogenic targets (also known as cryotargets) come into play.

A cryotarget [6, 35] is a heavy, compacted device that allows to have a gas at very low tempera-
tures, being able to reach 4 K. The idea behind this apparatus is that as the temperature of a gas
such as 3He or 4He goes down, its density starts to increase. As it is commonly known, the 4He
undergoes condensation at 4K, given that the pressure is equal to the atmospheric one. In this

14



phase transition, the Helium passes from a gaseous state into a liquid state, changing some of its
characteristics in the process, like the density. For a given pressure and temperature, the density
of the 4He is determined [36], which would ultimately determine the number of scattering centers
(equation 1.12). As the density of liquid 4He is too high for a possible reaction product to escape
the target and the density of a high temperature Helium gas would be too low, a temperature
around 8-9 K should be ideal. With this condition and having 1 bar of pressure, 1020 at/cm3 are
expected as scattering centers. This number would come very useful when the beam current and
reaction cross section are low, as the counting rate could maintain values similar to the ones in
other direct nuclear reactions.

nb[at/cm
2] = ρ[g/cm3] ∗ NA

Mm
∗ t[cm] (1.12)

, where ρ refers to the gas density, NA is Avogadro’s number, Mm represents the molar mass
and t is the target thickness.

1.4 Objectives of the thesis
The principal objective of this thesis was to characterize the newly acquired SAURON detectors,
and to evaluate their features for a setup that intends to measure fusion hindrance at energies way
below the Coulomb barrier. Apart from the S1-300 and the S1-500 detectors, the performance of
a trapezoidal detector from the GRIT collaboration is also analyzed in the present work. Being all
Silicon Strip detectors, the studies and results carried out with all of the devices could be compared
between them. Moreover, the first detector test was useful to spot some imperfections, which
helped to implement a couple of modifications and improvements in the following measurements.

On top of that, the commissioning of SAURON detectors was done, studying their performance
in an proton beam experiment. Having to also commission the cryogenic target, all of the devices
were studied after the characterization of the detectors. Furthermore, before the in-beam exper-
iment was conducted, several measurements with an alpha-source were carried out in order to
properly characterize the cryotarget. The purpose of these second experiments was to evaluate
the ”real” features of the SAURON detectors, where the working conditions differ from the ideal
ones in a regular characterization. This way, their viability to be part of a setup
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2
Experimental Setup and Methods

Throughout this thesis, several devices have been used in order to obtain the best possible signal
with the silicon detectors. The main apparatuses employed in the experiments have been the
vacuum chamber, where the detectors, target and sources were located and the required electronics
to perform a full characterization of the signals measured by the detector. An illustration of all
the devices in presented in Figure 2.1, in terms of a block diagram. A description of all the devices
shown in the image, and a presentation of the methods utilized to characterize these DUTs are
presented in this chapter.

2.1 Vacuum chamber

The first element of the setup consisted of a cylindrical vacuum chamber with a diameter of 41.0
cm and a height of 20.0 cm. In this chamber there are five holes, four in the side of the cylinder
forming a cross shape, and one on top of the lid of the chamber. Thanks to its design, it is possible
to establish several configurations; varying the number of flanges implemented in the mentioned
holes. In this thesis, two main configurations have been utilized.

In the first one, two flanges were mounted in two of the entrances. As each of the flanges has
eight cable connections of 16 channels each, this arrangement provides the possibility of acquiring
a total of 256 signals coming from the detectors inside the chamber. One of these CF-flanges was
mounted with a copper O-ring, whereas a rubber O-ring was employed for the second one [37].
The third and fourth holes were used for the connection of the scroll and turbo pump, respectively.
On top of that, a cut-off valve was introduced between the chamber’s third hole and the scroll
pump; making it possible to vent the chamber by allowing air flow inside it. Finally, the hole
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Figure 2.1: Block diagram of the experimental setup employed to characterize the detectors. A representation of
SAURON detector is also present.

located on the top is left closed in this configuration. This setup is depicted in Figure 2.2a, with
a proper labeling of the holes.

Concerning the second configuration, several modifications were introduced. The goal of these
changes was to make it possible to utilize the vacuum chamber in a in-beam experiment, particu-
larly suited for the experimental hall at CN [38]. With this in mind, the flange situated at the hole
number one was removed in order to have an opening for beam to enter. This hole had a flat flange
connected to it for the off-beam testing of the detectors. Furthermore, a T-shaped metallic tube
was connected to the hole number 2, allowing to attach both flanges into each side of the piece.
This way, the total number of possible signals that could be connected from detectors located
inside the chamber remained the same: 256. Lastly, a beam dump module was incorporated in
the hole number 3. This module not only would allow to stop the beam particles, but it would also
be used to measure the beam current thanks to the charges collected in the tube. The connection
of the rest of the chamber entrances were not modified, as it can be seen in Figure 2.2b.

In order to assure the optimal conditions for the data acquisition, a set of a scroll pump [39] and
a turbo pump [40] was employed. These pumps were connected to the vacuum chamber through
a collection of tubes, placing one valve between each of the paths. In addition, a third valve was
introduced between both pumps; as the turbo pump can only be used with a pressure lower than
about 10−1 mbar. With this in mind, a series of steps were followed to generate vacuum inside
the chamber:

1. Close the valve connecting the turbo pump and the vacuum chamber, and the cut-off valve.

2. Open the two valves connected to the scroll pump and start the primary pumping. The
turbo pump should be started at this stage.
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(a) First setup. In this configuration, the flanges were
located in the holes 1 and 2 of the chamber, whereas
the entrances 3 and 4 were directed to the scroll and

turbo pumps.

(b) Second setup. In this configuration, the flanges were
located in each side of the T‐shaped piece situated in
hole number 2. A flat flange was incorporated in hole 1,

and a beam dump module was connected in hole
number 3. The rest of the entrances were chosen to be

the same as the first setup.

Figure 2.2: Different setups of the vacuum chamber utilized in this work.

3. Once the pressure inside the chamber and the turbo pump reaches a reasonable value
(≤ 9 · 10−2 mbar), close the valve connecting the scroll pump and the vacuum chamber.
Open the valve situated between the turbo pump and the vacuum chamber, allowing the
secondary pumping to begin.

Following the previous procedure, a vacuum as low as 9 · 10−6 mbar was obtained within an
hour an a half. As a way to monitor the pressure value of the chamber and the turbo pump, two
pressure gauges were utilized: a full-range Pirani Cold Cathode gauge [41] and a Compact Pirani
Capacitance gauge [42]. Moreover, when the venting of the chamber was required, only the two
valves connected to it were closed and the cut-off valve was opened.

2.2 Electronics and software

A proper combination of electronic and software modules were implemented for the correct acqui-
sition and manipulation of the data coming from the detectors.
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2.2.1 Preamplifier
To begin with, the signals obtained from the detectors were sent to the charge sensitive pream-
plifiers [43] through the cables connected to the flange. For every 16 signals of the detector, one
flange cable was connected from the detector to the inner part of the flange, known as feed-through;
while another cable was utilized to form the connection between the flange and the preamplifier.
Knowing that each preamplifier can have up to 64 channels as an input, the total setup consisted
of four modules in order to guarantee the acquisition of every signal generated by the detectors.

The objective of these preamplifiers is to generate a voltage output that is proportional to the
input charge. The amount of charge and its shape in time that the preamplifier receives will
depend on the interaction of the incident radiation with the DSSSD and the energy of the particle.
Also, as the amplitude of the signal tends to be small, this module allows to implement a gain on
the input signal. On top of this, the MPR-64 has the possibility to acquire signals from a Lemo
cable, having one input of this kind for every 16 channels. This is suitable if the signal is extracted
using this type of cables. However, for our case, this feature came extremely useful to introduce
a source emulator signal (also known as pulser) into the MPR-64 and analyze the influence of the
electronics on the input signals.

For a proper working of the preamplifiers, a Power Out Standard bias module has been used.
Apart from that, the MPR-64 modules were utilized to apply the required bias in the detectors.
The design of these modules offers a Lemo cable connection allowing the insertion of a high
voltage up to 400 V. These connections are located aside the output of every 16 channels. The
selected bias voltage is then transmitted to the detectors thanks to the cables connected through
the feed-through, ultimately polarizing the silicon detector in the needed configuration. In all the
experiments performed in this work, all the detectors were reverse biased, applying either a positive
voltage on the N-side of the detector (the usual way to implement it and the most used method
in this work) or a negative voltage on the P-side of the DSSSD. To achieve this configuration, the
high voltage (HV) was inserted in each of the sections used for the signals coming from the N-side
of the detector (a section is referred to each bunch of 16 pin-out cable from the MPR-64), whereas
the ones of the P-side were terminated through a 50 Ω resistor. Finally, either the input or the
output ground connection (GND) of each preamplifier module was connected to the ground of the
vacuum chamber with copper cables, which are depicted in Figure 2.2a (between numbers 1 and
2). These connections allow to have a common grounding of the whole setup, avoiding any charge
or noise transmission between the different components.

2.2.2 ADC converter
Once the signal coming from the detectors is processed with the MPR-64 modules, it is sent to
the CAEN VME8004X crate [44]. This crate permits to introduce up to four VME modules
(referred to boards through this work), varying the number of channels analyzed by each of them.
In this work, two 2470 Digitizer modules [45] were introduced in the aforementioned crate for
the characterization of the detectors. In the case of the in-beam experiment, a third module was
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introduced for a full acquisition of the data. Each of these digitizers is characterized by a sampling
rate of 1.25 Mega-Samples per second (MS/s) simultaneously on each channels, and a bandwidth
of 50 MHz.

For a more comfortable data processing, one adaptor was connected to the exit of every board,
making it possible to read a total of 128 channels in groups of 16 (four groups per board). On top
of data, the 16-signal cable connecting the output of the preamplifier to the CAEN 2740 module
(also known as flat cable) enabled to transport the signal in differential mode, as the pre-amp
output is given in this mode. This way, the common mode of the incoming signal (white noise,
for example) is rejected, leaving a cleaner pulse. However, having a positive and a negative signal
of equal magnitude opens the opportunity for flipping the cable in one of the ends and, therefore,
exchange the polarity of the signal. This event did not affect the data processing but was taken
into account in the data acquisition software.

Moreover, the Digitizer modules also offer the possibility for a time synchronization. As a
default configuration, each of the boards acquires the data in asynchronous mode, with its own
internal clock. Furthermore, the timestamp of the first entry of each board will be independent;
because it indicates the time of the first input signal arriving to the Digitizer module. This lack
of synchronization was overcome with different implementations that will be explained in the
following chapters.

2.2.3 Data acquisition software: CoMPASS
Finally, the data acquired by all of the CAEN 2740 modules was processed by the data acquisition
software named CoMPASS [46]. Among other attributes, this software allows to visualize the
waveform signal coming from the preamplifier output, and to analyze it by implementing a combi-
nation of triggers and thresholds. Furthermore, the software is equipped with a trapezoidal filter,
used to convert the charge pulses into an energy spectrum. This pulse shape technique has been
proven to be optimal in converting the pulse shape coming out of a preamplifier into an energy
signal [47]. In the present work, different configurations of the trapezoid filter have been employed,
varying the rise time, pole zero, etc. For each of the cases, the corresponding configuration will
be specified.

After setting the correct software configuration (including the polarity of the incoming signal)
the data saving format was specified. In every data taking, the signals acquired from all the
channels (corresponding to the strips of the detector) were stored in a single root file. In the
creation of the output file, a root TTree structure [48] was initialized, consisting of five branches:

1. Timestamp: a time signature of each event.

2. Flags: parameter to detect any error of the event such as pile-up events.

3. Board: number of CAEN 2740 Digitizer acquiring this event.

4. Channel: ADC channel from the specified board that registered the current event.

5. Energy: energy of the event, not calibrated.
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From all of the mentioned branches, the Timestamp required a more specific treatment. Even
if the CoMPASS software offers the possibility to perform a time sorting of the data during the
acquisition, the time-ordering method duration results in a dead time of the acquisition. In order
to avoid this, the data was acquired in a random order and, afterwards, a user-made software was
utilized for the proper sorting of the events. This program turned out to be very useful to correlate
single events hitting more than one strip, for example. A further explanation of the method and
its applications are presented in section 4.6.

2.2.4 Pulser
Apart from the required electronics for the optimal data taking and processing, the DT5800
Desktop Digital Detector Emulator [49] was used to examine the characteristics of the rest of the
electronics. As mentioned in section 2.2.1, the MPR-64 modules permit the insertion of a signal
through a Lemo cable; which was utilized for the introduction of the pulser signal.

Using the systems internal database, a waveform pulse that emulates a charge pulse generated by
a radiation particle was created. The database allows to vary the rise time, decay time, amplitude
and frequency of the pulse; in order to mimic a real signal as accurate as possible. Once the
generated pulse had the desired characteristics, the pulse was inserted in all the preamplifiers
sections that were employed in the data acquisition. This action was performed while the detector
and all the electronic components were connected in the same conditions as for a normal data
taking. In this way, the data taking conditions were replicated, obtaining an energy spectrum
of a given energy (depending on the selected pulse amplitude). Later, a use of this spectrum in
conjunction with each particular detector was made, analyzing the system resolution for every
case.

2.3 Methodology employed to characterize the
silicon detectors

For a proper characterization of a silicon detector, some procedure must be followed. In the present
work, three methods are presented, which allow to ensure a proper functioning of the device and
show some of the most important characteristics of the DUT.

2.3.1 I-V curve
Once the whole setup is mounted and the electronic devices are connected through different cables,
the process to characterize each of the detector can begin. The first analysis was to reproduce an
I-V plot. In this case, I represents the total current that is going through the detector, known
as leakage current; whereas V represents the bias voltage applied to the semiconductor. For this
analysis, the corresponding detector was placed inside the vacuum chamber with the lid closed, to
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avoid any light impinging on the detector. As for the bias voltage, a positive voltage was applied
to all of the N strips through the preamplifier. The P strips, on the contrary, were terminated to
the ground through a 50 Ω resistance.

Both the power supply and the measurement of the current were carried out with a Quad Bias
Supply provided by the company Silena Milano [50]. This device is able to generate up to 200
V of power supply and to measure a current up to 20 µA with an accuracy of 0.1 V and 10 nA,
respectively. In order to vary the voltage, a screwdriver was used, making the process last longer
and reducing the precision of the selected voltage. Also, it was noticed that the module presented
some oscillations when the voltage was set, requiring a short waiting time period for the start of
the acquisition. The result of this procedure should be compared with the characteristics provided
by the manufacturer, having a shape similar to the curve shown in Figure 2.3a. If the experimental
and the manufacturer’s results are similar, it can be concluded that the detector works without
any major problem.

(a) Current‐Voltage Characteristic curve (I‐V curve) of a
diode.

(b) Charge collection efficiency (CCE) test performed for
three different energy particles. VD indicates the

depletion voltage.

Figure 2.3: Example of a result that could be obtained in the characterization of the silicon detectors.

2.3.2 Charge collection efficiency
After obtaining the I-V curve, a second analysis was performed to extract the depletion voltage.
In this case, the detector was placed in the middle of the chamber, with a triple alpha source
located on top of it as shown in Figure 2.4 (this is an example for the GRIT detector but a similar
placement was used also for SAURON). When this alpha source is manufactured, it is composed
on equal parts of three nuclei: 239Pu, 241Am and 244Cm; and has an activity of 3 kBq. Each
of the isotopes mainly emits an alpha particle with a fixed energy value, providing three well
separated energies of 5156.59 keV, 5485.56 keV and 5804.77 keV. These energy values correspond
to the decay of the mother nucleus (one of the nuclides present in the source) to the ground state
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of the corresponding daughter nuclei. As the decay could also end in an excited state of the
daughter, some secondary peaks would also be observable if the resolution of the detector allows
it. Nevertheless, only the three main alpha peaks will be considered for further analyses.

Figure 2.4: Setup inside the vacuum chamber. The GRIT detector, adapters, and the triple alpha source (on the top)
are depicted in the image. For a better visualization of all the elements, notice that there is a reflection on the

trapezoidal detector (see Figure 1.7a).

Similarly to what was done for the I-V curve, the bias voltage was varied with steps of 10 V
up to a given maximum (depending on the detector); but in this case, the channel number (of
the ADC) of the three alpha peaks was measured. This procedure yields the charge collection
efficiency (CCE). The idea is that for each incoming radiation (an alpha particle in this case)
several electron-hole pairs will be created in the bulk of the detector. For a given bias voltage, the
depletion zone will have a defined size, having a fixed amount of possible charge carriers. Thanks
to the electric field given by the bias voltage, these secondary particles will reach the extremes
of the detector (p side for the h+ and n side for the e−), where they will be collected. If all the
particles are collected, the total charge will be converted into current and, ultimately, the energy
of the incoming radiation will be retrieved. Nonetheless, if the electric field is not sufficiently
large to make all the secondary particles reach the metallic plates of the detector, part of the
energy of the incoming particle will be lost, moving the peak position to a lower channel (energy)
value. By varying the voltage, one can see where the charge collection reaches it maximum, which
corresponds to when the detector is fully depleted. Figure 2.3b represents the expected output of
this test, where the depletion voltage is found at the value VD.
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2.3.3 Energy resolution

Once the correct functioning of the detector was assured and the operating voltage was established,
a more particular analysis of each of the strips was performed. In this case, the energy resolution of
the individual channels was studied. Similarly to previous measurements, the triple alpha source
was placed on top of the DUT, as depicted in Figure 2.4, and the detector was inversely polarized
with a positive bias in the N strips.

For a proper analysis of the energy resolution, an accurate data acquisition must be achieved.
As mentioned in section 2.2.3, the output of the Digitizer is analyzed by the CoMPASS software.
Having a different response for each detector, the trapezoidal filter of the software was modified
for each of the DUT. For GRIT detector, the parameters of the filter were set to 3 µs rise time,
1.6 µs flat top and 22 µs pole zero. As for SAURON, the rise time was set to 2.25 µs, the flat top
to 2 µs and the pole zero to 23 µs. Each digital filter was applied to all the corresponding P and
the N strips, obtaining the energy spectrum of each of the channels. This spectrum was stored
with a ROOT format, and the results were analyzed with self-made softwares.

Before performing any energy resolution calculation, the acquired data was calibrated in energy
using the three alpha peak energies provided by the National Nuclear Data Center [51]. This
calibration was done independently for each of the strips, utilizing the linear fit of equation 2.1.

Energy = m · channel + b (2.1)

, where m and b indicate the slope and the offset of the linear fit, respectively.

Having calibrated all the channels, the resolution was computed as follows. Using the same
data, a Gaussian fit was performed for every alpha peak. From these peaks the standard deviation
(σ) was obtained and, ultimately, the full width half maximum (FWHM) by multiplying σ by 2.35.

Nevertheless, the energy resolution obtained through this method represents the distribution
of energy that is read by the CoMPASS software. This distribution does not only represent the
resolution of the DUT, but of the signal that passes through all the electronic circuit after being
generated by the detector. Taking this into consideration, the electronic system also introduces
fluctuations into the final energy value due to the electrical noise, among others. In order to
disentangle the contribution of the detector, a semi-empirical formula (equation 2.2) is used, where
the contributions add up in quadrature. In this experiment, to extract the contribution coming
only from the electronics a Pulser (section 2.2.4) has been used. The energy spectrum generated
by inserting the pulser as an input of the preamplifiers was analyzed in the same way as the signal
generated with the alpha source.

FWHM2
total = FWHM2

detector + FWHM2
electronic (2.2)
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2.4 Setup for the Cryogenic Target experiment
Apart from the characterization of the SAURON silicon detectors with an alpha source, their
performance was also tested with an in-beam experiment. In this case, two sets of measurements
were carried out in order to extract different properties from the cryotarget, such as the ice growth
rate. For the first one, only S1-300 detector was employed with an alpha source, whereas both
SAURON detectors were utilized for the experiment with a proton beam. In the next subsections,
a general description of the cryogenic target and an illustration of the setup is presented.

2.4.1 Cryogenic target
The cryogenic target utilized in this work is the one from the CTADIR project (Cryogenic Targets
for Direct Reactions) [6]. The goal of this research project is to study direct nuclear reactions by
means of beams of unstable exotic nuclei and cryogenic targets. These beams would be produced
and accelerated by the SPES facility that will start to be operative in the following years at
INFN-LNL[35].

The main case of the cryogenic target is made out of aluminum alloy (Figure 2.5a). Two Havar
windows with a nominal thickness of 3.8 µm are placed on each side of the body in order to
contain the helium gas. The choice of Havar was made due to its elasticity and because this
material maintains its properties even at cryogenic temperatures. These windows have a diameter
of 10 mm and they are attached to the target with an indium sealing. The target casing has been
done to allow the detection of the reaction products in the total angle of 140◦ for forward and
backward directions.

Moreover, the target body is anchored to a copper cold finger attached to the second stage
of the two-stage Gifford-McMahon cryocooler; which cyclically moves the helium gas back and
forth to reach to temperatures as low as 4 K. A copper thermal shield is connected to the first
stage of the cryocooler to protect from the heat radiation of the detectors. This cryocooler is
connected to a water-cooled compressor unit to prevent the system to overheat due to an extreme
power consumption. For an optimal performance, the temperature of the target is regulated by
a controller with a temperature sensor and a heater programmable for closed loop temperature
control in proportional-integral-derivative (PID) mode.

2.4.2 Configuration for the in-beam experiment
Lastly, a second configuration of the detectors was utilized in this work. This setup was only used
for SAURON detectors and it was firstly implemented for the low vacuum test. This configuration,
which is shown in Figure 2.6a, allows to simultaneously place both detectors inside the chamber
and leaves space for an alpha source in the center of the chamber. Compared to the previous
setup, in the present case both detectors are vertically placed thanks to an U-shaped holder made
of aluminum. The detectors are joined to this holder with the help of two screws, and are mounted
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(a) Cryogenic target utilized in the experiment. The
image presents the aluminum body, the copper finger

and the pipes that supply the helium gas.

(b) Chamber configuration employed for at the CN
facility. A flange with an spring was mounted on top of

the chamber, where the cryotarget was inserted.

Figure 2.5: Cryogenic target and its mounting into the in‐beam experiment setup.

into an aluminum platform with six pins that traverse it. In this configuration, both detectors can
be placed in front of each other, allowing the beam to pass through the middle of them without
any direct impact on the silicon detectors. Placing the cryotarget in the location of the alpha
source (Figure 2.6b), the forward and back scattered particles were measured in the present work.
Having significant vibrations coming from the cooling down system, a flange with a spring was
added to the second configuration of the chamber (Figure 2.2b). This incorporation allowed the
cryotarget to remain stable during the cooling of the system. Figure 2.5b shows the complete
setup connected to a beamline at the CN facility.
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(a) Inside of the chamber where both SAURON
detectors and their adapters are present. For the

cryogenic target experiment, the target replaces the
triple alpha source in the center of the chamber.

(b) View from the inside the chamber of one
SAURON detector and the cryogenic target.

Figure 2.6: Second configuration of the SAURON detectors used in the cryogenic target experiment.
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3
Detector for the GRIT collaboration

The first detector that was characterized was one of the trapezoidal detectors intended to be
used for the future GRIT detector [4]. Although this device is not planned to be used at the
INFN-LNL facility, the work performed with the DUT served for a better understanding of the
methods employed in a detector characterization. Also, this experiment helped to improve the
acquisition setup and procedures, as well as to have a silicon detector performance to which
SAURON detectors could be compared with. The utilized methods and obtained results with this
detector are shown in the following sections.

3.1 Detector design and mounting
This trapezoidal detector consists of 128 strips in the vertical direction at the front of the detector
(P-side), and 128 strips in the horizontal direction at the back (N-side). Thanks to this, the
incoming particle position can be determined with a total of 16384 pixels, giving a high precision.
This device was fabricated on a 497 µm thick NTD silicon wafer. A boron implantation was
employed on the junction side, whereas phosphorous was implanted in the ohmic side.

The output signals of the DUT are given through molex connectors that were embedded in four
groups of kapton flex cables. Each set contains a total of 64 cables, having one cable per strip.
However, the MPR-64 preamplifiers have an input connection of 20 pins, 16 of them being the
signals provided by the detector and the remaining four being the ground (GND) or Guard Ring
(GUARD) connections. In order to ensure an optimal signal transmission, four PCB adapters were
designed and manufacturer; ensuring a proper one-to-one connection. This PCB-s were directly
connected to the kapton flexes and the output of the adapters were sent to the preamplifiers
through vacuum resistant flat cables. Having employed several utilities from the output of the
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DUT until the input of the digitizers, a mapping was carried out during the detector mounting to
properly recontrstruct the impact positions.

3.2 I-V curve
As mentioned in section 2.3.1, the first test to characterize a detector is to perform and I-V curve.
With this in mind, a variation of the voltage was implemented from 0 to 200 V, with steps of 10
V. After each step, a waiting time of around 30 seconds was used, allowing the current and the
voltage to stabilize. Then, the values of the voltage and the current were recorded, giving the
result depicted in Figure 3.1.
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Figure 3.1: Leakage current of the double‐sided silicon detector vs the applied bias voltage. The experimentally
measured data (blue) and the manufacturer data (orange) are shown.

As it can be seen, the leakage current monotonically increases when the bias supply value is
increased, reaching a maximum of 1.26 µA. This tendency is the expected one, assuming that the
PN junction of the detector acts as a diode. However, a big jump occurs in the current between
the voltages 100 V and 110V. In this step, the leakage current is increased by 0.2 µA, instead
of the average value of the other steps which is about 0.03 µA. Having this effect also present in
the data provided by the manufacturer, it does not seem related to an error in the measurement.
Even though the real reason is unknown, one possibility could be that at this step a full depletion
is obtained; making the current value increase. Nevertheless, this effect is not studied in this
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work, as it is not expected to have a direct impact on the outcome of the future results. Despite
having measured a greater leakage current than the manufacturer, the main outcome of this first
analysis is that the current does not exceed a value of 2 µA; which is the limit specified by the
manufacturer.

3.3 Charge Collection Efficiency
After obtaining the I-V curve, the CCE (Charge Collection Efficiency) of the GRIT detector was
carried out. In order to minimize the energy losses of the alpha particles and to improve the
performance of the DUT, the vacuum chamber pressure was set to 4.2 · 10−6 mbar. Moreover,
having a limited amount of ADC boards [45], only 128 channels could be analyzed at a time. As
this trapezoidal detector has 128 strip in each side, two different data takings were carried out.
In the first one, the output signal of all the junction side strips were sent to the CAEN digitizer
[44] and in the second one, the pulses coming from the ohmic side strips were acquired. In both
cases, the bias voltage was applied to the N-side of the detector, keeping the bias connections of
the P-side with a 50 Ω termination. The results are shown in Figures 3.2a and 3.2b.
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(a)Measurements performed for the channel 63 of
the P strips.
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(b)Measurements performed for the channel 43 of
the N strips.

Figure 3.2: Position of the centroid of the main peaks of 244Cm (blue), 241Am (orange) and 239Pu (grey) vs the
applied bias voltage.

Analyzing these figures, two very different results can be observed. On one hand, the three
alpha peaks positions barely vary for the p-side strips, even if the voltage is lowered to 10 V.
Having seen this behavior, it was decided to take intermediate measurements between 0 and 5 V,
with an step size of 1 V. With this finer sampling, a clear decrease in the peaks channel number
could be noticed. Nonetheless, even if the peak channel decrease begins at around 2 V, it does not
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seem reasonable that the depletion voltage could have that value. Even more considering that the
working bias supply recommended by the manufacturer (Micron semiconductor) to provide the
detector specifications was 140 V. The reason behind this effect could possibly be the position of the
origin of the electron-hole pairs. Given that the maximum alpha particle energy is approximately
5.8 MeV, their range would be around 30 µm in silicon (the calculation was performed using
the physics calculator of Lise++ [52]). This implies that the h+ are produced very near to the
collection strips, making them easier to reach the metallic plate even if the bias voltage is not
sufficiently large. For the case of the e−, the opposite effect occurs; as they have a relatively
longer distance to travel in order to reach the N-strips.

Focusing on Figure 3.2b, the results appear to be the expected ones. In this second case, the
decrease of the channel position of the three alpha peaks occurs between the voltages 100 and
110 V. This does not only agree with the indications of the manufacturer, given that the working
voltage should be the depletion voltage +20/+30 V; but it also could explain the ”sudden jump”
of the current in the Figure 3.1. Taking into account the results obtained for the N and P strips,
it was decided that the following measurements would be carried out with a bias voltage of 140
V.

3.4 Energy resolution
To begin with, an energy-channel calibration of all the strips was implemented to extract the fitting
parameters (m and b of equation 2.1). After applying the corresponding calibration parameters,
the energy spectra resulted in the ones depicted in Figure 3.3. As it can be seen in these figures,
more than three alpha peaks can be spotted. Given the separation between the energies of the α

particles of a given nucleus is relatively small, the appearance of these ”shoulders” are an indicator
of a good energy resolution of the detector.

In addition to this, the energy resolution of the alpha peaks is depicted in Figures 3.4a (for the
P side strips) and 3.4b (for the N side strips). As stated in section 2.3.3, this energy resolution
includes the contribution of the electronics, which should be removed to extract the energy dis-
tribution generated just by the DUT. To do so, the resolution of a signal generated by the pulser
was studied and the results are also shown in Figures 3.4a and 3.4b.

Analyzing Figure 3.4, it can be seen that the energy resolution is similar for the great majority
of the N and P strips. However, there are some differences that can be noticed. The first one
is that, in both cases, the FWHM of the 239Pu peak seems to be around 2 keV bigger than the
other ones. The origin of this increase could be explained going back to the database [51]. If one
searches the possible alpha energies of this Plutonium isotope, three values appear. Within these
values, the separation between the main alpha peak and the secondary one is of 12 keV, more or
less. If this value happens to be larger than the energy resolution of the system, both peaks would
appear as a single one, and the resulting resolution would increase. Paying special attention to
the Figure 3.3, it can be seen that the secondary peak of the 239Pu is in fact the third alpha peak,
having a mean value around 5105 keV. This situation does not occur for the rest of the nuclei, as
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Figure 3.3: Energy spectrum obtained with the triple alpha source for one of the P strips.

the main two alpha peak values of 241Am and 244Cm are well separated in energy (around 40 keV
in both cases).

On top of that, it can be noticed that the energy resolution of the strips located in the extremes
of the P-side are considerably worse than the central ones. This effect can be originated from the
geometry of the detector. As it was previously stated, the P-side of the detector has vertical strips
going from the base edge of the trapezoid to the top edge. Being different the length of these
edges, the strips come in a wide variety of sizes. Particularly, in the case of the corner strips,
the length is really small; reducing the probability of an alpha particle impact and, consequently,
increasing the statistical fluctuation. A second evidence of this geometrical effect is explained in
section 3.6.

For the case of the N-side strips, the worsening resolution of the extreme right strips cannot be
explained geometrically. As these strips extend from left to right sides of the trapezoidal detector,
the difference in length should not have a major impact. The underlying reason of this outcome
has its origin on the placement of the alpha source, as it is explained in section 3.6.

Overall, the average energy resolution of the P- and N-strips (excluding the extremes ones) is
27 keV for the 241Am and 244Cm, and 29.5 keV for the 239Pu. Furthermore, a value of 8 keV is
calculated for the FWHM of the electronic noise induced signal. Finally, utilizing equation 2.2
resolutions of 25.8 keV and 28.4 keV are obtained. These values are appropriate for the majority
of the experiments that are intended to be performed with this detector.
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(a) Energy resolution of the junction side strips.

(b) Energy resolution of the ohmic side strips.

Figure 3.4: Energy resolution obtained from the 256 strips of the detector, expressed in terms of the FWHM. The
graphs show the FWHM for the 244Cm (red), 241Am (blue) and 239Pu (green) peaks. Using the FWHM of the

electronics (yellow), the resolution of the detector (black) was calculated with equation 2.2.

3.5 Interstrip events
In a strip silicon detector, there is a gap made of SiO2 between the strip electrodes. Despite of the
area of the interstrip being of around 10% of the total active are, the probability of an incoming
radiation particle hitting this gap is not negligible. When one of these events occurs, the charge
carriers generated in the bulk of the detector are not located around one particular strip; but will
be distributed between two strips. As a consequence, the electric field will attract the electrons
and holes to two different places, depending on which strip is closer to them. This will lead to
a non full collection of the charge in either strip, as the total charged will be shared among the
contiguous strips. This is the origin of the interstrip or charge-sharing effect [25, 53].
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A way of studying this effect is to analyze the relation between the energies obtained in two
adjacent strips for a single event. Unfortunately, when the characterization of this particular
detector was performed, the electronics was not configured to yield time correlated events. This
happened due to the lack of synchronization between the ADC boards, which presented different
internal clocks and asynchronous acquisition start times. Nonetheless, the relation of energies
obtained for all the events of one strip with respect to the contiguous and non contiguous strip
were analyzed. In particular, the energies of strip number 62 of the junction side were confronted
to the 63 and 60, of the same side. The results are shown in Figures 3.5a and 3.5b.

(a) Energy of the events from strip 62 vs the energies of strip 63.

(b) Energy of the events from strip 62 vs the energies of strip 60.

Figure 3.5: Relation of the energies of the events from strip 62 vs the energies of an adjacent and a non‐adjacent
strip.

Even if both, Figure 3.5a and 3.5b, present similar results, there is a main difference between
them: three diagonal lines with negative slopes in Figure 3.5a. As the function representing each
of these lines will be of the form y=mx+b, with a negative value of m, it can also be seen as y+x
= C. This expression states that the sum of the values of y and x is a constant at every point
along the line. If we recall that the y represents the energy registered in one strip and x represents
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the energy of another one, we conclude that these lines depict an energy sharing between the
electrodes. As there could mainly be three possible energy values coming from the triple alpha
source, three equivalent lines are present. Recalling that these figures represent all the impacts
registered in a strip pair and not in independent events, this lines could have a random correlation
origin. Even if this phenomena may still be present in this data, the lack of interstrip lines in
Figure 3.5b strongly suggest that the charge-sharing effect is measured through this method.

Apart from this effect, these images show three main regions. On the top left, one strip obtains
a fully reconstruction of the alpha particle energy; whereas the energy collected by the other strip
has a value randomly distributed through the range. This random distribution occurs because
energies from different events are considered in this image. In reality, when only impacts coming
from a single event are considered, the second strip should have no energy value as it should not
have collected any charge. The same effect appears to happen on the bottom right of the images;
swapping one strip from another. Lastly, nine points with a considerably high number of events
are spotted in the top right corner. These peaks represent the full alpha peak energy obtained by
each strip that, once again, seem to be correlated due to the merging of all the events.

3.6 Strip impact distribution
Another study that was carried out with the acquired data is the strip impact distribution. Having
used an alpha particle source instead of a properly collimated beam, some undesired effects may
arise from the location of the source. In order to see these effect, the number of counts registered
at each strip have been independently analyzed for the P-side and N-side. The results are shown in
Figure 3.6. As it can be appreciated, the distribution of the junction side seems to be a Gaussian
distribution centered around the middle strips; whereas the distribution of the ohmic side appears
to be shifted towards smaller strip values.

The fact that the strip impacts show a Gaussian distribution should not be surprising, given
that the average of a random variable that has finite mean and standard deviation (like the θ and
ϕ of the emitted alpha particle) results in a normally distributed variable (like the x or y position
of impact); when the number of samples tends to infinity. This is the result of the Central Limit
Theorem (CLT) [54]. However, this does not explain why the distribution of the N-side strips
presents a shift of around 30 channels to the left. This effect could probably occur due to a non-
centered placement of the source in the vertical direction. Actually, taking a closer look to Figure
2.4, a deviation of the source from its center can be appreciated.

With these impact distributions, the interpretation of the results obtained in the section 3.4
can be confirmed. As the number of counts in the extremes of the junction side and in the right
end of the ohmic side is closer to 0, the statistical uncertainty of the fit applied to the peaks tends
to increase considerably. Therefore, in principle, the bad FHWM shown in these strips should not
be worrying, as they would improve once the number of impacts reach a reasonable value.
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Figure 3.6: Distribution of the impacts on the P strips (red) and the N strips (blue). The second distribution was
normalized by a value of 5.875 to have the same total number of counts.

37



38



4
SAURON: detector for INFN-LNL

With the current interest on the detection of charged particles and the tracking of their position,
the need of stripped semiconductor detectors have considerably increased. Despite the existing
detectors at INFN-LNL, the acquisition of other detectors of similar kind was required for a
higher angular and energy resolution. With this in mind, the selection and purchase of three S1
detectors from Micron Semiconductor Std [8] was carried out. The only different characteristic
between these detectors is the silicon wafer thickness; which has values of 300, 500 and 1000 µm.
In this work, the characterization and usage of the first two detectors are presented.

4.1 Detector design and mounting

SAURON (Silicon AnnUlar stRipped iON detector) is a collection of ring-shaped stripped silicon
detectors designed to detect and identify charged particles. These devices are divided into 64
front-side and 16 back-side strips, which can be simultaneously read thanks to the 80 pin-out
connection located in each side of the detector. The front side corresponds to the junction or P
side of the silicon detector and it is divided into four different quadrants. Each of the quadrants
is further segmented along the radial direction into 16 segments, making the total of 64 strips.
These segments can be seen as a fraction of a tube with inner radius going from 2.4 cm to 4.65
cm, and outer radius going from 2.55 cm to 4.8 cm. In reality, this statement is not completely
true, as the last three strips located in the outermost part fail to cover all the 90 degrees of the
quadrant. This subtlety can be appreciated in Figure 4.1a, in the top left and bottom right side
of the image. This characteristic may have been implemented because of the facility it offers to
connect the strips into the pin readout. Even though the possible effects of this geometry should
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not be discarded, they would be considered as a first or second order correction. For the majority
of the cases, all strips were treated equally.

On the other hand, the back side of SAURON is segmented in the ϕ direction, where each
of the 16 strips covers a total of 22.5 ◦ (Figure 4.1b). Once again, the longer edge of segments
located close to the pin-out region are flat; unlike the other strips which are part of a circular
sector. Given that the size of these segments is considerable larger than the ones appearing in the
junction size, there should not be any major difference in terms of lower counting rates. With this
in mind, no special treatment has been implemented in these smaller strips.

(a) Front side of SAURON detectors. (b) Back side of SAURON detectors.

Figure 4.1: Display of the front and back sides of SAURON detector. In each figure, the number of strips is
depicted, as well as some arrows indicating the location of the Guard Rings and Front Panel connections (not used

in the present work). Source: Micron Semiconductor Ltd [8].

4.2 I-V curve
Similarly to the procedure that was established for the trapezoidal detector from the GRIT col-
laboration, the first feature that was studied in SAURON was the I-V curve. In this case, though,
the two detectors were simultaneously analyzed. The obtained curves are presented in Figures
4.2a and 4.2b for the S1-300 and S1-500 detectors, respectively. For the latter, a second power
supply was used as the Quad supply had to be manually tuned and had an uncertainty of 0.1
V (the second supply’s uncertainty was 0.01 V). In both cases, measurements were taken in no
vacuum conditions (unless specified) and the results were compared with the plots provided by
Micron Semiconductor.

Figure 4.2a shows a great agreement between the obtained curve in atmospheric pressure and
the one achieved with a pressure of 3.3 ·10−2 mbar. A slight difference around 30-40 V of bias
can be noticed, even though both plots show similar trends with respect to the leakage current.
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(a) I‐V curves for S1‐300 at atmospheric pressure
(blue) and with a pressure of 3.3 ·10−2 mbar (gray).

The result is compared with the manufacturer
specifications (orange).
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(b) I‐V curves for S1‐500. Obtained data (blue) and
the one supplied by Micron Semiconductor (orange).

Figure 4.2: Leakage current of both double‐sided silicon detectors vs the applied bias voltage.

Moreover, a small jump in the current is present between the voltages 40 and 50. This jump
appears to have the same origin as the jump observed for GRIT detector in Figure 3.2. The origin
of these sudden increases of current could be the presence of impurities in the bulk when the DUT
is not in a fully depleted state. When compared the experimentally measured curves with the
one stated in the detector specifications, some major differences are observed; especially at lower
bias voltages. These disagreement could come from the different ambient conditions in which the
measurements were performed. As Micron does not specify the temperature and pressure at which
the data was taken, the compatibility of the results cannot be fully achieved. Nevertheless, the
measured current always lies below the maximum specified value and the curves start to follow
the same tendency once 120 V is reached; indicating no noticeable damage or malfunctioning of
SAURON S1-300 detector.

On the contrary, the opposite situation occurs for SAURON S1-500. As it can be depicted in
Figure 4.2b, the measured current always lies above the manufacturer values, except for the first
data point. Despite this, both curves present the same trend and the obtained leakage current
always lies below 1 µA, which is the maximum acceptable value. As a last observation, there is
no clear presence of the ”current jump” observed in the two previous detectors, suggesting that
the origin could be due to the manufacturing of each detector, rather than a general aspect in all
DSSSD.
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4.3 Charge Collection Efficiency
Once again, the charge collection efficiency test was carried out in order to find the depletion
voltage of each detector. For this measurement, the detectors were placed similarly to what is
shown in Figure 2.4 and one detector was tested at a time.

The CCE technique was applied to P- and N-side detectors, even though it has been previously
observed that only the ohmic side analysis allows to correctly extract the depletion voltage value.
The results of these measurements are presented in Figures 4.3 and 4.4 for the 300 and 500 µm
detectors.
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(a)Measurements performed for one channel from
the P strips.
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(b)Measurements performed for one channel from
the N strips.

Figure 4.3: Position of the centroid of the main peaks of 244Cm (gray), 241Am (orange) and 239Pu (blue); with
respect to the applied bias voltage for the detector of 300 µm.

Matching the expected results, all the curves computed for the front side strips of S1-300 and
S1-500 offer no insight on the characteristics of both DUT. With this in mind, only the outcome
from the N-side strips was considered to extract conclusions. Concerning Figure 4.3b, the three
alpha peaks energy (not calibrated) start to have a constant behavior once the 70 V are achieved.
On the other hand, Figure 4.4b shows that the depletion voltage of SAURON S1-500 relies in a
lower voltage, as the curves cease to increase around the 40 V. This result was a bit shocking,
knowing that usually the depletion voltage tends to increase as the thickness of the detector gets
bigger. Even though this effect should not occur with SAURON detectors, one cannot state that
there is any apparent malfunctioning; given that other processes such as the the manufacturing
of the detector also affects the voltage required for a full depleted zone. According to the data
provided by the manufacturer, the depletion voltages should be 46 V and 50 V for the S1-300
and the S1-500 respectively; even though some results shown in the documentation are calculated
with a bias voltage of 100 V. This discrepancy could come from the different external conditions
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Figure 4.4: Position of the centroid of the main peaks of 244Cm (gray), 241Am (orange) and 239Pu (blue); with
respect to the applied bias voltage for the detector of 500 µm.

or electronic apparatus in which the two measurements were taken; so that the obtained data will
be used as a reference.

4.4 Energy resolution
After performing the energy calibration of each strip in both detectors and the data acquisition
with the pulser generated signal, the energy resolution was computed. Figures 4.5a and 4.5b show
the junction and ohmic side strips resolution of the S1-300 detector when biased with 100 V. As it
can be seen, the resolution of both P- and N-strips is really good. Overall, the average front side
strips offer a resolution of 25 keV when connected to the electronic circuit; whereas the back side
channels present an average FWHM of around 29 keV. If the contributions from the electronic
devices are also considered (with the pulser test), these number get reduced by 3-5 keV.

Despite the general behaviour, the resolution of some of the strips appear to be far from the
desired values. For example, strips 14 and 15 from the ohmic side (Figure 4.5b) present a FWHM
value larger than 100 keV in all of the alpha peaks. As the resolution of the pulser also exhibits a
non-desired value, a possible explanation could be a loose cable connection in some of the modules.
After finishing the data taking and opening the vacuum chamber, it was found out that this was
the case so that no major conclusions can be taken from these results. Moreover, further tests
resulted in an optimal resolution of these ”loose” strips.

Similarly, the same procedure was followed for the other SAURON detector, S1-500. The energy
resolution obtained for the P- and N-strips of this detector, when biased with 100 V, are shown
in Figures 4.6a and 4.6b. Just as it was seen for the S1-300 detector, the FWHM of this DUT
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(a) Energy resolution of the junction side strips.

(b) Energy resolution of the ohmic side strips.

Figure 4.5: Energy resolution of the strips of the 300 µm detector expressed in terms of the FWHM. In the figures,
the resolution of the 244Cm (red), 241Am (blue) and 239Pu (green) peaks are presented. On top of that, the FWHM

of the electronic devices (yellow) is shown, calculated with the pulser test. Finally, the resolution of just the
detector (black) for the worst alpha peak is shown.

seems to be reasonably good. In this case, the junction side strips present an average of 28 keV
and the ohmic side strips show a value around 31 keV. The small difference between both silicon
detectors should not be alarming, given that in both cases the results are better that the values
provided by the manufacturer.

4.4.1 Low Vacuum test
Knowing that the commissioning of these detectors was going to be done with a cryogenic target,
a special test was also carried out. Having observed a small leakage in the target (the pressure
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(a) Energy resolution of the junction side strips.

(b) Energy resolution of the ohmic side strips.

Figure 4.6: Energy resolution of the strips of the 500 µm detector expressed in terms of the FWHM. The graphs
show the FWHM for the 244Cm (red), 241Am (blue) and 239Pu (green); as well as the FWHM of the electronic

devices (yellow) and of the detector (black) on their own.

reaches 10−5 mbar after an hour), some Helium could filter into the vacuum chamber. If this effect
occurs for a considerable amount of time, the vacuum conditions could worsen as the experiment
goes by and the conditions of measurements would vary in time. With this is mind, only the
scroll pump was employed for this test, achieving a pressure of 2·10−2 mbar instead of 1·10−5

mbar that was obtained with the complete vacuum system. Also, this test helped to determine
the optimal bias voltage, as both detectors were biased with 80 V for this second energy resolution
measurement.

The results for S1-300 are presented in Figures 4.7a and 4.7b. For the majority of the strips,
the resolution was similar to the FWHM obtained at high vacuum. This result suggests that these
devices could also be appropriate to work in not such ideal conditions, opening the possibility
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of using them in not so favorable atmospheres. For what concerns the present work, it is a
good indication that the resolution does not vary, as the vacuum condition could vary during the
in-beam experiment.

(a) Energy resolution of the junction side strips.

(b) Energy resolution of the ohmic side strips.

Figure 4.7: Energy resolution of the strips of the detector of 300 µm, expressed in terms of the FWHM.

Following the same process, the low vacuum resolution for the junction and ohmic sides of the
S1-500 detectors were obtained. Figures 4.8a and 4.8b show the results of these measurements.
Although some strips appear to be deviated from the mean FWHM value, the general trend seems
to be even better than the precedent result. This could happen due to the fact that a bias of 80
V corresponds to Vdep.+30 in the case of the 500 µm thick detector; having obtained a depletion
voltage of around 50 V. Considering both of these results, a bias voltage of 80 V was established
for the S1-500.

As a side note, a missing data point can be observed in Figure 4.8b in the strip number 9. The
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absence of counts in this particular channel led to a further inspection on the electronic devices
and the detector, and a missing bonding was discovered (see section 4.7.2).

(a) Energy resolution of the junction side strips.

(b) Energy resolution of the ohmic side strips. The orange box indicates the strip with 0
number of counts.

Figure 4.8: Energy resolution of the strips of the detector of 500 µm, expressed in terms of the FWHM.

4.5 Strip impact distribution
After analyzing the characteristics of the SAURON detectors, the strip impact distribution was
studied to assure a correct reconstruction of the hit position. Having a couple of adapters, adapter
cables and elongation cables, among others; this study turned out to be crucial for an accurate
mapping of the strips with the channel number.

47



Figure 4.9a represents the hit distribution of the P-strips of S1-300, whereas Figure 4.9b repre-
sents the distribution of the N-side strips. For an easier visualization, the total number of entries
of each strip were assigned to a given bin in polar coordinates. As it can be observed, a greater
number of counts are computed in the upper right quadrant of the DUT. This effect reflects a
non-centered placement of the triple alpha source and should not be worrying. On the contrary,
the misplacement permits to clearly see that the reconstruction of the junction and ohmic side
match.

(a) Hit distribution of the P‐strips.

(b) Hit distribution of the N‐strips.

Figure 4.9: Impact distribution of the alpha particles on the junction and ohmic side strips of the S1‐300 detector.
A numbering of each strip is also present in both cases.

Concerning the other SAURON detector, Figures 4.10a and 4.10b depict the impact distribution
in the front and back side, respectively. In this second case, the source appears to have been better
placed as there is no much difference in the number of counts of one quadrant with respect to the
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other. Once again, an agreement is found between the position reconstruction of the P-strips and
the N-strips, indicating a good mapping of the channels. Lastly, the blue colored strip in Figure
4.10b corresponds to the same strip that had a 0 total number of counts in Figure 4.8b. These
combined results allowed to verify the reconstruction of the hit distribution, checking the position
at which no bonding was present in the detector.

(a) Hit distribution of the P‐strips.

(b) Hit distribution of the N‐strips.

Figure 4.10: Impact distribution of the alpha particles on the junction and ohmic side strips of the S1‐500 detector.

49



4.6 Time correlation of events
As opposed to the situation with the GRIT detector, before starting these second characterizations,
a synchronization between both boards was implemented. To do this, the internal clock of the
first board was introduced as an input clock into the second board. This way, it was assured that
all the data taking was performed with a single clock. With this in mind, after performing the
data taking in the same way as the previous measurements, the entries from the file were ordered
using a time-sorting software. Once the events were listed in time ascending order, a selector was
implemented in order to extract the time difference of a single entry with the next X entries (here
X could vary from file to file, depending on how ”far” one wants to reach to find a possible event
partner). The result of this time differences is shown in Figure 4.11, in logarithmic scale.

Figure 4.11: Time difference between one event and the consecutive ones. The data is expressed in logarithmic
scale for a better visualization of both peaks.

From Figure 4.11, two main peaks can be observed: one centered around 20 ns and the other
one around 0.75 ms. The reason behind the long separation between the peaks is that the syn-
chronization between the boards was not complete. Even if both digitizers acquired the events
at the same frequency, the starting point (t0) of each board was not fixed, and varied every time
a new data acquisition was started. This condition would imply that the location of the second
peak would be different for each run, hardening the data analysis with a more general software.
To solve this problem, a common trigger was set as an input on both digitizers in the future
measurements.

Despite this minor issue, it was possible to perform a time gating in each of the peaks. On one
hand, selecting the events appearing only in the first peak and analyzing the strip number and
energy value of the event pair, an interesting effect appears. Observing the energy correlation of
the events from Figure 4.12a, it can be noticed the presence of the charge-sharing or interstrip
effect. The three diagonal lines have the same characteristics as the ones depicted in Figure 3.5a,
expressing the sharing of the three alpha particles energy between two strips. The only difference
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with the figures is that in the present case, all possible strips combination are present, as only
the time difference condition was applied. Apart from that, an unexpected shape can be seen in
the bottom left side of the figure. The origin of these events is not perfectly understood but it
could be due to a cross-talk effect or some electrical noise coming from one of the preamplifiers.
Nonetheless, these events did not offer a significant drawback in the proper data analysis.

This interpretation of the results gets reinforced by inspecting the strip pairs that produce the
interstrip effect. In Figure 4.12b, it can be noticed that the majority of the events come from
channels that are separated by 1 unit, as the entries are located around an empty diagonal line.
Also, some non-adjacent channels pairs are present in the plot. In spite of not having a significant
amount of counts, they could be the origin of some of the impurities present in Figure 4.12a.
Lastly, the charge-sharing is also observed in the N-strips, situated between channels 64 and 79.

(a) Energy of one event vs the energy of a second event that arrived within the time
window.

(b) Strip number of one event vs the strip number of a second event that arrived within the
time window.

Figure 4.12: Energy and channel values of the pair of events that were detected with a time difference of 20 ns.
Here, the interstrip effect is observed.

One the other hand, a time-gating was implemented on the second peak appearing in Figure
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4.11. Choosing the energies of the entries that correspond to this window, Figure 4.13a was
achieved. The result of this matrix considerably differs from the previous one, as there is no
presence of any interstrip effect. Instead of that, three main region can be spotted. The first
one consists of a diagonal line made of the pair of event that have the same energy value. If
the logarithmic scale is taken in the Z-axis, the three main peaks of the triple alpha source are
retrieved at the top right corner. Having the same energy value, these entries imply either the
reconstruction of a single event that is simultaneously (within the time window) detected in the P
and N strip; or two independent events that stochastically fall into the same time gate. To ensure
that a PN event is reconstructed, the strip number of these events needs to be analyzed. From
Figure 4.13b, it can be clearly seen that one of the entries comes from the first board, that is, a
P-strip; whereas the second entry has its origin in a N-strip.

Moreover, three horizontal and three tilted lines are present in the energy correlation plot.
These effect indicates that for some incoming radiation only the junction side is able to fully
recover the energy of the alpha particle; while the ohmic side fails to do so and only partially
collects the energy. The opposite effect could also happen but, given that the P-side is facing the
source, the probability of this seems to be lower. Lastly, a noisy region appears in the top left side
of the figure. The shape of this area is similar to the one observed in Figure 4.12a and its origin
could also be some cross-talk or electronic noise.

Overall, the time correlation of events turned out to be a successful method to disentangle the
PN events from the interstrip effect. What is more, once the correlation between the junction
and the ohmic strips that got impacted by the same alpha particle is achieved, the location of
the radiation can be retrieved in terms of (θ, ϕ). Thanks to this, a fine angular resolution can be
reached with SAURON detectors, which was one of the goals for their acquisition. Concerning the
charge-sharing, a finer discretization of the strips could be obtained by implementing an algorithm
that determines how much of the energy is collected by each of the channels. Combining this result
with the attained energy resolution, an optimal working of SAURON detectors can be assured.

4.7 Problems solved during the characteriza-
tion

In spite of obtaining clean spectra and enough amount of results to study the performance of
SAURON detectors, the acquisition of the data was not straightforward. In fact, in order to reach
to the ultimate configuration, several problems had to be spotted and properly solved. In this
section, two of the main issues faced during the measurements are presented: the pin adapters
and the bondings.
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(a) Energy of one event vs the energy of a second event that arrived within the time
window.

(b) Strip number of one event vs the strip number of a second event that arrived within the
time window.

Figure 4.13: Energy and channel values of the pair of events that were detected with a time difference of 0.75 ms.
Here, the reconstruction of a PN event is obtained.

4.7.1 Pin readout adapter
The output of the 80 different strips of SAURON are collected in the pin-outs located at each side of
the detector. Each side is in charge of gathering the data from a total of 40 segments, corresponding
to the 32 junction strips and 8 ohmic strips present in the left/right side of the device. However,
the flat cables used to transfer the data from the detector to the flange is composed of 20 pins.
Due to this mismatch, some adapters were requested to the detector suppliers. This components,
depicted in Figure 4.14a, have a 40 connection input and three 20 connection outputs. With
this configuration, the junction side signals are divided between the top two outputs that can be
seen in the images. Regarding the ohmic side signals, they are connected with the output block
situated below the junction ones. Given that the output pin number exceeds the number of input
pins, a mapping of the flow of the signals was performed using a multimeter. The outcome of this
mapping procedure is presented between Table 4.1 and Table 4.4, where the first table refers to
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the output of the SAURON pins and the other three represent the output of the adapters. On the
one hand, the front side strips are connected to the central 16 pins of the adapters while three of
the external pins are connected to the ground and the remaining one is not connected (Table 4.2
and 4.3). This last non-connected pin was used for the guard ring connection [55].

On the other hand, the rear side matching is not so simple. The four outermost pins have the
same configuration as the ones of the front side, but the central structure differs. As there are 8
strips in the input and 16 pins in the output, the manufacturer decided to duplicate the signal
(Table 4.4). Although it does not seem like a bad option, an undesired result was detected. It was
observed that the amplitudes of the waveform signals coming from the N-strips were around half
of those with a P-strip origin. This could possibly come from the double connection that each
strip had, which divided the signal and considerably worsened the energy resolution. To overcome
this problem, an adapter was designed for the previous adapter. The basic idea was to leave half
of the connections floating so that the signals could only be able to travel through 8 pins, each one
corresponding to one strip readout. With this in mind, the first option that was implemented was
to cut half of the ending of a cable, with the model shown in Figure 4.14b. This solution could
seem to not be very efficient as a potential antenna is created with the cut cables. Nevertheless,
this temporary solution gave great results and enabled a good energy resolution in the ohmic side
strips. Later, an improved version of this adapter was crafted, where half of the wires transported
8 signals from the left pin readout and half carried the signals coming from the right. This second
version allowed to have the whole rear side reading with a single flat cable (the previous version
needed two flat cables with half of the channels being empty in each cable).

(a) Two adapters (green components) connected to
both sides of SAURON detector.

(b) Preliminary adapter implemented in the SAURON
adapter. Notice that the left 10 pins of the blue cable

are cut.

Figure 4.14: Adapters and adapters of the adapters utilised to properly collect the data acquired by the N strips of
SAURON.
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Table 4.1: Pinout of one of the two outputs of a SAURON detector.

r14 r16 34 36 38 40 42 44 46 48 49 51 53 55 57 59 61 63 r01 r03
r13 r15 33 35 37 39 41 43 45 47 50 52 54 56 58 60 62 64 r02 r04

Table 4.2: Top left pin signals of the adapters, in terms
of SAURON front strips.

GND 33 35 37 39 41 43 45 47 NC
GND 34 36 38 40 42 44 46 48 GND

Table 4.3: Top right pin signals of the adapters, in terms
of SAURON front strips.

GND 50 52 54 56 58 60 62 64 NC
GND 49 51 53 55 57 59 61 63 GND

Table 4.4: Bottom pin signals of the adapters, in terms of SAURON rear strips.
GND r14 r16 r02 r04 r14 r12 r02 r04 NC
GND r13 r15 r01 r03 r13 r15 r01 r03 GND

4.7.2 Bondings
Other important elements in double-sided stripped silicon detectors are the so called bondings.
These pieces are a metallic filament, usually made of a high conductivity material like gold, that
make the connection between the silicon detector and the electronic circuit inscribed in the PCB.
In this case, two bonding connections were designed by the manufacturer to make the contact with
the silicon detector. Actually, in order to have a proper acquisition of the signal, an aluminum
coating of 0.3 µm is added on the front and back sides of the detector; and it is this surface onto
which the bondings make the electrical contact. Figures 4.15a and 4.15b show a microscopic view
of these connections.

Even though the bonding connections are made by the manufacturer and are not intended to be
modified, a lack of signal in a couple of strips lead to a further inspection of these wires. As it can be
seen in Figure 4.15b, some bondings were not present in the strips of the S1-500 detector, making
it impossible for the charge carriers to reach to the electronic circuit and generate a readable signal.
Once the problem was spotted, the detector was sent to Padova for its full reparation. After fixing
the bondings, no strips were present with a 0 total number of counts (unlike in Figure 4.8b)
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(a)Main block of bondings of the junction side strips. In
the image, a correct display can be seen for all the

connections.

(b) Two pair of bondings of the ohmic side strips. In the
right side of the image, the disappearance of two

bonding wires can be observed.

Figure 4.15: A microscopic view of the bondings that SAURON has in the front (left) and back (right) sides.
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5
Results from the Cryogenic Target

experiment

Having the objective of commissioning the new cryogenic helium detector for the CTADIR (Cryo-
genic TArgets for DIrect Reactions) project [6], it was thought to do a double in-beam commis-
sioning. That is, apart from testing the cryotarget, the performance of both SAURON detectors
was examined with this experiment. To do so, both S1-300 and S1-500 detectors were placed in
the front and in the back of the cryotarget and a 5 MeV proton beam was directed onto the target.
This proton beam was accelerated by the Van de Graaff accelerator located in the CN facility
of INFN-LNL [38]. As several features of the system were intended to be studied, several data
takings were performed during a 3 day long experiment.

Furthermore, a second series of measurements was carried out before the in-beam experiment.
In this case, a 244Cm source was placed at around 10 cm from the cryogenic target and only
the S1-300 detector was employed for the measurement of forward scattered particles. The goal
of this measurement was to properly characterize the different parts the target is composed of,
as well as to monitor the temperature reading and to contrast it with the values given by the
thermocouples. To do so, the energy loss through different stages was monitored and compared
to Lise++ theoretical calculations [52] based on the Bethe-Bloch formula.

On top of that, a proper synchronization between all the boards was implemented for these
measurements. To accomplish this, apart from the common clock signal (like in the character-
ization of SAURON), a common trigger was introduced in all the Digitizers. This last feature
allowed for an easier data analysis as the correlation between the boards was the same in all the
acquired files, resulting in a similar time difference for PN events.
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5.1 Alpha source test

Firstly, a triple alpha source was placed at 12 cm from theSAURON S1-300 detector to perform
a new calibration. The detector was biased with 95 V as it has been observed to give the best
energy resolution. In principle, the calibration parameters should not vary much given that the
performance of solid state detectors remains similar under the same external conditions. Neverthe-
less, a calibration measurement was carried out at the beginning and at the end of the experiment.
Bearing in mind that the energy of the alpha particles will decrease as the number of ”obstacles”
increases, the dead layer of the detector was also included in the calculations. This dead layer is
made of 0.3 µm Al followed by 0.5 µm of Si, according to the data provided by the manufacturer.

After the calibration was performed, the cryotarget was placed between the source and the de-
tector, at around 2 cm from the triple-alpha source. The location was chosen such that practically
all the target would be impinged by the alpha particles while the full detector was still illuminated.
If the detector were to be placed closer, the inner strips of the silicon wafer would not detect any
signal; whereas a further placement would leave the outer strips countless. A laser was used to
properly align the centers of the source, target and detector as shown in Figure 5.1b and 5.1a.

(a) Initial setup of the detector and the cryotarget. (b) Final positioning of the setup after the usage of a
laser.

Figure 5.1: Alignment of S1‐300 SAURON detector and the cryogenic target (inside the hole of the detector) for
the alpha source experiment.
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5.1.1 Estimation of Havar windows thickness

Once the setup was established, a measurement was carried out without cooling and filling the
target. The goal of this warm empty target was to calculate the thickness of the Havar (pages
324-328 of [56]) windows placed at both ends of the cryogenic target. In spite of already having
the nominal value provided by the manufacturer (3.8 ±10% µm), it would be preferable to have
a more accurate number. Not only does this value give information about the Havar windows
itself, but it would also allow to properly account for the energy losses obtained in the other
measurements such as the determination of helium temperature or the ice growth rate. Moreover,
the different strips were gathered in the software by means of their theta; that is, the events of all
the strips belonging to the same ring were taken as one main strip. This way, the energy losses
were accounted for each polar angle since the effective amount of material that the alpha particle
needs to traverse varies from one to another. The results of this data taking are depicted in Figure
5.2a.

(a)Measurement performed with the triple alpha source.

(b)Measurement performed with the 244Cm source.

Figure 5.2: Energy of the alpha particles measured for each detector ring. These measurements show the energy
loss in the Havar windows, as the cryogenic target was kept empty and at room temperature.
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The first conclusion that was taken from observing Figure 5.2a was that the energy loss due
to the Havar windows is really high, so high that the third alpha peak is practically missing
(corresponding to 239Pu). Having observed this in the online analysis and knowing that the
activity of the triple alpha source was low (3 kBq), a second alpha source was requested and used
in the following measurements. Given that Curium has the highest energy among the three alpha
particles, a pure 244Cm source with an activity of 100 kBq was employed. The newly acquired
source was placed in the same position as the previous triple alpha source, and the same warm
empty target measurement was performed, obtaining the results of Figure 5.2b.

Apart from the high energy loss observed in Figure 5.2, both images show that the alpha
particles energy has a clear angular dependence. As it was expected, if the ring number increases,
which corresponds to the increase of the angle θ, the energy loss increases. On top of that, it can
be seen that the energy resolution of every peak increased up to 110 keV on average, due to the
straggling the alpha particles suffer while interacting with the different Havar windows. These two
features made the comparison with theoretical calculations more complicated, as the sensitivity
to determine the window thickness through the energy loss is not that high. Nevertheless, the
results of the three alpha peaks (two from the triple alpha source and the one from the Curium
source) were compared with Lise++ calculations and the results are presented in Figure 5.3.

Despite observing a linear dependency with respect to θ in all of the experimental data, Figure
5.3a and 5.3b show that, after ring number 12, the peaks from the triple alpha source do not follow
the same straight line determined by the previous data points. This discrepancy could be due to
the lower number of counts at higher angles, given that the data points for the Curium source seem
to form a straight line (Figure 5.3c). Anyway, even if this feature is not taken into account, the
slopes of the three black lines have a lower absolute value than any of the theoretically estimated
tendencies. One of the reasons for this result could be that, due to the relatively closeness of the
source from the target, the trajectory of the alpha particle and the angle at which it traverses the
different materials is not clear. At 2 cm, the source cannot be considered as point-like and the
straight line connecting the center of the source to the strip of the detector may not be the actual
path of the radiation particle. A slight variation of the angle could make a difference in effective
thickness of at least 0.1 µm; which is observed to strongly impact on the energy losses.

Comparing the energy losses of the three alpha peaks with the calculations of Lise++, it has
been estimated that the most probable total Havar thickness is between 8.5 and 8.6 µm. Having a
large uncertainty, different window sizes could match the observed value, although the least relative
error is computed to be with the aforementioned values. Knowing that the manufacturer’s nominal
value is 3.8 µm for each Havar foil, this result offers an additional thickness of around 12-13%; a bit
more than the reported value. Nonetheless, this 3% of uncertainty above the expected thickness
may have an experimental origin. Apart from the uncertainty in the measured energy loss, the
variation of the source position also has an indirect consequence on the data. In order to estimate
the energy losses with the software, the angle of incidence needs to be set and, if the position were
to be different than 2 cm, this angle would consequently change. Again, especially in the case of
the Havar windows, the energy losses could be upward or downward shifted. Considering this for
the following calculations, two Havar windows of 4.3 µm each were established.
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(a) 244Cm main peak energy from the triple alpha
source.
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(b) 241Am main peak energy from the triple alpha
source.
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(c) 244Cm main peak energy from the Curium source.

Figure 5.3: Alpha peak energy measured for different polar angles (black) compared to the theoretical calculations
performed with total Havar windows thickness of 8.5 (green), 8.6 (blue) and 8.7 (red) µm.

5.1.2 Calculation of ice growth rate

Once the Havar windows of the cryogenic target were experimentally characterized, an experiment
was carried out to measure the ice growth around the Havar windows. Knowing that the helium
inside the target will be cooled down to 10 K or less, the temperature difference with the rest of
the chamber could produce condensation of the residual gas atoms. At these low temperatures,
any moisture in air would consequently stick to the windows creating an ice layer. Even if this ice
layer can be composed of different molecules other than water, the term ”ice” will be employed.

In addition to the previously mentioned energy loss, this ice layer would also interact with the
alpha particles making them reach the detector with less energy. Moreover, as time passes by, the
formation of ice will continue and the layer will gradually increase its thickness. Thanks to this
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effect, the ice growth rate could be estimated by measuring the observed energy values through a
long period of time. For our case, a measurement spanning nearly 8 hours was performed using
the 244Cm source (Figure 5.4a). After the acquisition, the data was separated in time intervals
of 20 minutes and the centroids of the Gaussian fitted peaks were computed in order to estimate
the energy loss per hour. As it can be depicted in Figure 5.4b, the obtained energy loss rate is
67.83 ± 0.61 keV/hour. Comparing this result with the theoretical calculations of Lise++, this
value results in a rate of 9.2 ± 0.22 µm of ice per day. Assuming a symmetric growth, it can be
concluded that around 5.4 µm of ice would be grown daily in each of the Havar windows. This
value is lower than the one obtained in the experiment of Orsay [57] (22 µm/day), which suggests
good vacuum conditions and less leakage of this setup.

(a) Energy of the alpha particles measured at the innermost detector’s ring.

(b) Centroid of the Gaussian fitted peaks every hour and their linear fitting.

Figure 5.4: Energy loss of the 244Cm alpha particle through the measurement. This loss represents the growth of
ice around the Havar windows of the cryotarget.

After demonstrating that the ice is formed in the cryotarget and knowing the rate at which
it is formed around the Havar windows, the only remaining unknown would be its composition.
Although the exact elements from the ice would be complicated to determine, the presence of
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some molecules can be extracted. In fact, an additional experiment was conducted in an attempt
to achieve this objective. For this measurement, starting from the cooled down position (8K
according to the cernox thermometer), the system was heated up to 70K. At this temperature,
some molecules such as water should remain solid whereas nitrogen should undergo a transition
from solid to liquid. If the measured energy goes back to the initial value, it means that the ice
was mainly formed with water (or other substances that have a fusion point above 70K). As the
result from Figure 5.5 show, this is not the case, as the value is around 1450 keV after heating
the system up to 70K; more 200 keV less than the initial value (first data point of Figure 5.4b).
Despite knowing that at these pressure values the fusion point of different molecules vary from
the nominal one, it can be concluded that an ice made of a mixture of water and other elements
from air is formed when the system is cooled down.

Figure 5.5: Time evolution of the energy value of the 244Cm peak when the system was heated from 8K to 70K.

5.2 Commissioning with a proton beam at CN
Once the main features of the cryogenic target were extracted, the proton beam experiment was
carried out. In this case, the S1-500 detector was placed in front of the target in order to measure
the forward scattered particles; whereas the S1-300 detector was put in the backward direction (see
Figure 2.6a). Knowing that the protons would have a lower energy loss than the alpha particles
when they traverse the different stages of the cryotarget, a 5 MeV proton beam with an intensity
of 1 pnA was utilized.

At first, both detectors were planned to be placed at 10 cm from the target, one at each side
of it. However, having a beam of more than 109 pps, the count rate for the small forward angles
resulted in more than 107 counts per second in the S1-500 detector. Apart from risking to overload
the detector for a long period of time, the digitizer’s sampling rate is 1.25 MSamples/s; making it
impossible to detect samples at any higher frequency than that. Due to these conditions, it was

63



decided to place the 500 µm SAURON detector at 3.3 cm from the target’s center. This way, the
angular coverage of S1-500 was from 36 to 55.5◦, while S1-300 detected particles scattered between
154.4 and 166.5◦. The experiment was conducted for 3 days and some of the most distinguishing
results are shown in the following paragraphs.

5.2.1 Forward scattering
To begin with, the forward scattered particles were analyzed. For these events, the angular
resolution of the S1-500 detector was 1.5◦ on average; much less than the currently available
detectors. Therefore, this analysis also served as a test on the ”angular performance” of the
SAURON detectors in an in-beam experiment.

The first study carried out was the comparison of the experimental results with the Rutherford
scattering of the protons on Havar and on helium. As it happens in other cases, the scattered
particles do not always match the theoretical prediction made by the Rutherford formula (equa-
tion 5.1), which varies depending on the detection angle [58]. In order to properly compare the
experimental value to the theoretical one, the differential cross section needs to be transformed
from the center of mass (CM) reference frame into the laboratory one (LAB). This transformation
is performed with the Jacobian, leading to the result of equation 5.2
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where γ refers to the ratio between the mass of the projectile and the mass of the target. In
the present case, this quantity would be γ = 1

m2
; where m2 could be the mass of an atom present

in the Havar or the mass of helium 4.
Moreover, as one the detected quantities by SAURON is the number of counts over a certain

period of time, the theoretical estimation also needs to be converted into this observable. The
theoretical expression is presented in equation 5.3, where I and Z refer to the beam intensity and
atomic number, A and t to the target mass number and thickness, ∆Ω to the solid angle of the
detector’s strip and ϵ to the total detection efficiency.

dN

dt Th.
(pps) = 3760 · dσ

dΩ

LAB

Ruth.
(mb/sr) ·∆Ω(sr) · t(mg/cm2)

Atarget
· I(enA)

Zp
· ϵ (5.3)

At first, it could seem that all of the quantities in equation 5.3 could be estimated within some
uncertainty, as they mostly depend on the experimental setup and beam/target characteristics.
However, the value of the detection efficiency for this experiment was far from being trivial. The
reason for this is the high counting rate and the time required to process an event. If a new

64



particle enters the detector while SAURON is still acquiring a prior event, this second particle
would either not be counted or its energy would be summed up to the previous one and produce
a pile-up event. This time gap is known as dead time and it makes the total number of counts
appear to be lower than expected. On top of that, not all the incoming particles would generate
a signal in both P and N strips; or the signals would not enter into the selected time-gate. Again,
the absence of these events would result into a lower particle per second estimation. In order to
account for this efficiency, the ratio between the Rutherford scattering and the experimental value
was examined.

With all of this being said, the first measurement was performed with an empty cryogenic target
that stayed at room temperature. This data taking served as an initial point and also allowed
to compare the obtained results with the features extracted from the alpha source test. Figure
5.6a and 5.6b show the energy spectrum of one SAURON ring and the mean of the energy peaks
of all the theta values. As the main component of the Havar is Cobalt, which has a Z value of
27, the proton energy should not vary much with respect to the scattering angle. Comparing the
results with the theoretical Lise++ calculations and using the estimated Havar windows thickness
of 4.3 µm, these values seem to be within the expected ones. Furthermore, the energy resolution
appears to improve compared from the alpha source test; having an average value of around 60
keV (almost half of the FWHM of the previous test). This is a clear sign of energy straggling
as the particles need to traverse several layers. Also, the fact that the interaction of the protons
is weaker than the interaction of the alpha particles (a factor of Z2 in equation 5.1) reduces the
energy smearing. On top of that, if only one strip of the detector is taken into account instead of
the whole ring, the scattered proton energy peak has a narrower distribution.

After the empty target experiment, the target was cooled down and incremently filled with
helium. Despite having several measurements for 4He pressures between 0 and 900 mbar at
different temperatures, only the results from 12K and 900 mbar will be shown here. The main
reason is that, in order to observe a significant energy difference in the scattered protons, the
helium density needs to be reasonably high. Having said that, the results of this measurement are
depicted in Figure 5.7a and Figure 5.7b.

It can be clearly seen from Figure 5.7a that in the presence of a filled target, the beam particles
scatter with both the Havar and the helium atoms. Also, due to the kinematics and the mass
difference between the target particles, the energy of the protons are not centered around the same
value. In fact, as the angle increases, the separation between both peaks also increases as depicted
in Figure 5.7b. The appearance of this feature with the SAURON detectors is a good sign for the
future heavy-ion fusion measurement setup, since an energy discrimination between the emitted
protons and alpha particles could be performed at a given ring (angle).

Again, the uncertainty in the energy resolution is lower than the one from the alpha source test;
except for the last ring. Having less energy losses through the target stages, the straggling appears
to have reduced; which is another good indication of the performance that SAURON would have
in the future experiments. On top of that, the mean energy of the Havar peak is slightly lower
when the target is filled with respect to the value it has for an empty target. The discrepancy
between the values could be due to the energy loss in the helium target for the particles scattered
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(a) Energy spectrum of the scattered protons measured by the 11th ring of S1‐500 detector.

(b) Energy peak of the scattered protons with respect to the angle of measurement.

Figure 5.6: Proton scattering with an empty warm cryotarget. The scattering occurs with the elements present in
the Havar windows.

on the second Havar window, or to the ice formed during the cooling down. Nevertheless, it does
not seem to have as great impact on the mean energy as on the resolution. Lastly, both Figure
5.6a and Figure 5.7a show small peaks around the 8000-9000 keV value. This feature is a clear sign
of the pile-up events that were previously mentioned and shows the need for a detection efficiency
calculation.

After analyzing the obtained spectra individually, the obtained results were compared with
the theoretical scattering prediction. This would not only determine the detection efficiency, but
could verify whether the temperatures indicated by the thermocouples were accurate. Figure 5.8a
shows the theoretical reaction rate of the protons on Havar and the experimental reaction rate
with and without considering a time efficiency. As a first estimation, a dead time of 80% and
a PN event reconstruction efficiency of 14% have been considered. If this conditions were not
taken into account, the deviation of the obtained results from the theory would be of two orders
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(a) Energy spectrum of the scattered protons measured by the 11th ring of S1‐500 detector.

(b) Energy peak of the scattered protons on Havar (blue) and helium (green) with respect to
the angle of measurement.

Figure 5.7: Proton scattering with a cryogenic target filled with 900 mbar of 4He and at a temperature of 12K. The
scattering occurs with the elements present in the Havar windows and with helium particles.

of magnitude. Despite not having the same values, the experimental trend seems to have a similar
behavior to the theoretical one. However, a huge peak appears at the 10th ring of the detector,
corresponding to θ= 49.21◦. The reason behind this result remains unclear at present, and some
simulations need to be performed in order to estimate how many of the experimentally observed
discrepancies could be explained due to the setup.

On the other hand, the measured count rate of protons scattered on helium depicted in Figure
5.8c differs considerably from the one predicted by the Rutherford formula. In this case, the
experimental points do not follow a clear pattern and the peak at the 10th ring is still present.
Nevertheless, the ratio of rates was calculated, to detect any possible systematic error. That is,
the comparison between the count rate of the protons scattered on Havar and the ones scattered
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on helium (Havar/helium) was computed. If the same detection efficiency is considered in both
cases, the ratio should cancel its value; as well as canceling some other possible contributions
from the beam that were not properly measured such as the beam current. With this in mind,
the plot shown in Figure 5.8b was obtained for the experimental and theoretical ratios. Firstly,
it can be seen that instead of keeping a constant value like the theory, the experimental ratio
has a decreasing tendency at higher angles; which could mean a ”loss” of Havar-scattered events.
Moreover, the experimental ratio happens to be around 9 times smaller than the theoretical one.
With the combination of these results and the observation in the individual count rates, it could
be possible that the number of helium atoms is bigger than expected. This implies having lower
temperatures in the target that the ones given by the thermocouples.

Several other experiments were carried out with different target and beam configurations; as
well as the corresponding measurements performed by the backward scattering. Nonetheless, these
are the main results from the in-beam experiment that helped to evaluate the performance of the
SAURON detector. Firstly, the energy resolution of a whole detector ring was measured to be
around 60 keV. Moreover, it was determined that the detector is able to observe variations between
different θ values with an angular resolution of 0.6◦, for a detector-source distance of 12 cm. All of
this commissioning would prove immensely valuable for the future utilization of these instruments
in the future, like in the new setup with the AGATA γ-spectrometer.
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Figure 5.8: Comparison between theoretical predictions and the experimental results of the count rate of the
scattering of protons on the Havar windows and the helium of CTADIR. For a better comparison, the experimental

data with an estimated efficiency value is also plotted.
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6
Conclusions

First and foremost, all of the silicon strip detectors characterized in this work have a great perfor-
mance. The three devices showed an I-V curve and depletion voltage similar to the one provided
by the manufacturer, indicating an optimal working condition. Furthermore, the energy resolution
of the DUTs has been around 27 keV on average, for both junction and ohmic side strips; which
is a suitable value for most of the nuclear physics experiments to be carried out. Despite having
encountered several problems during the process, especially with the adapters and bondings from
SAURON detectors, they have served to learn more about these devices to acknowledge the key
features for a good detector performance. On top of that, the reconstruction of PN events has
been successfully performed with the use of triggers and time windows, as well as some software
developments utilized for a proper data analysis.

Concerning the application of SAURON detectors to a first series of experiments like the ones
with the cryogenic target, the results go in the same direction. Despite worsening the energy
resolution due to the straggling the particles suffer at each stage of CTADIR, its value remained
within reasonable limits; making it possible to perform a proper study of the system. On top of
that, the angular resolution of these detectors was enough to separate the proton particles scat-
tered in Helium from the ones scattered in the Havar windows, demonstrating the discrimination
capability in the future setup for the charged particles evaporated from heavy-ion fusion. Finally,
the results of the experiment present interesting features from the cryogenic target that would also
be helpful in the future experiment involving this device, such as the ice growth in the windows.
Lastly, the data analysis shows some unexpected results that should be further studied with the
help of simulations.
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