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1 Introduction

Classical electrodynamics can be expressed by equations which involve only the
world-line of the charged particles yµ(s) and the electric and magnetic fields F µν .
It is convenient, however, to introduce a 4-potential Aµ, as it simplifies problems
and the formulation of the theory. For example, Maxwell equations in vacuum
(which means that the 4-current Jµ is zero), written in terms of the 4-potential,
assume the form of a wave equation and this yields a simple and elegant description
of the electromagnetic waves. However, the Aµ overdescribes the system as two
4-potential connected by a gauge transformation are equivalent: from a physical
point of view, this means that Aµ cannot be measured. As the 4-potential is a con-
venient mathematical tool, but still not needful, and it cannot be measured, one
conludes that in classical electrodynamics it has no independent physical meaning.
The quantum mechanical description of electrodynamics is given by quantizing the
classical theory; this can be done either through the canonical quantization or with
the path integral approach (the latter is the one used in this thesis). In both cases
a variational formulation of the classical theory is required and, as we will show
in Section (2), this can be obtained only using the 4-potential as Lagrangian field:
for a quantum mechanical description Aµ is needful.
In Section (3) and (4) the path integral approach to quantum mechanics will be
presented. With this aim, we will start from Dirac’s original idea to construct a
formulation of quantum mechanis based on the Lagrangian formulation of classical
mechanics; since one cannot expect to find a quantum analog of the Euler-Lagrange
equations in a very direct way (no immediate meaning can be given to such equa-
tions in quantum theory, as they involve partial derivatives with respect to the
coordinates and velocities), he proposed some observations concerning the analo-
gies between the role of Hamilton principal function in classical mechanics and
some operator rules in computing the transition amplitudes. Feynman extended
this analogy adding the integral over all possible trajectories the quantum particle
can follow and proposed the path-integral formulation of quantum mechanics.
In Section (5) it will be showed that the gauge transformation is also a physical
symmetry of the quantum theory, which acts on the wave function as a local phase
transformation. The fact that those two transformations act conjointly, gives Aµ
an independent physical meaning in quantum mechanics, as we will show in Sec-
tion (6). Through a thought experiment, proposed by Bohm and Aharonov in 1959
and later tested by Chambers (1960) and, more consistently, by Tonomura (1984),
we will prove that a quantum charged particle in a multiply connected field free
region feels an electromagnetic interaction, if we ask F µν 6= 0 in some region of
the space which the particle cannot enter.
In order to avoid non-local interactions between F µν and the particle (since it is
problematic from a relativistic point of view) one can interpret this effect assum-
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ing that the electromagnetic interaction occurs between Aµ and the charge. This
conclusion gives the 4-potential a more fundamental physical role that the one it
has in classical mechanics.
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2 Classical Electrodynamics and Gauge Transfor-
mations

As it is commonly known, the three fundamental laws which control classical elec-
trodynamics are

εµνρσ∂
νF ρσ = 0 (1)

∂µF
µν = Jν (2)

dpµ

ds
= eF µν(y)uν (3)

written in the explicitly covariant form. The first one is Bianchi’s Identity, it
constrains the form of the electromagnetic field F µν ; the second one is Maxwell’s
Equation and it is the equation of motion of the field, it defines how a generic
current density Jµ generates a field. The last one is Lorentz’s Equation and estab-
lishes how a charge behaves in an electromagnetic field. If one tries to solve this
set of equations at the same time, meets some patologies: according to Maxwell’s
equation, the field is singular on the world-line of the charge, while the last equa-
tion states, according to the principle of locality, that in order to compute the
variation of momentum of the charge, F µν has to be evaluated on the world-line of
the particle. From a theoretical point of view, at least one of these equations has
to be modified. However, we will not worry about this issue, as we will assume
that F µν is an external field, ignoring the radiation reaction. If the domain is
topologically trivial,1 eq. (1) can be identically solved, introducing the 4-potential
Aµ = (A0, ~A) and setting

F µν = ∂µAν − ∂νAµ =⇒ εµνρσ∂
ν(∂ρAσ − ∂σAρ) = 0 (4)

since ∂µ∂ν is symmetric while εµνρσ is antisymmetric under the exchange of two
indices. All the electrodynamical equations can be expressed in terms of the po-
tential, simply using the substituition of the first equation in (4).
While the field F µν is univocally determinated once Aµ is given, it is not true the
opposite. If we consider the gauge transformation

Aµ(x) → A′µ(x) = Aµ(x) + ∂µΛ(x) (5)

1Topologically trivial means that the domain has to be contractible:
A subset C of a topological space is contractible to the point y ∈ C if it exists a continuous map
F : [0, 1]× C → C, F : (λ, x)→ F (λ, x) such that F (0, x) = x ∀x ∈ C and F (1, x) = y ∀x ∈ C .
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where Λ(x) is a generic scalar field, the fields remain unchanged: F ′µν = F µν .
Since all the electrodynamical equations can be written and solved in terms of the
gauge invariant field F µν and the potential is not gauge invariant, one concludes
that Aµ is not a real physical quantity: it can be regarded as a mathematical
tool which simplifies (and, indeed, it does) problems, but still it is not needful.
Things change if we want to derive our theory from a variational principle and,
therefore, interpret eq. (1), (2) and (3) as Euler-Lagrange equations. Since (1)
and (2) correspond to 8 equations, we cannot hope to use F µν as a lagrangian
field because it corresponds to the 6 independent fields ~E and ~B (or, equivalently,
since it is a 4× 4 antisymmetric tensor, it has 6 degrees of freedom). Therefore an
alternative strategy is required: once Bianchi identity is solved introducing Aµ (4
fields), the potential can be used as a lagrangian field in order to derive Maxwell’s
equation (4 equations). Once again, classically, a variational formulation of the
theory is usefull but not necessary. On the other hand, it is the starting point for
the quantization of the theory: from a quantistical point of view, Aµ is needful
and its presence in the equations formally unavoidable.
Since it will be used later on in this thesis, here is reported the non relativistic
lagrangian for a charged particle in an external electromagnetic field

L =
1

2
m~v2 − eA0(t, ~r) + e ~A · ~v (6)

and the corresponding action for a path joining the space-time events A = (t1, ~x1)
and B = (t2, ~x2)

S = S0 + Sint =

∫ t2

t1

dt
1

2
m~v2 − e

∫ B

A

Aµdx
µ (7)

A gauge transformation adds a 4-divergence to the Lagrangian

L→ L′ = L+ ∂µΛ(x)

and the action only changes by boundary terms

S → S ′ = S − e
∫ B

A

∂µΛ(x)dxµ = S − e(Λ(B)− Λ(A)) (8)

This is not a coincidence. Since a gauge transformation leaves physics unchanged,
i.e. it does not affect Euler-Lagrange equantions, the variations of the actions S
and S ′ must be equal

δS = δS ′

This is a general case: two Lagrangians which differ by a 4-divergence are physically
equivalent.
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3 Path integral approach to Quantum Mechanics
Consider a classical system of N degrees of freedom. The dynamics of the system is
governated by the Hamiltonian H(p, q), which is a function of the coordinates {qi}
and the conjugate momenta {pi}. The coordinates and the conjugate momenta
satisfy a set of Poisson Bracket relations

{pi, pj} = {qi, qj} = 0 {qi, pj} = δij (9)

There are two different ways to quantize the system

• The canonical quantization

• The path integral procedure

The first one consists in demanding that to the classical canonical pair (p, q) we
associate the pair of operators p̂i and q̂i, which we require to obey to the canonical
commutation relations

[q̂i, q̂j] = [p̂i, p̂j] = 0 [q̂i, p̂j] = i~δij (10)

obtained by the formal corrispondence {A,B} → − i
~ [A,B]. The relations (10)

allow to implemet the uncertainty principle, since it is a consequence of the non-
commutativity of two conjugate operators. By following this prescription, we can
promote the function H(p, q) to the operator Ĥ(p̂, q̂) by replacing the dynamical
variables with the corresponding operators. The latter procedure, which is the one
that will be use in this thesis, is described in the following sections.

3.1 Canonical Transformation in Classical and QuantumMe-
chanics

Let’s consider a particle moving in one dimension with hamiltonian H(p, q, t). The
equations of motion are the Hamilton’s equations

q =
∂H

∂p
ṗ = −∂H

∂q
(11)

Eq. (11) can be derived from a variational principle

δ

∫ t2

t1

dt

(
pq̇ −H

)
= 0 (12)

where the indipendent variations δp and δq are taken to vanish at the boundaries.
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We call canonical transformations the maps

p→ P = P (p, q, t) q → Q = Q(p, q, t) (13)

which leaves Hamilton’s equations form invariant, i.e. it exists a new hamiltonian
H̃(P,Q, t) such that

Q̇ =
∂H̃

∂P
Ṗ = −∂H̃

∂Q
(14)

In order that the new indipendent variables P and Q satisfy Hamilton’s equations,
the variational principle must remain valid

δ

∫ t2

t1

dt

(
PQ̇− H̃

)
= 0 (15)

Since eq. (12) and (15) are equivalent only if the integrands differ, at most, by
the total derivative of an arbitrary function G of time and any pair (q,Q), (q, P ),
(p,Q) or (p, P ) treated as independent variables; it follows that

pq̇ −H = PQ̇− H̃ +
dG

dt
(16)

Let’s consider the case in which G = G(q,Q, t), then eq. (16) becomes

(
p− ∂G

∂q

)
q̇ −

(
P +

∂G

∂Q

)
Q̇ =

∂G

∂t
+H − H̃

which yields

p =
∂G

∂q
P = −∂G

∂Q
H̃ =

∂G

∂t
+H (17)

Therefore the knowledge of the generating function G, through eq. (17), defines
the relations between the old variables (p, q), the new variables (P,Q) and the
form of the new hamiltonian H̃.
Let’s now consider the special case in which the canonical transformation maps
the variables (p, q) to a new set which is time independent, so that Q̇ = Ṗ = 0.
From eq. (14) we read that the new hamiltonian H̃ can only be constant, with or
without time dependence. Let’s take for simplicity H̃ = 0. Once the canonical
transformation is found and, equivalently, once the generating function is known,
the dynamical problem reduces to the inversion problem{

Q = cnst = Q(p, q, t)

P = cnst = P (p, q, t)
=⇒

{
p = p(P,Q, t)

q = q(P,Q, t)
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so that P , Q play the role of initial conditions. From eq. (16) we have that, in this
case, the time derivative of the generating function, which we will call Hamilton
Principal Function and denote by S

dS

dt
= −H + pq̇

is nothing but the Lagrangian. Integrating we get

S =

∫ t

t0

dtL

and we recognize S to be the time integral of the Lagrangian regarded as a function
of q(t) and Q = q(t0).2
We arrived to the central result that in the classical theory the dynamical variables
vary in such a way that their values q(t) and p(t) at any time t are connected with
their values q(T ) and p(T ) at any other time T by a canonical transformation with
q = q(t), p = p(t), Q = q(T ), P = p(T ) and G ≡ S, the generating function of
this transformation, which transforms the dynamical variables from one time to
another, is the action.
In this special case eq. (17) becomes

H = −∂S
∂t

p =
∂S

∂q

and we shall write

pµ = −∂µS (18)

Let’s now try to make an analogy of this in quantum mechanics. The states of a
quantum system can be taken to be the position states |q〉 which, in terms of the
operators q̂ and p̂ that obey to the commutation relations (10), satisfy

q̂|q〉 = q|q〉 〈q|q′〉 = δ(q − q′)
∫
dq |q〉〈q| = I

The quantum analog of the classical canonical transformation is a transformation
between operators (q̂, p̂) → (Q̂, P̂ ) which does not change the form of the fun-
damental commutation relations (10). The system can therefore be described in
terms of |q〉 or |Q〉 states and there is a transformation function 〈q|Q〉 connecting
the two rappresentations.

2The time integral of the Lagrangian will be called generally “action”. To be precise, however,
it is called action when it is a functional of a path; when this path is the classical trajectory it
should be called, more properly, Hamilton Principal Function.
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It is straightforward to show that

〈q|q̂|Q〉 = q〈q|Q〉 〈q|Q̂|Q〉 = Q〈q|Q〉 (19)

Then, since p̂|q〉 = −i~ ∂
∂q
|q〉, we have

〈q|p̂|Q〉 = i~
∂

∂q
〈q|Q〉 〈q|P̂ |Q〉 = −i~ ∂

∂q
〈q|Q〉 (20)

note the difference in sign in the last two equations. The value of an arbitrary
operator F (q̂, Q̂) in the mixed rappresentation may not be well defined. However,
if we consider F (q̂, Q̂) to be a well ordered function of q̂ and Q̂ (which means that
it can be written as F (q̂, Q̂) = f1(q̂)f2(Q̂)), we have from eq. (19)

〈q|F (q̂, Q̂)|Q〉 = 〈q|f1(q̂)f2(Q̂)|Q〉 = f1(q)f2(Q)〈q|Q〉 = F (q,Q)〈q|Q〉

Following Dirac, let’s set

〈q|Q〉 = e
i
~G(q,Q) (21)

where G is some function of q and Q. From eq. (20) and (21), we get

〈q|p̂|Q〉 =
∂G

∂q
〈q|Q〉 〈q|P̂ |Q〉 = −∂G

∂Q
〈q|Q〉

If we assume ∂G
∂q

and ∂G
∂Q

to be well-ordered functions, the last equations can be
read in terms of equalities between operators

p̂ =
∂̂G

∂q
P̂ = − ∂̂G

∂Q

We can therefore consider G, defined by (21), to be the quantum analog of the
classical generating function.

3.2 Path integral

The states of a quantum system are described by a state vector ψ of a complex
Hilbert space H: ψ ∈ { αϕ | ϕ ∈ H, α ∈ C \ {0}}. In the coordinates rappresen-
tation we have 〈x|ψ〉 = ψ(x) ∈ C, this is the probability amplitude of the system.
According to the Copenhagen interpretation of quantum mechanics, it represents
the maximum information available about the system and, as first proposed by
Max Born, its modulus squared represents a probability density.
In the path integral formulation of quantum mechanics (formulation due to Feyn-
man and Dirac), a probability amplitude is associated with an entire motion of a
particle as a function of time, rather than just with a position at a particular time.
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Before continuing, it is important to keep in mind that in quantum mechanics time
is not an observable: it plays the role of a parameter.
Let’s consider a quantum system made of a single particle (in order to fix the
ideas, we shall limit to a single degree of freedom, as the generalization is obvious)
with amplitude ψ(q, t) ≡ ψ(qt). In order to solve the dynamical problem of how
ψ(q, t) develops in time, consider two fixed times t1 and t2. ψ(q1, t1) and ψ(q′2, t2)
are respectively the amplitued of finding the particle in q1 at t1 and in q′2 at t2.
Let K(q′2, t2; q1, t1) denote the amplitude associated to the event that a particle in
q1 at t1 is observed in q′2 at t2. K(q′2, t2; q1, t1) is the Feynman Propagator
Now, suppose we observe the particle in q′2 at t2, it must have been somewhere
at time t1. Here lays the core of quantum mechanics (and, in particular, of Feyn-
man formulation): unless we measure the position of the particle, the statement
“the position of the particle at time t1 had some well defined value” could be
meaningless: it was everywhere (or nowhere, it depends on the point of view).
ψ(q′2, t2) is composed of two individual contributions: the particle was in q1 at
t1 (amplitude = ψ(q1, t1)) and the particle moved from q1 at t1 to q′2 at t2
(amplitude = K(q′2, t2; q1, t1)).
Hence we shall write

ψ(q′2, t2) =

∫
dq1 K(q′2, t2|q1, t1)ψ(q1, t1) (22)

This is the basic dynamical equation of the theory.
In order to determinate the Feynman propagator let’s derive eq. (22) following
another point of view. In particular we shall proceed to apply the analogy sug-
gested by Dirac, eq. (21), using Hamilton’s principle function with q = qt1 at t1
and Q = q′t2 at t2. Using the completness relation

I =

∫
dq |q〉〈q| (23)

we have

ψ(q′t2) = 〈q′t2|
∫
dqt1|qt1〉〈qt1|ψ〉 =

∫
dqt1〈q′t2|qt1〉ψ(q1, t1) (24)

Comparing eqs. (22) (24) we see that the trasformation function 〈q′t2|qt1〉, con-
necting the representations at the two different times t1 and t2, is the Feynman
propagator. From the analogy between classical and quantum canonical transfor-
mations, following Dirac, we say that there is the following correspondence

〈qt1|q′t2〉 ∼ e−
i
~
∫ t2
t1
dtL (25)

It is important to stress that, for the sake of the analogy, the classical Lagrangian
L should be considered a function of the spatial coordinates at time t1 and at time
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t2, rather than a function of the coordinates and velocities. One could be tempted
to replace the ∼ sign in eq. (25) with an equality sign, but this cannot be correct in
general. In fact, if we split the time interval [t1, t2] into N time intervals [t′k, t

′
k+1],

with t′k = t1 + kε and Nε = t2 − t1, and we set qa ≡ qta , eq. (23) leads to

〈qt1|q′t2〉 =

∫
dq1dq

′
2 · · · dqN−1〈qt1|q1〉〈q1|q2〉 · · · 〈qN−1|q′t2〉 (26)

This is an exact quantum mechanical equation. On the other hand, if in eq. (25)
we replace an equality sign, splitting the integral into N integration regions we get

〈qt1|q′t2〉 = 〈qt1|q1〉〈q1|q2〉 · · · 〈qN−1|q′t2〉 (27)

which cannot be correct. The problem does not lie in the equality sign per se, but
in having used it when the time interval t2− t1 is finite: in this hypothesis we have
been able to split the integration region and we occurred in the contraddiction of
eq. (26) and (27). However, if we postulate eq. (25) to hold as an equality, up to
a constant, for an infinitesimal time interval δt

〈q′t+δt|qt〉 = Ae
i
~L(qt,qt+δt)δt (28)

we run into no conflict with eq. (26).
The need of a constant A is clear from dimensional considerations. Since the
wave function has the dimension of [length−

1
2 ], the Feynman propagator must

have the dimension of [length−1]. In order to fix it, let’s ask that, according to the
orthonormality in the sense of δ-function

lim
δt→0
〈q′t+δt|qt〉 = δ(q′ − q)

We shall assume A = A(δt), which means that it depends only on the time interval
and not on the particular system considered. We are, therefore, legitimated to
consider specifically the free partical case L = 1

2
m (q′−q)2

δt2

δ(q′ − q) = lim
δt→0

A(δt) e
i
~
m
2

(q′−q)2
δt =⇒ A(δt) =

√
m

2πi~δt
(29)

where we have used the gaussian representation of the δ

lim
δt→0

√
m

2πi~δt
e
i
~
m
2

(x)2

δt = δ(x)
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By eqs. (26) (28), taking the limit for N →∞ in order to make the time intervals
[t′k, t

′
k+1] infinitesimal, we get

〈q′t2|qt1〉 = lim
N→∞

Nε fixed

( m

2πi~ε
)N

2

∫ N−1∏
i=1

dqi e
i
~
∫ t2
t1
dtL(q,q̇)

≡
∫ q(t2)=q′

q(t1)=q

D[q(t)] e
i
~S(t1,t2,[q(t)])

(30)

which is the Feynman Path Integral. Eq. (30) states that the transition amplitude
〈q′t2|qt1〉 is given by the sum over all possible paths linking q at time t1 with
q′ at time t2: each path contributes equally in magnitude, but the phase of its
contribution is the action, evaluated on that path, in units of ~. To be more
precise the paths are defined only by the succession of points qi through which
the particle passes at times t′1. However, to compute S =

∫
dtL(q, q̇) we need to

know the path at each point, not just at qi, since the Lagrangian is a function of
the position and the velocity. We shall therefore assume that the path followed by
the particle in the n-th infinitesial time interval is the one followed by a classical
particle, with Lagrangian L. If the Lagrangian does not depend on higher time
derivatives of the position than the first (as it is usually the case, according to the
newtonian determinism) the starting and ending points are sufficient to define the
classical path.
We would expect, if the path integral approach is consistent, that eq. (24) and
eq. (30) are equivalent to Schrödinger equation and this formulation of quantum
mechanics has a coherent classical limit. Those problems will be analized in the
next sections.

3.3 Equivalence of the Path Integral and the Schrödinger
Equation

The aim of this section is to show that Schrödinger equation can be derived from
the path integral approach. This will prove the equivalence of Feynman’s formu-
lation of quantum mechanics and the standard one. Let’s consider the “trivial”
statement that the path integral is invariant under an overall shift of the integra-
tion variable

q(t)→ q(t) + δq(t) with δq(t1) = δq(t2) = 0 (31)
this yields ∫ q(t2)=q′

q(t1)=q

D[q(t)]e
i
~S[q(t)] =

∫ q(t2)=q′

q(t1)=q

D[q(t)]e
i
~S[q(t)+δq(t)] (32)
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which follows from the (assumed) invariance of the measure under (31).
If we take the variation δq(t) infinitesimal, we have

S[q(t) + δq(t)] = S[q(t)] + δS[q(t)] (33)

where δS[q(t)] is the variation of the action; if δq(t) vanishes at the boundaries, as
required from eq. (31), we get the Euler-Lagrange equations
From

δS[q(t)] =

∫ t2

t1

dt

(
∂L

∂q
− d

dt

∂L

∂q̇

)
δq(t) (34)

eq. (32) and (33) yields

∫ q(t2)=q′

q(t1)=q

D[q(t)] δS[q(t)] e
i
~S[q(t)] =

∫ q(t2)=q′

q(t1)=q

D[q(t)]

(
∂L

∂q
− d

dt

∂L

∂q̇

)
e
i
~S[q(t)] = 0

(35)
This is the path integral version of Ehrenfest’s theorem: the Euler-Lagrange equa-
tions must hold as an expectation value.
Before deriving Schrödinger equation we need another result: the momentum is
given by a derivative with respect to the position. Let’s take δq(t) infinitesimal,
but with boudary conditions δq(t1) = 0 and δq(t2) 6= 0. Under this variation the
propagator K(q′, t2|q, t1) = 〈q′, t2|q, t1〉 changes by

〈q′ + δq(t2), t2|q, t1〉 − 〈q′, t2|q, t1〉 =
∂

∂q′
〈q′, t2|q, t1〉 δq(t2) (36)

and the path integral changes by

∫
D[q(t)] e

i
~S[q(t)+δq(t)] −

∫
D[q(t)]e

i
~S[q(t)] =

∫
D[q(t)]

i

~
δS[q(t)] e

i
~S[q(t)] 6= 0

(37)
Since the boudary conditions of the variation have changed, eq. (35) differs from
eq. (37). In fact in this case we have

δS[q(t)] =

∫ t2

t1

dt

(
∂L

∂q
δq(t) +

∂L

∂q̇
δq̇(t)

)
=
∂L

∂q̇
δq(t)

∣∣∣∣t2
t1

+

∫ t2

t1

dt

(
∂L

∂q
− d

dt

∂L

∂q̇

)
δq(t)

(38)
The last term vanishes because of the Ehrenfest’s theorem eq. (35), and we are
left with
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δS[q(t)] =
∂L

∂q̇

∣∣
t2
δq(t2) = p(t2) δq(t2)

From eq. (36), (37) and (38) we get

∂

∂q′
〈q′, t2|q, t1〉 =

∫
D[q(t)] e

i
~S[q(t)] i

~
p(t2)

which is precisely the momentum in the position rappresentation

p̂′ = −i~ ∂

∂q′
(39)

In the same way we can derive Schrödinger equation, by taking a variation with
respect to t2.

〈q′, t2 + δt2|q, t1〉 − 〈q′, t2|q, t1〉 =
∂

∂t2
〈q′, t2|q, t1〉 δt2

Then, from eq. (18) follows

∫
D[q(t)] e

i
~ (S[q(t)]+ ∂S

∂t2
δt2) −

∫
D[q(t)]e

i
~S[q(t)] =

∫
D[q(t)] (− i

~
H(t2)) e

i
~S[q(t)]δt2

Hence

(
i~

∂

∂t2
− Ĥ(q̂′, p̂′ = −i~ ∂

∂q′
)

∫ q′=q(t2)

q=q(t1)

D[q(t)] e
i
~S[q(t)] = 0 (40)

3.4 The Classical Limit

In quantum mechanics, a particle is described in terms of a probability amplitude
whose temporal evolution is given by Schrödinger equation. In classical mechanics,
instead, a particle is treated as a material point, moving along a path which is
completely and univocally determinated by the Euler-Lagrange equations.
How can we combine together those two interpretations of the world? The need of
combining them into a unique frame derives from the assumption that there are
not two worlds, a classical and a quantum one, but, instead, quantum mechanics
contains classical mechanics in the form of a certain limiting case. This is exactly
what happens with Einstein’s Special Relativity: performing the limit c→∞, we
get back to Galileo’s Relativity (and, therefore, to newtonian mechanics).3
Before analyzing the meaning of a classical limit in the Path Integral formulation
of quantum mechanics and, moreover, how the single classical path can emerge

3To be precise, the limit is v
c → 0, i.e. small velocities compared to the speed of light.
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from eq. (30), where the integral is performed over all possible paths, some clari-
fications are required. The problem of the classical limit in quantum mechanics is
still debated and there are still many open questions: what is the classical limit
of a quantum measure? How can the quantum probability calculus, which assigns
nontrivial probabilities (between 0 and 1), degenerate into a probability calculus,
which classically assigns trivial probabilities (either 0 or 1)? In which sense can
the role that the time play in quantum and classical physics be complatible? The
list could be much longer and, probably, an answer to those questions could lead
to a deeper understanding of quantum mechanics.
Dirac suggested in “Principles of Quantum Mechanics” that "classical mechanics
may be regarded as the limiting case of quantum mechanics where ~ tends to
zero". This is the limit performed in the semiclassical approximation (WKB ap-
proximation). In analogy with the classical limit of Special Relativity, we would
like to perform the limit of an adimensional quantity (which could be somoth-
ing like S

~ → ∞, where S, for the moment, is some physical quantity that has
the dimension of an action). So, we might be tempted to characterize a classical
problem as the one where the involved actions are large compared to ~, while a
quantum mechanical problem as the one where the involved actions are smaller
or comparable to ~. However, with this formulation we fall into a mistake: since
the action is an integral, it is determinated up to a constant and the action for
a single path does not have an absolute meaning. Nonetheless, the difference of
the actions for two different paths Γ1 and Γ2 does have it: ∆S = S(Γ1) − S(Γ2)
has a unique meaning. Therefore the following formulation is allowed: a classical
problem is one where the change of the action ∆S due to a small change in the
path is such that ∆S >> ~ while a quantum problem is one in which ∆S ∼ ~ or
smaller.
Now, in eq. (30) we sum over all possible paths, each one contributing with the
phase S

~ , where S is the action of that path. Suppose we consider two paths Γ1

and Γ2 whose actions differ by π~: their contributions will cancel each other, since

e
i
~S(Γ1) = −e

i
~S(Γ2)

and they do not contribute to the general sum because of the destructive interfer-
ence.
Let now Γc be the classical path, then, according to the Principle of Least Ac-
tion, S(Γc) is extremal and all the nearby paths will have almost the same action.
Therefore the main contribution to the propagator comes from a “strip” around
the classical path where the action varies slowly and its change is smaller than π~.
Since we have characterized a typical classical problem as one where ∆S >> ~,
the strip of constructive interference is very thin while in a quantum problem it is
very broad and, consequently, the classical path loses its significance.
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4 Path Integrals as Determinants
In this section we will introduce an ~ expansion for path integrals and show that
the computation of the “leading ” term in the expansion corresponds to the com-
putation of the determinant of an operator.

4.1 Gaussian integrals

Before doing that, let’s itemize some basic results about Gaussian integrals

i) In one variable, with λ > 0, we have∫
dxe−λx

2

=

√
1

λ

∫
dye−y

2

=

√
π

λ

ii) Consider the following Gaussian integral in several variables, with (λ̂)ij = λij
real ∫ ( n∏

i=1

dxi
)
e−

∑
i,j λijxixj

We can rotate the eigenbasis
xi = Oijx̃j

by
OT λ̂O = diag(λ1, λ2, · · · , λn) OTO = OOT = I

to get
n∏
i=1

dxi = | detO|
n∏
i=1

dx̃i =
n∏
i=1

dx̃i

This yields ∫ ( n∏
i=1

dx̃i
)
e
−

∑
i
λix̃i

2

=
n∏
i=1

√
π

λi
=
(
| det(

λ̂

π
)|
)− 1

2

iii) Consider an integral with imaginary exponent∫
dx eiλx

2

= eisgn(λ)π
4

√
π

λ

iv) Generalizing (iii) with (ii) we get∫ ( n∏
i=1

dxi
)
e
i
∑
i,j
λijxixj

= ei(n+−n−)π
4

(
| det(

λ̂

π
)|
)− 1

2 (41)
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where n+ and n− are the number of positive and negative eigenvalues of λ̂,
respectively.

4.2 Computation of the Feynman Propagator

Let’s start by

〈qf , tf |qi, ti〉 =

∫ q(t2)=qf

q(t1)=qi

D[q(t)] e
i
~S([q(t)]) (42)

Consider the change of variable

q(t) = qc(t) + y(t) with y(ti) = y(tf ) = 0 (43)

where qc(t) is the classical path and the boundary conditions for y(t) follow from
qc(t1) = qi and qc(t2) = qf . Since, as already noticed for eq. (32), D[q(t)] = D[y(t)],
we have

〈qf , tf |qi, ti〉 =

∫ y(tf )=0

y(ti)=0

D[y(t)] e
i
~S([qc(t)+y(t)]) (44)

We can Taylor expand the action in y(t)

S[qc(t) + y(t)] = S[qc(t)] +

∫
dt1

δS

δq(t1)

∣∣∣∣
q=qc

y(t1)

+
1

2

∫
dt1dt2

δ2S

δq(t1)δq(t2)

∣∣∣∣
q=qc

y(t1)y(t2) +O(y3)

According to the Principle of Least Action, qc(t) extremizes the action∫
dt1

δS

δq(t1)

∣∣∣∣
q=qc

y(t1) =

∫
dt
(∂L
∂q

∣∣∣∣
q=qc

y +
∂L

∂q̇

∣∣∣∣
q=qc

ẏ
)

= 0

and

∫
dt1dt2

δ2S

δq(t1)δq(t2)

∣∣∣∣
q=qc

y(t1)y(t2) =

∫
dt
(∂2L

∂q2

∣∣∣∣
q=qc

y2+
∂2L

∂q∂q̇

∣∣∣∣
q=qc

yẏ+
∂2L

∂q̇2

∣∣∣∣
q=qc

ẏ2
)

(45)
Thus eq. (44) becomes

〈qf , tf |qi, ti〉 =

∫
D[y(t)] e

i
~ [S([qc(t)]+

1
2
δ2S
δq2

y2+O(y3)] (46)
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where δ2S
δq2
y2 is just a short hand for the second variation of S, shown in eq. (45).

The physical interpretation of eq. (46) is that the propagator can be decomposed
into two pieces

i) The classical trajectory qc(t) gives the exponential term e
i
~S([qc(t)].

ii) The fluctuation y(t), over which we must integrate, represents the quantum
fluctuations around the classical path.

Eq. (46) turns out to be an expansion of the path integral in ~, a semiclassical
expansion. This can be shown more explicitly by the rescaling y =

√
~ỹ

〈qf , tf |qi, ti〉 = Ne
i
~ [S([qc(t)]

∫
D[ỹ(t)]e

1
2
δ2S
δq2

ỹ2+O(
√
~ỹ3)

= Ne
i
~ [S([qc(t)]

∫
D[ỹ(t)]e

1
2
δ2S
δq2

ỹ2(
1 +

i
√
~

3!

δ3S

δq3
ỹ3 +O(~)

)
= Ne

i
~ [S([qc(t)]

∫
D[ỹ(t)]e

1
2
δ2S
δq2

ỹ2(
1 +O(~)

)
(47)

where N is the Jacobian of the rescaling and we have used the fact that the leading
~ 1

2 correction vanishes because the integrand is odd under ỹ → −ỹ.
For a general system, an exact evaluation of eq. (42) is certainly too much to
hope for. Indeed, even in the finite dimensional case, integrals of exponentials of
elementary functions can typically be evaluated exactly only in purely quadratic
(Gaussian, Fresnel) cases; while more general integrals are then evaluated “pertur-
batively” .

Let’s focus now on a special case: the quadratic Lagrangian.

L(q, q̇, t) = a(t)q̇2 + b(t)qq̇ + c(t)q2 + d(t)q̇ + e(t)q + f(t)

which still covers many interesting systems: the free particle, the harmonic oscil-
lator, the forced oscillator, etc.
A quadratic Lagrangian can be defined by the property

δ(n)S

δq(n)
= 0 for n > 2

For these Lagrangians, eq. (47) becomes exactly

〈qf , tf |qi, ti〉 = e
i
~S[qc(t)]

∫
D[y(t)]e

i
2~

δ2S
δq2

y2
= const e

i
~S([qc(t)]

(∣∣det
δ2S

δq2

∣∣)− 1
2

(48)

where the last equality comes from eq. (41).
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4.3 Free Particle Propagator and Normalization Constant

Let’s compute the propagator for a free particle: L = 1
2
mq̇2

〈qf , tf |qi, ti〉 = e
i
~Scl

∫
D[y(t)]e

i
~
∫ tf
ti

dt 1
2
mẏ2

The action for the classical path is

Scl = S[qc(t)] =
1

2
m

(qf − qi)2

tf − ti
In order to solve the integral, we note that

i

∫ tf

ti

dt
m

2~
ẏ2 = i

∫ tf

ti

dt
m

2~
d

dt
(yẏ)− i

∫ tf

ti

dt
m

2~
y(
d2

dt2
)y = i

∫ tf

ti

dtyÔy

where Ô = −m
2~

d2

dt2
and the last equality follows from the boundary conditions (43).

We shall solve the eigenvalue problem for the operator Ô

Ôyn = λnyn =⇒ yn =

√
2

T
sin
(nπ
T

(t− ti)
)

λn =
m

2~
n2π2

T 2∫ tf

ti

dt ynym = δnm

where T = tf − ti and n ∈ N\{0}; notice that all the eigenvalues are positive. The
{yn} form a complete basis of the Hilbert space L2([ti, tf ]), with y(ti) = y(tf ) = 0,

thus a generic path y(t) can be expanded as y(t) =
∞∑
n=1

anyn(t), which yields∫ tf

ti

dt yÔy =
∑
n,m

anam

∫ tf

ti

dt ymÔym =
∑
n

λna
2
n

The integration over all possible paths y(t) can thus be performed using the an as
a discrete set of integration variables, and we can write

D[y(t)] = c

∞∏
n=1

an (49)

where c is a normalization factor (it plays the role of a kind of Jacobian). It is
important to stress that c cannot depend on the particular system considered (it
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will be fixed later and it will be shown that it depends just on m, ti and tf ).
Finally we can write

〈qf , tf |qi, ti〉 = e
i
~Scl c

∫ ( ∞∏
n=1

dan
)
e
i
∑
n
λna2n

= e
i
~Scl c

(
det(

Ô

πi
)

)− 1
2

(50)

The determinant of an operator is the product of its eigenvalues, so we get

det

(
Ô

πi

)
=
∞∏
n=1

m

2i~
n2π

T 2

This is clearly infinite, and thus
(
det( Ô

πi
)
)− 1

2 is zero, but this will be compensated
by the infinite normalization constan c: its presence in eq. (49) is essential. In
order to fix the normalization constant, and, therefore, to find the expression of
the propagator for the free particle, let’s consider the following equality, given by
eqs. (30), (49), and (41)

∫ y(tf )=0

y(ti)=0

D[y(t)]e
i
~
∫ tf
ti

dt 1
2
mẏ2 = lim

N→∞

( m

2πi~ε
)N

2

∫ (N−1∏
k=1

dyk
)
e
i
~
m
2

N−1∑
k=0

(yk+1−yk)
2

ε

= c

∫ ( ∞∏
k=1

dak
)
e
i
∞∑
k=1

λna2n
= c

(
det
( Ô
πi

))− 1
2

(51)

Noting that yN = y0 = 0, we can write

N−1∑
k=0

(yk+1 − yk)2 = y2
N + 2yNyN−1 + y2

N−1 + · · ·+ y2
1 + 2y1y0 + y2

0 =
N−1∑
j,k=1

yjAjkyk

where Ajk are the elements of the N − 1×N − 1 matrix Â

Â =



2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
...

...
... . . . ...

...
0 0 0 . . . 2 −1
0 0 0 . . . −1 2
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Thus the second expression in eq. (51) can be solved as a Gaussian integral

( m

2πi~ε
)N

2

∫ (N−1∏
k=1

dyk
)
e
i m
2ε~

N−1∑
j,k=1

yjAjkyk
=
( m

2πi~ε
)N

2
(
det(

Âm

2πi~ε
)
)− 1

2 (52)

In order to evaluate det(Â) it is straightforward to prove the following recursive
formula

det(ân) = 2 det(ân−1)− det(ân−2)

where ân is the nth leading principal minor of the matrix Â. Using det(â1) = 2
and det(â2) = 3, one gets det(ân) = n+ 1.
By Â = âN−1

det(Â) = N

The normalization constant is fixed by eq. (51) and (52)

c = lim
N→∞

(
m

2πi~ε

)N
2
(

det
( Âm

2πi~ε
))− 1

2
(

det
( Ô
πi

)) 1
2

=

√
m

2πi~(tf − ti)

(
det
( Ô
πi

)) 1
2

(53)
As already mentioned, the normalization constant c does not depend on the par-
ticular system (free particle) from which it has been derived: now that it has
been fixed, expression (53) can be used to derive the propagator for a generical
system using the determinant method, throught eq. (50). Finally, the Feynman
propagator for the free particle is

〈qf , tf |qiti〉 =

√
m

2πi~(tf − ti)
e
i
~
m
2

(qf−qi)
2

tf−ti (54)
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5 Interaction with an External Electromagnetic Field
and Quantum Gauge Invariance

The quantum mechanics of a charged non-relativistic particle interacting with
an external electromagnetic field (that is, a field produced by some macroscopic
system whose quantum fluctuation are negligible), in the path integral formalism,
is obtained by substituting in the Feynman Propagator (30) the action (7)

K(xf , tf ;xi, ti) =

∫ xf

xi

D[x(t)] e
i
~ (S0+Sint) =

∫ xf

xi

D[x(t)] e
i
~ (

∫ tf
ti

1
2
mẋ2−

∫ (xf ,tf )

(xi,ti)
Aµdxµ)

(55)
We shall now study what happens to gauge invariance upon quantization.

5.1 Quantum Gauge Invariance

Performing a gauge transformation, the action changes by eq. (8), and eq. (55)
gives

K(xf , tf ;xi, ti)→ K ′(xf , tf ;xi, ti) =

∫ xf

xi

D[x(t)] e
i
~S−

ie
~
∫ (xf ,tf )

(xi,ti)
∂µΛdxµ

= e−
ie
~ Λ(xf ,tf )K(xf , tf ;xi, ti)e

ie
~ Λ(xi,ti)

(56)

Consequently the Feynman Propagator is not gauge invariant. Imposing the gauge
covariance of eq. (24), the probability amplitude has to change

ψ(x, t)→ ψ′(x, t)

Under a gauge transformation, by eqs. (24) (56) we get

ψ′(xf , tf ) =

∫
K ′(xf , tf ;xi, ti)ψ

′(xi, ti)dxi

=

∫
e−

ie
~ Λ(xf ,tf )K(xf , tf ;xi, ti)e

ie
~ Λ(xi,ti)ψ′(xi, ti)dxi

which can be expressed as

e
ie
~ Λ(xf ,tf )ψ′(xf , tf ) =

∫
K(xf , tf ;xi, ti) e

ie
~ Λ(xi,ti)ψ′(xi, ti)dxi (57)

Comparing eq. (24) and eq. (57)

ψ(x, t) = e
ie
~ Λ(x,t)ψ′(x, t)
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Invariance

Therefore the wave function transforms as

ψ(x, t)→ ψ′(x, t) = e−
ie
~ Λ(x,t)ψ(x, t) (58)

The square of the norm |ψ(x, t)|2 which, according to the Copenhagen interpreta-
tion, represents a probability density and is the only physically measurable quan-
tity associated to the wave function, remains unchanged by a gauge transformation.
Hence, quantum mechanically too, all 4-potentials, differing by a gauge transfor-
mation, represent the same physical state.
In order to study the transformations of the generalized momentum p and the
hamiltonian H, we shall proceed recalling eq. (18) since it holds within the path
integral formalism, as shown in Section 3.3. Considering (xi, ti) fixed, under a
gauge transformation the action transforms as

S → S ′ = S − eΛ(x, t)

being the term Λ(xi, ti) constant it is inessential and it has not been reported.
From eq. (18) we get

p′µ = −∂µS ′

and thus

p′i = pi − e∂iΛ(x, t) H ′ = H + e∂tΛ(x, t) (59)

The canonical commutation relations are preserved

[x̂, p̂]→ [x̂′, p̂′] = [x̂′, p̂− e∂iΛ(x̂, t)] = i~I (60)

Finally we shall note that while the generalized momentu p is not gauge invariant
the kinetic momentum Π

Πi =
∂S0

∂xi
= pi − eAi

(where S0 is the free particle action given by (7)) is gauge invariant

Πi = pi − eAi → Π′i = p′i − eA′i = pi − eAi − e∂iΛ + e∂iΛ = Πi
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6 The Aharonov-Bohm effect
In classical electrodynamics the 4-potential Aµ is introduced as a convinient, but
still not needful, mathematical tool, as all the fundamental equations can be ex-
pressed in terms of F µν . In quantum mechanics, as established before, this is no
more the case: potentials cannot be eliminated from the basic equations. The
gauge transformation is a physical symmetry both in quantum mechanical and
classical electrodynamics: according to this analogy, one could suggest that also
in quantum mechanics the 4-potential itself has no independent physical meaning.
Such conclusion is not completely correct, as firstly suggested by Aharonov and
Bohm, because the analogy between classical and quantum-mechanical electrody-
namics cannot be extended much further. Let’s consider a charged particle moving
in a field free region of the space, and impose F µν 6= 0 in some region of the space
R which the particle cannot enter. Classically, the particle moves freely because,
according to eq. (3), no force acts on it. For a quantum mechanical description,
instead, we have to look at the 4-potential. Since F µν 6= 0 in R, Aµ, for continuity,
is different from zero even in regions which the particle can enter. In this situation,
as it will be shown in this Section, the quantum charge does not behave as a free
particle any more. This measurable effect, which has no classical analog, is the
Aharonov-Bohm effect.

6.1 The Thought Experiment and Topological Properties of
the Space

Let’s consider the following thought experiment (Figure 1): a double slit experi-
ment with a solenoid beyond the slits.
The solenoid is modelized as an infinitely long and empty cylindrical shell, such
that particles do not have access to its interior (let M be the space between B and
C which the particle can enter). Inside the solenoid there is a constant magnetic
field ~B 6= 0. Outside, instead, ~B = 0: this is a consequence of having taken an
infinitely long solenoid. Since ∇· ~B = 0, the magnetic field lines have to be closed.
If the cylinder is finite the field lines, in order to shut, make edge effects and we
have ~B 6= 0 outside the solenoid. If we take it infinitely long, instead, this does
not happen becouse the field lines shut at infinite.
Stoke’s theorem implies ~A 6= 0 outside the solenoid, in fact∫

∂Σ

~A · d~x = ΦB :=

∫
Σ

~B · d~Σ

where Σ is a surface that intersects the cylinder, ∂Σ is its border and ΦB is the
total magnetic flux in the solenoid. The electric field is zero everywhere, so we
take A0 = 0. For the presence of the infinitely long solenoid, the topology of M
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Figure 1: Double slit apparatus, with a solenoid beyond the slits.

is not trivial: it is multiply connected, since a closed curve around the solenoid is
not homotopic4 to a point of M .
The condition that the electrons are confined in M , in the path integral approach,
corresponds to summing only on the paths that do not pass throught the interior
of the cylinder. The topology of M implies that different paths may belong to
different homotopy classes: a path encircling the solenoid n numbers of times
cannot be continuosly deformed into one encircling itm numbers of times (n 6= m).
For each slit, the various non-homotopic configurations can be classified with the
winding number n (n ∈ Z): Ki

n(xf , tf ;xi, ti) is the partial amplitude, referred to
the i-th slit (i ∈ {1, 2}), calculated by summing over all possible paths within the
n-th homotopy class.
The Feynman propagator is given by

K(xf , tf ;xi, ti) =
∑
n

K1
n(xf , tf ;xi, ti) +

∑
n

K2
n(xf , tf ;xi, ti) (61)

4Let α, β: [a, b] → Rn be two circuits. We say that α and β are homotopic if there exists a
continuous map h : [a, b]× [0, 1]→ Rn such that

• h(t, 0) = α(t), h(t, 1) = β(t)∀t ∈ [a, b]

• h(a, λ) = h(b, λ)∀t ∈ [a, b]
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6.2 The Aharonov Bohm Effect

According to eq. (61), the Feynman Propagator is given by a sum over all possible
homotopy classes. As established in Section (3.4), however, the main contribution
will be given by some of the paths belonging to the homotopy class with winding
number n = 0. The other homotopy classes, in fact, contribute with paths that are
exotic from a semi-classical point of view and their probability amplitude is negligi-
ble; for simplicity we will take into account onlyK1

0(xf , tf ;xi, ti) ≡ K1(xf , tf ;xi, ti)
and K2

0(xf , tf ;xi, ti) ≡ K2(xf , tf ;xi, ti) and eq. (61) will be approximated as

K(xf , tf ;xi, ti) = K1(xf , tf ;xi, ti) +K2(xf , tf ;xi, ti) (62)

When the solenoid is off, ~A = 0: the action of the system is the free particle action
S0

K(xf , tf ;xi, ti) =

∫
1

D[x] e
i
~S0 +

∫
2

D[x] e
i
~S0 = φ1

0(xf ) + φ2
0(xf )

For the symmetry of the problem, φ1
0(xf ) and φ2

0(xf ) can differ only for a phase

φ1
0(xf ) = C e

i
~ θ1 φ2

0(xf ) = C e
i
~ θ2

The interference pattern on the screen is given by the modulus squared of the
propagator, i.e. from the probability

|K(xf , tf ;xi, ti)|2 = |φ1
0(xf ) + φ2

0(xf )|2 = |φ1
0(xf )|+ |φ2

0(xf )|+ 2Re(φ1
0(xf )φ

2
0(xf ))

= 2C
(

1 + cos
(θ2 − θ1

~
))

= 4C cos2
(θ2 − θ1

2~

)
(63)

If we light on the solenoid, the system is described by the action eq.(7). The
propagator is

K(xf , tf ;xi, ti) =

∫
1

D[x] e
i
~S0− i

~ e
∫
1 A

µdxµ +

∫
2

D[x] e
i
~S0− i

~ e
∫
2 A

µdxµ

= e
i
~ e

∫
1 A

idxiφ1
0(xf ) + e

i
~ e

∫
2 A

idxiφ2
0(xf )

(64)

where the last term is a consequence of Stoke’s theorem:
∫
Aidxi is the same for

every trajectory in a given homotopy class.
The phase difference introduced by the interaction with Aµ is

∆ϕ =
e

~

(∫
2

Aidxi −
∫

1

Aidxi
)

=
e

~

∮
2−1

Aidxi =
e

~
ΦB
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thus we have

K(xf , tf ;xi, ti) = e
i
~ e

∫
1 A

idxi(φ1
0(xf ) + ei

e
~ΦBφ2

0(xf )) (65)

and the probability is

|K(xf , tf ;xi, ti)|2 = |φ1
0(xf )|+ |φ2

0(xf )|+ 2Re(φ1
0(xf )e

i e~ΦBφ2
0(xf ))

= 2C
(

1 + cos
(θ2 − θ1

~
+
e

~
ΦB

))
= 4C cos2

(θ2 − θ1

2~
+

e

2~
ΦB

)
(66)

Comparing eq. (63) and eq. (66), it follows that the effect of the solenoid on the
charge is a shift of the interference pattern, as the phase difference transforms as

θ2 − θ1

~
→ θ2 − θ1

~
+
e

~
ΦB

therefore as ΦB varies, the peaks of the interference pattern are shifted and this is
an observable effect. This effect is periodic in the flux ΦB, with period Φ0 given
by

e

~
Φ0 = 2π =⇒ Φ0 =

2π~
e

(67)
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7 Conclusions

The previous discussion leads to the conclusion that a quantum charged particle
can feel an electromagnetic interaction even thought it has no access to regions in
which F µν 6= 0: in a field free multiply connected region the physical properties of
the system depend on the 4-potential.
The Aharonov-Bohm effect is purely quantum mechanical. Classically, as the par-
ticle can never enter the region in which F µν 6= 0, the Lorentz force is identically
zero and the particle moves freely. The reason is that the 4-potential contributes
with a phase factor, as in eq. (65), and this can be described only taking into
account the quantum nature of the system. In quantum mechanics the essen-
tial difference is that the equations of motion of the particle are replaced by the
Feynman Propagator, as in eq. (55). The Lorentz equation is not anymore a fun-
damental equation, but is an approximation holding in the classical limit.
Observe that the phase difference due to the 4-potential occurs only if we con-
sider two paths belonging to different homotopy classes; as already established
in eq. (64), according to Stoke’s theorem, the integral

∫
Aµdxµ is the same for

two paths which can be continuosly deformed into each other. In this sense, the
Aharonov-Bohm effect is a topological effect: it occurs if the topology of the space
is not trivial.
Aharonov and Bohm proposed two possible interpretation of this effect. One may
explain it by introducing a non-local interaction between the charge and F µν , how-
ever this analysis leads to inconsistences from a relativistic point of view because,
according to Einstein Special Relativity, all field interactions must be local. The
second one, which is the best accredited in literature, gives an independent physi-
cal meaning to Aµ, interpreting its presence in the Lagrangian (6) not as a purely
mathematical need, but as a physical symptom of the fact that the charge interacts
with Aµ rather than with F µν . In this way the particle interacts locally with the
4-potential and there is no contraddiction with Einstein Relativity.
The gauge invariance of the theory implies that, even if the physical state of a
system is fully specified, the 4-potential is not univocally determinated, i.e. Aµ

and A′µ = Aµ+∂µΛ are equivalent. This means that Aµ cannot be measured itself,
but we can measure only gauge invariant combination of the 4-potential: certainly
F µν is an example of this, but it is not the only one. According to eq. (65), the
interference pattern depends on a phase difference given by the integral of the
4-potential

∮
Aµdxµ. This integral, being gauge invariant, is measurable and it is

not subject to arbitrariness. To be precise, just as F µν underdescribes quantum
mechanical electrodynamics (different physical situation in a region may have the
same F µν in that region), the phase ∆ϕ = e

~

∮
Aµdxµ overdescribes it since, ac-

cording to eq. (67), the Aharonov Bohm effect is periodic. A complete description
is given by the term ei∆ϕ = ei

e
~
∮
Aµdxµ



28 References

Bibliography
[1] B. Felsager, Geometry, Particles and Fields, Springer, 1981

[2] P. Ramond, Field Theory:A Modern Primer, Westview Press, 1990

[3] Y. Aharonov and D. Bohm, Significance of Electromagnetic Potentials in the
Quantum Theory, The Physical Review, S1959, Vol. 115, No. 3, 485-491

[4] Y. Aharonov and D. Bohm, Further Considerations on Electromagnetic Po-
tentials in the Quantum Theory, The Physical Review, 1961, Vol. 123, No.
4, 1511-1524

[5] R. Feynman, Space-Time Approach to Non-Relativistic Quantum Mechanics,
Reviews of Modern Physics, 1948, Vol. 20, No. 2, 367-387

[6] P. A. M. Dirac, The Lagrangian in Quantum Mechanics, Physikalische
zeitschrift der Sowjetunion, 1932, 64-72

[7] P. A. M. Dirac, The Principles of Quantum Mechanics, Oxford University
Press, 1958

[8] Lec D. Landau and E. M. Lifsits, Fisica Teorica 1. Meccanica, Editori Riuniti
university press, 1958

[9] Lec D. Landau and E. M. Lifsits, Fisica Teorica 3. Meccanica Quantistica:
Teoria Non-Relativistica, Editori Riuniti university press, 1958

[10] J. J. Sakurai and J. Napolitano, Modern Quantum Mechanics. Second Edi-
tion, Addison-Wesley, 1994

[11] C. C. Gerry and V. A. Singh, Feynman path-integral approach to the
Aharonov-Bohm effect, Physical Review D, 1979, Vol 20, No. 10, 2550-2554

[12] K. Lechner, Elettrodinamica classica, UNITEXT Collana di Fisica e As-
tronomia, Springer Verlag Italia, 2004



Acknowledgmets
I am grateful to my supervisor Marco Matone, not only for the things he has taught
me, but also because discussing with him I realized how many things, fortunatly,
there are still to learn.
I want to thank my family, for their material and immaterial support, being aware
that, without them, this achievement would have been much harder.
A special thanks goes to Massimo and Aldo, for having been on my side both in
the lightest and darkest moments.
Finally I want to thank Matteo, Alessandra, Damiano, Giovanni, Elena and all the
people I met in those three years, for having enriched my permanence in Padova,
in which measure it is up to them to compute.


