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1 Introduction

Throughout the history of science, the interplay between mathematics and physics
has yielded profound discoveries, reshaping our understanding of the natural world.
At its core there is the recognition that the description of natural phenomena often
demands the elegant language of mathematics and the creation of novel mathe-
matical constructs in order to be able to predict the behaviour of nature.

From Isaac Newton’s revolutionary equations, which described the laws of mo-
tion, to Albert Einstein’s formulation of general relativity, mathematics has stood
as the indispensable tool for physicists seeking to grasp the essence of reality. Yet,
the connection between these disciplines is not one-way. In fact there are plenty
of historical examples of the converse: the pursuit of deeper insights into physics
has also sparked the development of new mathematical concepts, enriching the
mathematical landscape in unexpected ways.

This thesis tries to go deeper on one such example. The quest to describe quantum
gravity has posed one of the most formidable challenges for physicists, spanning
from the formalization of the standard model and of general relativity to the
present day. One of the approaches in order to achieve this has been string theory
a theory that offers the potential to unite gravity and the standard model within
a quantum őeld theory framework. However, the consistency of string theory re-
mains unproven, and its most signiőcant achievements have been within the realm
of mathematics.

In the realm of mathematics, a fundamental objective is to describe topologi-
cal spaces and answer a critical question: can we determine if two topological
spaces are fundamentally the same? In mathematical terms this is formalized by
the existence of a homeomorphism between them. While this is a challenging task
for general spaces, mathematics provides a potent tool known as topological łin-
variantsž, which can immediately determine whether two spaces are distinct. For
instance, in the case of two-dimensional topological surfaces without boundaries,
there exists just one invariant, which allows us to distinguish all possible topolog-
ical surfaces: the genus g.

However, deeper structures than topology, such as symplectic or Kähler structures,
come into play. In such cases, we seek spaces to be equivalent only if there exist
homeomorphisms preserving these additional structures. This is where quantum
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őeld theory plays a crucial role, particularly in the study of a non-linear σ model
between a two-dimensional surface and symplectic (though, we will primarily focus
on Kähler) target spaces. This leads to the discovery that correlation functions of
this theory serve as invariants of the target spaces, and give us a recipe of plenty
of new invariants.

Figure 1: An example of a two dimensional Riemann surface g = 2, and a 2D slice
of a Calabi Yau manifold, which in particular is a Kähler manifold

This exploration is not only fascinating from a mathematical point of view but also
holds profound signiőcance in the world of physics. At the heart of our discussions
there are in fact topological string theories, a simpliőed setting of string theories.
These theories offer a valuable framework to model and understand properties of
ordinary string theory and derive results in related őelds.

This work will follow a path that primarily focuses on the physical journey leading
to the discovery of correlation functions as invariants. Chapter 1 will introduce
the physical framework, which includes supersymmetric theories, notation, and
the relevant symmetries. In Chapter 2, the concept of topological twisting will be
presented, allowing the consideration of supersymmetric theories on curved world-
sheets and demonstrating the topological nature of the theory, independent of the
worldsheet’s metric.

Chapters 4-5 will be dedicated to the formalization of topological őeld theories
and their properties, enabling the computation of correlation functions using re-
cursion relations based on three-point functions. The A-twist will be discussed as
an example of these theories. In this context, we will őnd that the supersymmetric
charge aligns with the De Rham’s operator of the target space, and the compu-
tation of correlation functions becomes an integration over the őbers of the map
from the moduli space of stable maps, Mg,n(X), to the moduli space of Riemann
surfaces, Mg,n. This will showcase the relevance of the moduli space in the com-



1 Introduction 3

putation of correlation functions.
Up to now the worldsheet metric was not considered as a physical degree of free-
dom, however, there is the possibility to include it entering the realm of topological
strings. Since the moduli space of stable maps is very complicated to deal with, we
will invert the setting we were working on: the only degree of freedom will be the
metric and physical observables will be cohomology classes on the moduli space of
Rieman surfaces, Mg,n.
Thus correlation functions will be intergrals of cohomology classes over this moduli
space.
Hence in Chapter 6 we will introduce Mg,n more formally and will give a some
examples of cohomology classes. In Chapter 7 we will discuss the importance of
the model from physical point of view and őnally Chapter 8 will offer examples for
computing correlation functions and hints at the existence of recursion relations
for generic g, demonstrating the far-reaching potential of this exploration.

This thesis aims to provide a comprehensive understanding of the quite recent
discoveries between mathematics, physics, and topological string theories, paving
the way for further inquiries at that are still open problems of this topics.
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2 N = (2, 2) supersymmetry

In the őrst sections of this work we give the physical setting and the motivations
to reach the study of the moduli space of stable maps.
At the heart of this discussion there is the study of σ-models displaying supersym-
metry with N = (2, 2) supercharges.
There are several reasons to deal with supersymmetric theories

• localization/deformation invariance which will play a crucial role;

• path integral measure behaves better under őelds re-deőnitions;

• physical operators should be invariant under supersymmetric transforma-
tions. We will see that supercharges, that are the generators supersymmetric
transformations, will correspond to De Rham operator.
Thus physical operators will correspond to elements of De Rham cohomology
ring.

In particular the last statement is what we are interested into, in fact the possibility
to recover De-Rham’s cohomology means that we can learn topological information
by studying this type of supersymmetric theories.

2.1 The model

We use this section mainly to introduce our notation and the basic notions in order
to reach topological őeld theories which will be fundamental for our discussion.
The physical model is the one related to non-linear σ-models, in particular 2-
dimensional ones. This means that we will choose a target manifold M , of dimen-
sion d (we will only consider complex manifolds of complex dimension d).
The bosonic őelds that we will consider will be the continuous maps

ϕ : Σ →M

where Σ is our 2d-worldsheet.
We will be mostly interested in theories of this type adding also supersymmetry.
This means that we will have to introduce odd őelds and supercharges to our
discussion, which are better described in the context of superspace, which is an
enlargement of ordinary space-time, by adding additional odd coordinates.

2.2 Superspace

We will start our discussion from the case where Σ = R2 ∼= C, thus since we need 2
supercharges we have to add to our complex plane coordinates (z, z̄), four fermionic
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coordinates θ+, θ−, θ̄+, θ̄−, so that we have superspace coordinates Σ̃ given by

(z, z̄, θ±, θ̄±)

We have to specify how these coordinates behave under SO(2) ∼= U(1)

z 7→ eiαz

z̄ 7→ e−iαz

θ± 7→ e±iα/2θ±

θ̄± 7→ e±iα/2θ̄±

(1)

Note: We are dealing here with euclidean space, but looking back at the physics
we know that our space time should be Lorentzian. We will use (x0, x1) as the
physical coordinates while z = x1 + ix0 as the coordinates on C considering ix0 as
the euclidean time.

Let us make some deőnitions

• Superőelds: these are functions deőned on the superspace, they can be Taylor
expanded in terms of θ±, θ̄±, in this case we have 16 terms in this expansion;

• Supercharges: these are the 4 odd differential operators deőned on the su-
perspace characterizing the N = (2, 2) supersymmetry

Q± =
∂

∂θ±
+ iθ̄±∂± Q̄± = − ∂

∂θ̄±
− iθ±∂±

Satisfying
{Q±, Q̄±} = −2i∂±

Where

∂+ =
1

2

( ∂

∂x1
− i

∂

∂x0
)
= ∂z ∂− =

1

2

( ∂

∂x1
+ i

∂

∂x0
)
= ∂z̄

• We also deőne other differential operators, D±, D̄±, which anticommute with
the supercharges deőned by

D± =
∂

∂θ±
− iθ̄±∂± D̄± = − ∂

∂θ̄±
+ iθ±∂±

such that
{D±, D̄±} = 2i∂±
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Definition 2.1. A superőeld Φ is chiral (Φ̄ is antichiral) if it satisőes the two
conditions D̄±Φ = 0 (D±Φ̄ = 0)

From now we will discuss about chiral őelds. We may note that the constraint
D̄±Φ heavily constrains Φ in particular, let us deőne (using the notation x+ = z,
x− = z̄)

y± = x± − iθ±θ̄±

then

D̄(y±) :=
(

− ∂

∂θ̄±
+ iθ±∂±

)

(x± − iθ±θ̄±) = i(θ± − θ±) = 0

So Φ must be of the form

Φ = ϕ(y±) + θαψα(y
±) + θ+θ−F (y±)

that we can further expand in terms of the θs, this means that there are a total of
4 degrees of freedom.

These őelds are components of the supermultiplet, ϕ is the bosonic one and is
a scalar őeld, ψα are spinor őelds, while F are scalar őelds with no kinetic terms
which can be easily integrated out once speciőed the action S.
Chiral őelds also have the property that their variation under supercharges is still
a chiral őeld, this is due to the fact that {Q±, D̄±} = 0 and {Q̄±, D̄±} = 0. This
implies that we can give the explicit variation of the őelds under supersymmetric
transformations

δΦ = i[ϵ+Q− − ϵ−Q+ − ϵ̄+Q̄− + ϵ̄−Q̄+
︸ ︷︷ ︸

ϵQ

,Φ]

So that we obtain the variations






δϕ = iϵ+ψ− − iϵ−ψ+

δψ± = ∓2ϵ̄∓∂±ϕ+ iϵ±F

δF = 2ϵ∂−ψ+ + 2ϵ̄−∂+ψ−

We are now ready to build supersymmetric actions invariant under the action of
the supercharges.
It is quite easy to see that under the action of the supercharges any term of the
following type are invariant,

∫

d2xd4θK(Fi) =

∫

d2xdθ+dθ−dθ̄−dθ̄+K(Fi)
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where K is an arbitrary differentiable function of some generic superőelds Fi.
This can be shown for every of the four supercharges, for example

∫

d2xd4θQ±

(
K(Fi)

)
=

∫

d2xd4θ
( ∂

∂θ±
+ iθ̄±∂±

)(
K(Fi)

)

The őrst term vanishes since d4θ selects the terms with top θs while the derivative
never allow it to exists, while the second term is a total derivative after integrating
d4θ. We will call this type of action D-term, and we will use them to build kinetic
terms.

Another type is the F -term, which is a functional of some chiral superőelds Φi

∫

d4xd2θW (Φi) =

∫

d2xdθ+dθ−W (Φi)|θ̄±=0

where W (Φi) is a holomorphic function of the Φis.

We can show that this is invariant under supersymmetric transformations, in fact
under Q±

∫

d2xdθ+dθ−Q±

(
W (Φi)

)
|θ̄±=0 =

∫

d2xdθ+dθ−
( ∂

∂θ±
+ iθ̄±∂±

)(
W (Φi)

)
|θ̄±=0

the őrst term as before vanishes, while second term vanishes since computed at
θ̄± = 0.
Instead under Q̄± we should note that Q̄± = D̄± − 2iθ±∂±, then

∫

d2xdθ+dθ−Q̄±

(
W (Φi)

)
|θ̄±=0 =

∫

d2xdθ+dθ−(D̄± − 2iθ±∂±
)(
W (Φi)

)
|θ̄±=0

the őrst term vanishes since Φi is chiral and W is a holomorphic function of them,
while the second term vanishes since is a total derivative, these type of therms will
be potential terms for our theory.

Thus we can build our őrst superysmmetric action for a chial őeld

S = Skin + SW =

∫

d2xd4θΦ̄Φ +

∫

d2xd2θW (Φ) + c.c.

There are further global symmetries to this action, called R-symmetries acting
on generic superőelds F (qV and qA are the corresponding conserved quantum
numbers)

vector eiαFV : F 7→ eiαqV F (xµ, e−iαθ±, eiαθ̄±)

axial eiβFA : F 7→ eiβqAF (xµ, e∓iβθ±, e±iβ θ̄±)
(2)
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in our speciőc case we have that both d4θ and d2θ are invariant under axial rota-
tions so that by assigning qA = 0 charge to Φ give us axial symmetry.
Instead for the vector rotation d4θ is invariant while d2θ 7→ e−2iαd2θ so that SW is
invariant only if W is monomial

W (Φ) = cΦk 7→ ceikαqV Φk

so that the symmetry is preserved when k = 2/qV .

After expanding our action S we obtain that

S =

∫

d2z2∂zϕ∂z̄ϕ̄+ 2∂z̄ϕ∂zϕ̄+ 2iψ̄−∂zψ− + 2iψ̄+∂z̄ψ++

+ |F |2 +W ′(ϕ)F −W ′′(ϕ)ψ+ψ− + c.c.

That we can reőne by integrating out the auxiliary őelds F, F̄ .

We are mainly interested in theories involving only kinetic terms, where only the
őrst line of this action appears, these type of theories are called σ-models.
Instead, if we add potential terms the theory gets the name of Landau-Ginzburg
model or LG-model.

2.3 The algebra

We should also give an operator point of view, regarding them as acting on the
superspace and giving the commutation relations between them.
Obviously to our list of operators we should not forget the generators of the
Poincaré algebra, that in our euclidean setting is given by

• The generator of time translations H

H = −i ∂

∂(ix0)
= −i(∂+ − ∂−)

• The generator of space translations

P = −i ∂
∂x1

= −i(∂+ + ∂−)

• The generator of U(1) rotations

M = 2z∂z − 2z̄∂z̄ + θ+∂θ+ − θ−∂θ− + θ̄+∂θ̄+ − θ̄−∂θ−
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These operators already satisfy the natural algebra

[H,P ] = 0 [H,M ] = 2P [P,M ] = 2H

If we now include our supercharge operators it is quite obvious that they commute
with H,P . However with M we get

[M,Q±] = ∓Q± [M, Q̄±] = ∓Q̄±

At last we can compute
{Q±, Q̄±} = P ±H (3)

This equation will be useful later and characterizes how worldsheet derivatives are
linked to operators.
We can also give an operator point of view for R-charges. Looking at how they
act on superspace coordinates we have

FV = −θ+ ∂

∂θ+
− θ−

∂

∂θ−
+ θ̄+

∂

∂θ̄+
+ θ̄−

∂

∂θ̄−

FA = −θ+ ∂

∂θ+
+ θ−

∂

∂θ−
+ θ̄+

∂

∂θ̄+
− θ̄−

∂

∂θ̄−

Thus we get the other relations that will be fundamental later

[FV , Q±] = Q±

[FV , Q̄±] = −Q̄±

[FA, Q±] = ±Q±

[FA, Q̄±] = ∓Q̄±

(4)

2.4 Non-linear case: Kähler target space

We would like to generalize the above discussion, to the non-linear case and by
doing this we would like, at least locally, to preserve the N = (2, 2) supersymmetry
for this generalized model. This imposes great constraints for our target space.

Thus we move to the case where the worldsheet manifold is not necessarily ŕat,
and we study a theory with Φ1, ...,Φn chiral őelds representing the local coordi-
nates of out target manifold. We note that the kinetic term we discussed must be
expressed in terms of a function of the superőelds K(Φ, Φ̄). We also want to re-
cover a formulation for the standard bosonic σ model where we recover the kinetic
term as gIJϕ

IϕJ .
The only way of obtaining this is by requiring that the target manifold is Kähler
and in particular the kinetic term is given by the Kähler potential

Lkin = K(Φ, Φ̄)
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By expanding this we obtain, in fact, the term

1

2
gij̄(∂zϕ

i∂z̄ϕ
j̄ + ∂z̄ϕ

i∂zϕ
j̄)

To have correct signs we assume that gij̄ to be positive deőnite.

In practice, in order to construct this theory we determine a Kähler metric on
Cn which also endows it with a Levi-Civita connection on TCn. The kinetic la-
grangian then becomes (after integrating out auxiliary őeld degrees of freedom)

Lkin =

∫

d4θK(Φi, Φ̄ī) =

= gij̄(2∂zϕ
i∂z̄ϕ

j̄ + 2∂z̄ϕ
i∂zϕ

j̄ + 2iψj̄−Dzψ
i
− + 2iψj̄+Dz̄ψ

i
+) +Rij̄kl̄ψ

i
+ψ

k
−ψ

j̄
+ψ

l̄
−

(5)

where
Dzψ

i
± = ∂ψi± + ∂zϕ

jΓijkψ
k
± (6)

We may note that the above expression is covariant in terms of the holomorphic
coordinates of the target space (we may identify ϕi with zi) so that we may identify
this action as the action for the patch Ui covering a Kähler manifold.
In particular the action is invariant under Kähler transformations

K(Φi, Φ̄ī) 7→ K(Φi, Φ̄ī) + f(Φi) + f̄(Φ̄ī) (7)

since the presence of mixed derivatives in the action cancels these terms.

We can apply this construction on different patches covering the target manifold
M and then glue them together through coordinate and Kähler transformations.
The model will be that one of an action for maps from the worldsheet to a Kähler
target space manifold.

ϕ : Σ → X

where the spinorial őelds ψ±, ψ̄± are sections of

ψ± ∈ Γ(Σ, ϕ∗TM (1,0) ⊗ S±)

ψ̄± ∈ Γ(Σ, ϕ∗TM (0,1) ⊗ S±)
(8)

So that the covariant derivative acting on them is given by the pull-back on the
wordlsheet of the covariant derivative on M , exactly as in (6).

Remark: This is not a global formulation of the model, but just a formulation
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given on each patch of an open cover of M , thus we need to check supersymme-
try on each open however attaching patches may give rise to problems on curved
spaces.

Regarding R-symmetries we have that the above discussion generalizes to the case
with n-chiral őelds.

As before looking at the kinetic term we have that d4θ is invariant under both
vector and axial rotations and if K(Φi, Φ̄ī) depends only on ΦiΦ̄ī then the D-term
is invariant whatever is the qA, qV charge assignment.

The potential term is invariant instead if qiA = 0 and ifW (Φi) is a quasi-homogeneous
function in the Φ’s such that

W (eiαq
i
V Φi) = e2iαW (Φi)

We know that the classical level discussion is not enough to ensure the existence
of symmetries also at the quantum level.
In order to discuss the symmetries at the quantum level we need to refer to some
results given for non-linear σ models, with respect to R-currents.

• The vector symmetry is not anomalous, thus we only need to refer to the
classical discussion

• Axial symmetry is anomalous thus in general qA is not a good quantum
number, it can be show that anomaly lies in the path integral measure [4]

DψDψ̄ → e2ikβDψDψ̄

where k is given by

k =

∫

Σ

c1(ϕ
∗TM (1,0)) =

∫

Σ

ϕ∗c1(TM
(1,0))

thus we can see that when c1(M) = 0, which means that M is Calabi-Yau,
the axial symmetry is always preserved.

This implies that is much more easier to deal with CY non-linear sigma models.

Actually one can show that axial anomaly and RG-ŕow of the Kähler class (and
hence the metric) of the target space are linked to each other. On CY target space
we also have that the Kähler class do not ŕow, thus is believed that in this case
the metric ŕows to a unique metric compatible with conformal invariance.
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Remark: We only have discussed theories for chiral and anti-chiral őelds, however
is can generalize them to theories using twisted-chiral őelds (U, Ū). The kinetic
term will still have the same properties, and R-symmetries conservation holds al-
ways for CY target spaces.

Remark: Up to now we have by no means discussed the manifold structure/topology
of the world-sheet. This will be relevant later since it may modify the axial
anomaly. Moreover this is the main problem to deőne supersymmetry on a curved
woroldsheet.

2.4.1 Why is supersymmetry in general not preserved?

We have stated before that for this model supersymmetry is not, in general, pre-
served.
In fact in our deőnition of supersymmetric variations we have (for example)

δϵ+F i = iϵ+{Q−,F}

If we now have a non-ŕat metric on our worldsheet (in fact this can only be
done locally, only at the level of the coordinate patch that we are discussing, not
globally), we need to replace our worldsheet derivatives with covariant ones.
The problem now is: is ϵ− always commuting with covariant derivatives?
The answer is in general no, in fact this happens only if ϵ− is a covariantly constant
spinor.
Since we do not want to impose a particular metric we would need a covariantly
constant spinor with respect to all of them. This is impossible to require. Thus in
general supersymmetry is not a symmetry of the action.
This is where twisting comes to help. In fact ϵ is not a spinor, but a scalar, of
course we can choose ϵ to be constant.
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3 Topological twisting

In this section we will explore the tool of topological twisting. This is useful
in order to deal with one of the main problem we encountered in the previous
section: the fact that supersymmetric non-linear sigma models were formulated
just on open subsets of the worldsheet manifold.
Since we want to preserve at least some of the underlying supersymmetry we will
consider some linear combinations of the supercharges, and consider Q to be one
of them

QA = Q̄+ +Q− QB = Q̄+ + Q̄−

note that Q2 = 0.

We then consider the set of operators O of our theory. They can be seen as
acting on the őelds of our theory that are sections as in (8), thus operators have
explicit dependence on the worldsheet coordinates.
In general we can deőne them as pairing between between forms (with values on
the cotangent bundle of the target space) paired with cycles of the worldsheet,
however we will be mainly interested in local ones, paired with points p ∈ Σ:
O(p).
In particular we are interested in physical operators, this means Q closed ones:
[Q±,O] = 0, [Q̄±,O] = 0. Physically this idea comes from BRST quantization
where physical operators are in one to one correspondence with cohomology classes
of the BRST operators.

However we have seen that is not possible to preserve all the supercharges so
let us consider just one supercharge (and its complex conjugate), so that physical
operators, depending on theory, just refer to one of the supercharges Q = QA,B.
Then physical operators correspond to elements of Q-cohomology classes.

Definition 3.1. An operator O is is called a chiral operator if [QB,O] = 0, and
twisted chiral if [QA,O] = 0.

We can now work with them to show some important relations. By looking at the
commutation relations in section (2.3)

{QA, Q+ − Q̄−} = {Q̄+ +Q−, Q+ − Q̄−} = 2H

{QA, Q+ − Q̄−} = {Q̄+ +Q−, Q+ + Q̄−} = 2P
(9)

{QB, Q+ − Q̄−} = {Q̄+ + Q̄−, Q+ −Q−} = 2H

{QB, Q+ − Q̄−} = {Q̄+ + Q̄−, Q+ +Q−} = 2P
(10)

Since we have seen that the worldsheet derivatives may be written as linear com-
binations of H and P , this implies that ∂z and ∂z̄ are Q-exact.
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Thus for any physical operator O, we have that ∂zO is Q-trivial and we should
not consider it in our theory.

In physics correlation functions always play an important role, thus our main goal
should be the computation of them. They are closely connected to the following
deőnition

Definition 3.2. Given two operators O1,O2 that are Q-closed, then their product
O1O2 is still Q-closed. Thus we can deőne the Q-cohomology ring as the chiral
ring if Q = QB and twisted chiral ring if Q = QA.

We can take a basis for the Q-cohomology group of operators given by {Oi}Mi=0

where M is the dimension of the ring. Then since we are looking at the Q-
cohomology ring we can build the structure constants of it (up to Q-exact terms)

OiOj = Ck
ijOk + [Q,Λ] (11)

Where the symmetry in the indexes i, j depends on the bosonic/fermionic nature
of the operators Oi,Oj.
By deőning O0 = 1 we can give a deőnition for the so called topological metric

Ck
i0 = Ck

0i = δkj

Chiral rings will be fundamental in the computation of correlation functions for
topological őeld theories, as we will show later.

3.1 Definition of twisting

The basic idea of twisting is to change the nature of the Q operator, making it a
scalar, which is well deőned on the whole worldsheet. This means that we need to
change the nature of the őelds on which Q acts.
This is done by changing the representation under which a certain őeld transforms
under the group of rotations, by combining the generator of rotations with an
R-symmetry generator.

Definition 3.3. Let M be the generator of rotations and let R be the generator
of an R-symmetry.
Twisting consists in replacing the U(1)E group of euclidean rotations with the
diagonal subgroup of U(1)E × U(1)R generated by M ′ =M −R, we will deőne

• A-twist: R = FV

• B-twist: R = FA
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Clearly in order to make an R-twist we need to check that the R-symmetry is not
broken, both at classical and at the quantum level, thus A-twist can be performed
on a generic target space Kähler manifold, while B needs a CY target.

By changing the representation under which a őeld transforms we are also chang-
ing the bundle on which a őeld takes value as we are changing the principal bundle
and thus the transition functions.
Consider a theory of a scalar superőeld Φ, with R-charges qA = qV = 0, then

• ϕ is scalar under both U(1)E and U(1)R so that after the twisting is still
scalar

• ψ− is a section of S+ thus it has M charge 1, moreover since Φ is invariant,
looking at 2 it has qV = 1, qA = −1 thus after A-twist qM = 0 and after
B-twist qM = 2. In term of representations this means that after A-twist it
becomes a scalar, while after B-twist it becomes a section of TΣ.

Similarly we can generalize this to the case of a Kähler target space using ψi± and
ψ̄ ī±, where originally spinors are sections as in (8)

A-twist B-twist

U(1)E U(1)V U(1)A U(1)′E bundle U(1)′E bundle

ψ− 1 1 -1 0 ϕ∗(TM) 2 TΣ⊗ ϕ∗(TM)

ψ̄− 1 -1 1 2 TΣ⊗ ϕ∗(TM) 0 ϕ∗(TM)

ψ+ -1 1 1 -2 TΣ⊗ ϕ∗(TM) -2 TΣ⊗ ϕ∗(TM)

ψ̄+ -1 -1 -1 0 ϕ∗(TM) 0 ϕ∗(TM)

Table 1: Result of twisting

Note: Twisting does not change the Grassmann odd nature of the ψ őelds,
but now we have a global deőnition of some of them, since they are now scalars.

This has heavy consequences on the supercharges, in fact by looking at the com-
mutation relations in (4) we get the following table
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A-twist B-twist

U(1)E U(1)V U(1)A U(1)′E bundle U(1)′E bundle

Q− 1 1 -1 0 ϕ∗(TM) 2 TΣ⊗ ϕ∗(TM)

Q̄− 1 -1 1 2 TΣ⊗ ϕ∗(TM) 0 ϕ∗(TM)

Q+ -1 1 1 -2 TΣ⊗ ϕ∗(TM) -2 TΣ⊗ ϕ∗(TM)

Q̄+ -1 -1 -1 0 ϕ∗(TM) 0 ϕ∗(TM)

Table 2: Result of twisting for supercharges

This means that after twisting we change the łspinž of the supercharges. We can
understand this as where the supercurrents take value (before twisting they were
sections as in 8), or how the new supercharges act on the supersymmetric multi-
plet.
For example we know that Q− sends ϕ to ψ−, but after A-twist, ψ− is a scalar,
thus also Q− is a scalar.

Remark: Note that QA = Q̄+ + Q− becomes a scalar after A-twist, same for
QB = Q̄+ + Q̄− after B-twist, thus a supersymmetric theory having them as su-
percharges is globally deőned.

Another consequence of twisting (and in fact it can be formulated exactly in these
terms) is the modiőcation of the energy momentum tensor Tµν , this, given an
action S, is deőned at the classical level by the variation of the action by the
worldsheet metric h

δS =
1

4π

∫ √
hd2zδhµνTµν

this relation can be generalized at the quantum level using correlation functions

δh⟨O⟩ =
〈

O 1

4π

∫ √
hd2zδhµνTµν

〉

It happens in most supersymmetric theories, and this is the case for twisting, that
the energy momentum tensor is Q-exact

T twistedµν = {Q,Gµν}

for some symmetric fermionic tensor Gµν .
It is quite hard to show what G really is, however the easiest way to think about
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it is that G is the Q-superpartner of T . The twisted energy momentum tensor is
deőned to be

T twistedµν = Tµν +
1

4
(ϵλµ∂λJ

R
ν + ϵλν∂λJ

R
µ ) (12)

Where ϵλµ = ηµαϵαλ and JR is the conserved R-current used for the twisting.
This implies that, given O1, ...,Os physical operators, we have that the correlation
function does not vary by variations of the worldsheet metric

δh⟨O1...Os⟩ =
〈

O1...Os
1

4π

∫ √
hd2zδhµν{Q,Gµν}

〉

=

=
〈{
Q,O1...Os

1

4π

∫ √
hd2zδhµνGµν

}〉

= 0

since the last term is Q-exact.
This is the őnal justiőcation for the term topological. We just have shown that any
correlation function of physical operators is now independent on the metric of the
worldsheet and thus only depends on the topology of the worldsheet, namely the
genus if we restrict to the study of compact orientable surfaces without boundary.

Remark: The name łtopologicalž may be misleading, in fact the theory is topo-
logical only with respect to the worldsheet metric, however the target space may
still have great inŕuence on it.
In particular one can be interested on the set of possible theories given the topol-
ogy of the target space. In the case of CY target spaces this corresponds to the
moduli space of the CY manifold, that divides into the Kähler moduli and the
complex structure moduli, we will not go any further into this, but this means that
the theory strongly depends on deeper structures than the topological one looking
at the target space.
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4 Topological field theories

We arrived before to the term topological őeld theory. Thus in this section we will
provide a deőnition of them and how can we work out correlation functions in this
setting.
We are mainly interested in 2-dimensional őeld theories where our base manifold
is the wordlsheet Σ endowed with a metric choice h and where we do not consider
the metric h dynamical (in the path integral we do not integrate over all possi-
ble metric conőgurations). Thus we consider our theory topological if correlation
functions do not depend on h.

Note: this imposition together with coordinate invariance, which always is satis-
őed in physical context, heavily simply the theory. In fact we can always perform
a coordinate change (for example we can act on our manifold by translations) and
transform the metric accordingly. However in this case we can transform back the
metric to its original value. This will result in just a change in position of the
observables of the type

⟨O1(x1)...Os(xs)⟩
So that it doesn’t really matter where we insert them. This implies that when we
compute correlation functions we should not bother about time ordering since we
can always change the time insertion point.

There are several types of topological őeld theories arising from physical contexts.
For example Chern-Simons ones, that explicitly avoid the introduction of the met-
ric. However our case above is in the context of cohomological őeld theories in fact
it satisőes

• The existence of a global fermionic symmetry such that Q2 = 0, which is not
spontaneously broken, so that the vacuum of the theory satisőes

Q|0⟩ = 0

• Physical operators are elements of the Q-cohomology ring.

• The energy-momentum tensor is Q-exact. In fact this is exactly how we have
shown the independence of correlation functions from the metric before.

All of these requests are satisőed in our twisted theories so that we can apply some
of the results of these theories to our examples.
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To see how much this simplify correlation functions let us consider the follow-
ing. A straight way of respecting the above requests is to take the lagrangian to
be Q-exact

L = {Q, V } (13)

For some fermionic current V .
We can now compute correlation functions by reintroducing back the Planck con-
stant ℏ

∂

∂ℏ
⟨O1...Os⟩ =

∂

∂ℏ

∫

DϕO1...Ose
− 1

ℏ
S[ϕ] =

∫

DϕO1...Os
1

ℏ3

{

Q,

∫

Σ

V
}2

e−
1

ℏ
S[ϕ] = 0

since the computation of correlation functions containing Q-exact operators is al-
ways vanishing.
In practice we have seen that the correlation function do not depend on ℏ so that
we can take the classical limit ℏ → 0 to compute them.

4.1 Correlation functions and chiral rings

In the case of two dimensional cohomological őeld theories we have another result
that allows us to consider only Riemann surfaces without boundaries and to re-
duce the computation of correlation functions to the computation of the chiral ring.

Recall that there is a correspondence between state in the operator formalism
and boundary conditions in the path integral formalism given by

⟨BC1|O1...Os|BC2⟩ =
∫ BC2

BC1

DϕO1...Ose
−S[ϕ]

Where we omitted time ordering since we are dealing with a topological őeld theory.
Explicitly this means that when we assign at a time t1 a őeld conőguration f(t1),
the path integral lower extremum is that őeld conőguration. In terms of őeld
operators the boundary conditions are deőned by

ϕ(t1)|BC1⟩ = f(t1)|BC1⟩

Since we may have linear combinations of boundary conditions a state will be spec-
iőed by the coefficients of the linear combination specifying the state (in general
we will have a distribution not a discrete sequence). This means that in the path
integral formalism a boundary condition is an operator which speciőes a number
to each possible boundary condition on the őelds.
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Let us look at what in practice this means in the case of our two dimensional
theory. In this case boundaries are circles we would like to know how to build an
operator out of a boundary condition. Let us assume that the Hilbert space of
őeld conőgurations is separable. Thus a boundary condition is given by a state

|BC1⟩ =
∑

n

an|ψn⟩

Then in the path integral formalism we can take a surface S with the shape of an
hemisphere and deőne the operator Oa such that

∫ BC:ψn

S

DϕOa = an

Since we are dealing with a topological őeld theory we can take the hemisphere to
be inőnitely long, this is exactly what we deőne usually as an asymptotic state in
computing S-matrix elements.
In this way we can take a boundary condition to be nothing but an insertion
of a inőnitely long cylinder ending with a hemisphere together with an operator
inserted on it.
However, since our theory is topological, we are allowed to take a őnite sized
cylinder.
Using this formalism expectation values of operators will read.

⟨Oa|O1...Os|Ob⟩

This can be pictured schematically as in őgure (2)

Figure 2: Expectation value by using operator-asymptotic state correspondence

Oa .
.

.
. . Ob

In this way we can restrict the study of correlation functions to compact and
orientable Riemann surfaces without boundaries by taking out boundaries and
boundary conditions, and substituting them by attaching hemispheres and insert-
ing operators on them.
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Let us consider now correlation functions

⟨O1...Os⟩

Then, since we are dealing with a topological őeld theory, we can insert an inőnite
cylinder between two operators, allowing only asymptotic states to propagate in
the throat of the cylinder. This is equivalent to cutting the throat at the two
bases of the cylinder and adding the same boundary conditions to the two cuts on
the left (Oa) and to the two cuts on the right (Ob). This must be done with all
possible boundary conditions each of them weighted by a factor ηab that we will
compute later.
Schematically this can be represented as in őgure (3).
Thus we get the formula

Figure 3: Surgery operation splitting genus

O1 . .
.

. Oi

. Oi+1

.

. Os

. .
.

.

.

.

.

O1 . .
.

. Oi

. Oi+1

.

. OsOa. ηab .Ob
∑

a,b
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⟨O1...Os⟩Σ =
∑

ab

⟨O1...Oi|Oa⟩Σ1
ηab⟨Ob|Oi+1...Os⟩Σ2

(14)

where g(Σ) = g(Σ1) + g(Σ2).
This property can also give us an answer for ηab. In fact consider the two point
function deőned on the sphere Cab = ⟨OaOb⟩0, then by previous property we get
that

Ccd = Ccaη
abCbd

Thus ηab is nothing but the inverse of Cab, that we will deőne as ηab the topological
metric.
An important thing we should ask ourselves is whether or not the operators we are
summing on (Oa,Ob) are physical. Of course the answer is not affirmative if we
consider all asymptotic states, but unphysical ones do not give any contribution
to the correlation function.
In fact let us take a complete basis of asymptotic states |OA⟩, such that ⟨OA|OB⟩ =
ηAB, so that the completeness relation can be written as 1 =

∑

AB η
AB|OA⟩⟨OB|.

Now we can divide the Hilbert space of asymptotic states into a direct sum

H = H0 ⊕H1

where |ψ⟩ ∈ H0 if Q|ψ⟩ = 0 and H1 = H⊥
0 .

Then, since any state of the type O1...Os|0⟩, satisőes QO1...Os|0⟩ = 0, we have
that O1...Os|0⟩ ∈ H0. Thus in the sum (14) all unphysical states do not contribute
giving us no trouble in consider the correspondence between asymptotic physical
states and operators.

Another simplifying formula can be deduced looking at picture (4). Note that
we can always change the position of the operators so that they lay on the őrst of
the two handles.
Take a handle on a genus g Riemann surface and extend it to inőnite length, we

can cut the throat obtaining two boundaries on which we impose boundary condi-
tions Oa and Ob and summing over all the possible boundary conditions gives us
the following

⟨O1...Os⟩g =
∑

a,b

(−1)Fηab⟨OaObO1...Os⟩g−1

Where F is the fermion number of Oa (and of Ob).

Using iteratively this formula together with formula (14) give us the possibility to
compute all correlation functions in terms of three point functions on the sphere.
Deőne them as

⟨OiOjOk⟩0 = Cijk
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Figure 4: Surgery operation reducing the genus
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∑

a,b (−1)Fηab
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Then by recalling the deőnition of chiral ring structure constants we get

Cijk = ⟨OiOjOk⟩0 = ⟨
(
C l
ijOlOk + {Q,Λ}

)
Ok⟩ = C l

ijηlk

Which means that the chiral ring structure constants are related to three-point
functions on the sphere simply by the use of the topological metric.

Finally we can conclude that in two-dimensional topological őeld theories all the
information of topological observables (which are correlation functions) is enclosed
in the chiral ring structure constants and in the computation of two point functions
on the sphere.
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5 A-twist example

In this section we actually perform the A-twist of the supersymmetric non-linear
σ model, without introducing any potential term, W = 0, in our discussion.
We will use the tool of supersymmetric localization, which is a huge subject per
se, we will just borrow some results.

Consider a supersymmetric theory and deőne FQ to be the set of őeld conőg-
urations such that {Q, ϕ} = 0. Then the path integral for the computation of
correlation functions of physical operators receives contributions just from FQ. In
particular we will see that in our case the path integral will localize to MΣ the
space of holomorphic maps.
There are some subtleties about this result, we actually need to add a factor, how-
ever in the case we will discuss below, this factor is just 1, so that we do not need
to go deeper discussing localization.

Let us start with an action like in (5) and let us perform the A-twit using the
results of Table 1. We see that ψi− and ψ̄ ī+ are now scalars, while ψ̄ ī− and ψi+ are
1 forms. Thus we introduce the following notation to underline this

χi := ψi− χī := ψ̄ ī+

ρiz̄ := ψi+ ρīz = ψ̄ ī−

We can rewrite the action and the supersymmetric transformations acting on the
őelds

S = 2

∫

d2zgij̄
(
∂zϕ

i∂z̄ϕ
j̄+∂z̄ϕ

i∂zϕ
j̄+ iρj̄zDz̄χ

i+ iρiz̄Dzχ
j̄
)
+
1

2
Rij̄kl̄ρ

i
z̄ρ
j̄
zχ

kχl̄) (15)

The supersymmetric transformations can be easily found by imposing ϵ̄+ = ϵ− = 0
(do not consider the i factor which just complicates the discussion)

δϕi = ϵ+χ
i

δχi = 0

δρiz̄ = 2iϵ̄−∂z̄ϕ
i + ϵ+Γ

i
jkρ

j
z̄χ

k

δϕ̄ī = ϵ̄−χ
ī

δχī = 0

δρīz = −2iϵ+∂zϕ̄
ī + ϵ̄−Γ

ī
j̄k̄ρ

j̄
zχ

k̄

(16)

and by imposing ϵ+ = ϵ̄− = ϵ one can also őnd their variation under Q = QA. In
particular we can make the following identiőcations

ϕi ↔ zi χi ↔ dzi

ϕ̄ī ↔ z̄ ī χī ↔ dz̄ ī
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which give us a hint to identify

Q− ↔ ∂ Q̄+ ↔ ∂̄ QA = Q̄+ +Q− ↔ ∂ + ∂̄ = d

This can be made rigorous by considering only physical operators (QA closed).
Consider just operators associated to points O(0) (and not to one-form O(1) or
two-form O(2) ones).
These are 0-form operators on the worldsheet, thus we may take ϕ, χ, but we
cannot take their derivatives, since they are Q-exact by (10). We could try to
use ρ’s, but since they are already one-forms we need to contract them with the
metric, in fact let Oz and O′

z̄ be one-form physical operators, then

O(0) = hzz̄OzO′
z̄

This cannot be done if we want to extract only topological quantities, since we are
introducing back the metric.
This implies that we can consider physical operators of the type

ωi1...ipj̄1...j̄q(ϕ)χ
i1 ...χipχj̄1 ...χj̄q ↔ ωi1...ipj̄1...j̄q(z)dz

i1 ...dzipdz̄ j̄1 ...dz̄ j̄q (17)

thus QA cohomology classes of operators are identiőed with d-cohomology classes
of differential forms.

{
physical operators

} ∼= H∗
DR(X)

A useful representation of physical operators is given by dual homology cycles.
Let N be a homology cycle, represented by a submanifold of codimension m,
N ∈ Hn−m(X), then its Poincaré dual [N ] ∈ Hn(X) and may be represented as a
δ-function m-form supported on N . Let this operator be ON , let z be a point on
Σ, then the 0-form operator, with respect to the worldsheet, is given by

O(0)(z) = ON(ϕ(z))

so that the operator vanishes if ϕ(z) /∈ N .
We can also assign R-charges to physical operators, looking at table 1, and recalling
the substitutions made in A-twist case an operator of the type (17), O ∈ Hp,q has
R-charges

qV = q − p

qA = q + p
(18)

these will be useful deőning some selection rules for correlation functions.
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5.1 Correlation functions

A generic correlation function of physical operators is given by the path integral

⟨O1...Os⟩ =
∫

DϕDχDρO1...Ose
−S[ϕ,χ,ρ]

Since we have to sum over all possible őeld conőgurations, we may classify the ϕ
maps based on β = [ϕ(Σ)] = ϕ∗(Σ) ∈ H2(X), then

⟨O1...Os⟩ =
∑

β∈H2(X)

⟨O1...Os⟩β

where ⟨O1...Os⟩β =

∫

ϕ∗(Σ)=β

DϕDχDρO1...Ose
−S[ϕ,χ,ρ]

In order to compute them we will use the tool of supersymmetric localization
discussed discussed brieŕy previously.

First of all looking at the the variations in (16) we have the őxed points of super-
symmetry FQ contain for sure the őeld conőgurations

∂z̄ϕ
i = 0 ∂zϕ̄

ī = 0 χi = 0 χī = 0 (19)

Thus it would be natural for the path integral to localize to őeld conőgurations
where χi = χī = 0 and such that the map ϕ is holomorphic, this maps can be
deőned univoquely once we have őxed a complex structure on Σ.

Since our theory should be topological from our previous discussion, we may try
to look if it is possible to write the lagrangian in the same way as in (13).

L = {Q, V }
For some fermionic current V , so that the theory is not only topological, but is
also equivalent to the classical limit.
It turns out that we are almost able to do this, in fact one can write

L′ = {Q, V }

Where
V = gij̄(ρ

i
z̄∂zϕ

j̄ + ∂z̄ϕ
iρj̄z)

And
L = L′ + ϕ∗(K) K is the Kähler class on X
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Thus we have that correlation functions depend only on the Kähler class ω and
get contributions only from homolorphic maps ∂zϕ = 0. Since we have to integrate
over all possible ϕ holomorphic, it is useful to consider the set

MΣ(X, β) = {ϕ : Σ → X s.t. ϕ holomorphic ϕ∗(Σ) = β} (20)

We will assume that this set is smooth manifold, then our path integral localize
to a őnite dimensional integral over MΣ(X, β), the moduli space of holomorphic
maps od degree β for őxed Σ.

It remains now to give a prescription to evaluate correlation functions in this
setting.
To know which is the dimension of MΣ(X, β), we need to look at inőnitesimal
deformations of a holomorphic map

ϕi → ϕi + δϕi s.t. ∂z̄δϕ
i = 0

this implies that deformations of a holomorphic map ϕ corresponds to zero-modes
of the operator ∂z̄. However,given an inőnitesimal deformation, there may be an
obstruction to integrating it in order to obtain a őnite deformation. Obstructions
lie in the co-kernel of ∂z̄ (which is the kernel of ∂†z̄), this means that the dimension
of the moduli space is given by the index of ∂z̄.

Let us formalize this discussion. We know that ϕi őelds are sections of ϕ∗(TX(1,0)) ∼=
Ω(0,0)(Σ)⊗ ϕ∗(TX).
Thus we can treat ∂z̄ as an elliptic operator in the complex

0 → Ω(0,0)(Σ)⊗ ϕ∗(TX) → Ω(0,1)(Σ)⊗ ϕ∗(TX) → 0

Thus we can use Hirzebruch-Riemann-Roch theorem for the Dolbeaut complex to
compute the index

k : = ind∂z̄ =

∫

Σ

ch(ϕ∗TX)td(Σ) =

∫

Σ

(dimX + ϕ∗c1(X))
(
1 +

c1(Σ)

2

)
=

= c1(X) · β + dimX(1− g)

(21)

This corresponds to the complex dimension of MΣ(X, β) and if we are integrating
over it, we should integrate volume forms; this provides some selection rules that
we need to respect in order to have non-zero correlation functions.
In fact, if we expand our action around ϕ holomorphic we see that

Dz̄χ
i = ∂z̄χ

i + ∂z̄ϕ
j

︸︷︷︸

=0

Γijkχ
k = ∂z̄χ

i
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Thus around these conőgurations, the zero modes contributions to the kinetic
terms in the lagrangian correspond exactly to the ∂z̄χ

i = ∂zχ
ī = 0 zero modes.

We would like to know, also, which is the number of ρ zero modes. This can be
done by looking at our action. And since by considering (for example)

gij̄ρ
j̄
z∂z̄χ

i = gij̄(h
zz̄ρj̄z∂z̄χ

i) =

= gij̄(ρ
j̄z̄∂z̄χ

i)

we have that the ρ zero modes lie in the co-kernel of ∂z̄. And since

coker(∂̄) ∼= ker(∂̄†)

we obtain that, for the considered term

k = (#χ zero modes) − (#ρ zero modes)

This number corresponds to the axial anomaly hidden in the path integral inte-
gration measure.
Note that (#χi zero modes) = (#χī zero modes) and that (#ρj̄z zero modes) =
(#ρjz̄ zero modes), so that the integration measure gets rotated by (looking at
table (1)

DχiDχīDρj̄zDρjz̄ → e2ikαDχiDχīDρj̄zDρjz̄
This together with the non-anomalous vector R-charge, gives us some selection
rules for correlation functions, in fact these must be invariant under R-symmetry
action.
Thus let Oi ∈ Hpi,qi(X), then

qV (O1...Os) =
∑

i

qi −
∑

i

pi = 0 =⇒
∑

i

qi =
∑

i

pi

Axial symmetry instead since is anomalous, thus we get non-vanishing correlation
functions only if

2k = qA(O1...Os) =
∑

i

pi +
∑

i

qi

These two rules together give us

∑

i

pi =
∑

i

qi = k

Let us consider now the case where there are no ρ zero modes, this is equivalent
to ask that there are no obstructions to the integration of inőnitesimal variations.
In this case the path integral reduces to an integral over the moduli space, and
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the localization procedure gives no extra factor, because of supersymmetry.
We need now to make sense of observables on MΣ(X, β).
Let Oi ∈ Hpi,qi be inserted at xi ∈ Σ, we can deőne the evaluation map

evi : MΣ(X, β) → X

ϕ 7→ ϕ(xi)

thus we can pullback observables ev∗iOi ∈ Hpi,qi(MΣ(X, β)), thus our selection
rules tell us nothing but correlation functions of operators are non vanishing only
if the wedge product of operators are volume forms on the moduli space.

⟨O1...Os⟩β = e−ω·β
∫

MΣ(X,β)

ev∗1O1...ev
∗
sOs

The main objective is now to compute the above integral. Let Di be the Poincaré
dual cycles to to Oi, then we may choose as a representative of the cohomology
class of Oi the differential form ωi ∈ Hpi+qi(X) that is a δ function supported on
Di. Then, as noted before, the integral is non-vanishing only if ϕ(xi) ∈ Di ∀i. We
deőne

nβ,D1...Ds
= #{ϕ : Σ → X s.t. ϕ holo. , ϕ(xi) ∈ Di ∀i, ϕ∗(Σ) = β}

Thus őnally

⟨O1...Os⟩ =
∑

β∈H2(X)

e−ω·βnβ,D1...Ds

We can give an important interpretation to this.
Note that ω · ϕ ≥ 0 since ϕ(Σ) is the holomorphic image of a Riemann surface,
thus the pullback of the Kähler form is positive deőnite on Σ. Thus in the large
volume limit (when ω becomes large, which is the IR limit) we have that the main
contribution is given when β = 0, that is when ϕ∗(Σ) is contractible to a point.
The moduli space reduces to the space of constant maps

MΣ(X, 0) ∼= X

all evaluation maps reduce to the identity. Thus taking as representative of Oi the
δ functions supported on Di we get

⟨O1...Os⟩0 =
∫

X

ω1 ∧ ... ∧ ωs = #(D1 ∩ .... ∩Ds)

Quantum correlation functions are just a quantum correction of classical intersec-
tion numbers of submanifolds.

We do not consider the case where there are ρ-zero modes for simplicity.
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5.1.1 Example: the chiral ring of X ∼= CP1

We now make an example where we actually compute correlation functions for an
A-twisted theory.
We take X ∼= CP1 ∼= S2 and also Σ ∼= CP1, we now that in this case

H0(CP1) ∼= Z H1(CP1) ∼= {1} H2(CP1) ∼= Z

Where H0(CP1) is generated by the constant function 1, and H2(CP1) is generated
by the hyperplane class, the Poincaré dual to a point. Then

∫

CP1

H · 1 =

∫

pt

1 = 1

Let P,Q be operators respectively represented by 1 and H, then

qV (P ) = qA(P ) = 0 qV (Q) = qA(Q) = 1

Note that P,Q are of even degree so that they commute inside correlation functions
In this case

k = ϕ∗(Σ) · e(CP1) + 1(1− 0) = 2n+ 1 (k is odd)

Where n is the winding number of our map ϕ.
Thus selection rules tell us that that

⟨PPP ⟩ = ⟨PQQ⟩ = 0

For k = 1 we have n = 0, thus ϕ is a constant function, thus we must count all
constant functions mapping to a point p ∈ X, p=p.d.(H). Since there is just one
of this maps

⟨PPQ⟩ = 1

Thus we obtain our topological metric

ηPP = ηQQ = 0 ηPQ = ηQP = 1

Finally for k = 3, n = 1 we may compute ⟨QQQ⟩.
The representative of the three hyperplane classes are three point y1, y2, y3 ∈ X,
thus we have to count all degree one maps mapping to these three őxed points, we
know that őxing three points in CP1 őxes just one automorphism ϕ, thus

n1,y1,y2,y3 = 1 ⟨QQQ⟩ = ⟨QQQ⟩1 = e−ω·11
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Thus we get computed the twisted chiral ring, that is

PP = P

PQ = QP = Q

QQ = e−ω·1P

Classically we would have expected that QQ = 0 (since the intersection of three
distinct points is 0). We recover exactly the same by taking the IR-limit in fact
this corresponds to the large volume case where we take the limit ω → ∞.

5.2 Some natural questions

We have seen how the moduli space arises from the discussion of topological twist-
ing and how it is related to the computation of correlation functions.
There are some questions, now, that are natural, arising from our whole discussion.

• We have described locally the moduli space of holomorphic maps from our
genus g worldsheet to a general Kähler target space. Is this space a smooth
complex manifold? Which are its topological properties? Is it closed? If
closed, is it compact?

• We have seen the importance of the De Rham cohomology ring, since in
our A-twist example there was a 1-1 correspondence between it and physical
observables. Is there any cohomology class of the De Rham cohomology ring
of the moduli space which is physically relevant?

• The twisted theories in this case are topological in the sense that we are
treating the worldsheet metric as a background őeld. Can we try to include
it as a dynamical degree of freedom?

All this questions are deeply connected to each other and will be at the heart of
the discussion in the next chapters. The main goal will be to try to generalize the
above discussion and to include gravity in it.
The great problem, while trying to do this, is that in general the moduli space of
stable maps Mg,n(X, β) may be deeply singular and in this case is not even easy
to compute its dimension so the study of Gromov-Witten invariant is even harder.

Remark: we should make here a quick note in order to avoid confusion that
may arise from the path that we have followed.
We have deőned a cohomological őeld theory in section (4), however we have seen
that the theory we have worked out is a topological one. This creates confusion
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since mathematicians refer to cohomological őeld theories to theories where phys-
ical operators are cohomology classes deőned on the moduli space Mg,n. If we
include gravity the moduli space that we have to work on is Mg,n(X, β), which is
the moduli space where each point represents a holomorphic map from a Riemann
surface ϕ : Σ → X and, in this case, the complex structure of Σ is not őxed!

We will meet later Mg,n the moduli space of Riemann surfaces, for our discus-
sion it is enough to know that this is the set of complex structures of Riemann
surfaces with genus g and n őxed points and has dimension 3g − 3 + n. Consider
the natural map

p : Mg,n(X, β) → Mg,n

(Σ, ϕ) 7→ Σ

Thus őxing Σ = Σ̄ and looking at the holomorphic maps ϕ : Σ̄ → X corresponds
to look at the őbers of p so that

MΣ̄(X, β) = p−1(Σ̄)

This is the space where the action we have studied above localize.
Thanks to the computation of MΣ(X, β) we can say that the virtual dimension
(which is not necessarily the dimension) of Mg,n(X, β) is

virdimMg,n(X, β) = virdimMΣ(X, β)+virdimMg,n = c1(X)·β+(dimX−3)(1−g)
In this setting we can understand that adding gravity as a degree of freedom dras-
tically changes the situation, even if we are not including gravitational observables!

Let ω1, ..., ωn ∈ H∗(X) be physical observables, ωi ∈ Hpi,qi inserted at the points
p1, ..., pn of our worldsheet. As we have done before we can use the evalutation
maps, (note that in this case evaluation maps are slightly different from the pre-
vious ones, since they are deőned on different spaces)

evi : Mg,n(X, β) → X

(Σ, ϕ) 7→ ϕ(pi)

And deőne correlation functions to be

⟨Oi...On⟩ =
∫

Mg,n(X,β)

ev∗1ω1 ∧ ... ∧ ev∗nωn

• First of all, even the degree of the correlation functions is different, in fact if
we want a correlation function to be non vanishing we need, that

∑

i

pi =
∑

i

qi = virdimMg,n(X, β)
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While in our previously considered case

∑

i

pi =
∑

i

qi = virdimMΣ(X, β)

Which means that in this case the degree of operators in the correlation
function must be equal to the dimension of the őber MΣ(X, β) = p−1(Σ).

• This means that what we were actually doing in section (5.1) is

⟨ev∗1ω1...ev
∗
nωn, p

−1(Σ)⟩ = ⟨p∗(ev∗1ω1...ev
∗
nωn),Σ⟩

Where Σ is a point in Mg,n, this shows that in fact correlation functions of
this type are topological, in fact since Mg,n is connected, then any points Σ
and Σ′ are equivalent in homology.

• This is true only in this particular case, since p∗(ev
∗
1ω1...ev

∗
nωn) ∈ H0(Mg,n),

the set of cohomology classes of constant functions on Mg,n, however by
taking higher degree operators we get cohomology classes with explicit de-
pendence on Σ, and this happens even if we are not considering gravitational
observables.

To conclude, the theory we have previously studied, the A-twist example, where
we have őxed Σ is just a special type of cohomological őeld theory, in fact it studies
degree 0 cohomology classes on Mg,n reducing to a topological őeld theory.

As we said including gravity implies working with Mg,n(X, β) however this space
is very complicated, so that we need to simplify our treatment. We could try to
do this in two different ways.

• The őrst is to consider the genus of worldsheet as the order of the amplitude,
so that the relevant amplitudes are the ones with lowest genus g = 0. In this
case and under some assumptions of the target spaceX (that h1(O, ϕ∗TX) =
0)) we have that M(0,n)(X, β) is a non-singular orbifold and has the expected
dimension ∫

β

c1(X) + dim(X) + n− 3

Thus the treatment in this case simpliőes giving us more chances.

• Another approach, and this is the one that we will be focusing on, is to
simplify our target space to a point. This of course makes only sense in the
case we are including gravity in our discussion: we do not include any matter
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őeld and try to study gravitational observables.
Note that if we take β = 0 then ϕ : Σ → X is homologically equivalent to
the constant function, thus

Mg,n(X, β = 0) ∼= Mg,n ×X

Where Mg,n is the moduli space of Riemann surfaces of genus g with n
marked points, and if we take X to be a point we have that

Mg,n(pt, β = 0) ∼= Mg,n

In this case our discussion heavily simpliőes. In fact Mg,n is almost non-
singular as a complex manifold (it has some singularities which makes it
an orbifold). Moreover we will see that gravitational observables are very
natural characteristic classes deőned on Mg,n and that we can also őnd (as
in the case of topological őeld theories) some recursion relations that will
allow us to compute correlation functions.
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6 Moduli space

In the previous sections we have seen the importance of compact orientable surfaces
without boundaries. It is natural now, if we want the metric to be dynamical, to
study the moduli space of Riemann surfaces, since, as in the context of bosonic
string theory, we will have to integrate over it, if computing correlation functions.
Before diving directly into this topic let us recall some results regarding complex
curves.

6.1 Complex curves

A topological surface is a topological space of two real dimensions which is endowed
with a differentiable structure. If we restrict to the case of orientable, compact,
without boundaries surfaces there is just one topological invariant: the genus g
which corresponds to the number of handles of the surface.
Clearly this implies that only with this structure there is not much variety of cases.
This is why, from the mathematical point of view, we add őner structures on it,
in particular

• A Riemannian metric, given by a positive deőnite tensor

g = gijdx
i ⊗ dxj

which gives a notion of distance on Σg (the topological surface).

• Once given a Riemannian metric it is possible to introduce a conformal struc-
ture, which is given by the data of the Riemannian metric, up to scaling by
a positive function on Σg. This means an equivalence relation between Rie-
mannian metrics

g ≃ η ⇐⇒ η = gf

This corresponds to őxing the angles between tangent vectors on Σg, but not
their length.

• An almost complex structure which is an automorphism

J : TΣg → TΣg s.t. J2 = −2

This corresponds to rotating tangent vectors by π/2, and since a conformal
structure őxes angles, one can always őx an almost complex structure from a
conformal one. The converse is also true: given an almost complex structure
at any point p ∈ Σg one can take a tangent vector v ∈ TpΣg and the vector
u = Jv and specify the metric with respect to this basis to be

gαβ = δαβ
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This is in agreement with the fact that locally on any surface we can always
perform a coordinate change such that

gαβ = f(z)δαβ

• If the almost complex structure is integrable (which is always true for sur-
faces) then we have a complex structure. This is equivalent to state that
transition functions in the differentiable structure may be chosen to be holo-
morphic.
A surface Σg with a given complex structure is called Riemann surface.

• Every Riemann surface carries also an algebraic structure, which means that
can be described as the vanishing set of homogeneous polynomials deőned
on CPn. This is a useful fact since it allows to study Riemann surfaces using
algebraic results.

Conformal structure is fundamental in the study of strings, and we have seen here
that for surfaces

conformal structure ⇐⇒ complex structure ⇐⇒ algebraic structure

We will see that if we just consider smooth curves our moduli space will be open
and that singular curves will play a fundamental role in their compactiőcation.
In particular the simplest singularity (and the key one) is the node. It is described
locally by the analytical equation deőned in C2

xy = 0

A nodal curve may be represented as in őgure (5)

Figure 5: An example of nodal curve displaying two nodes, note that it appears
that the two components at the node are tangent, this is not true in general, but
is the only way of representing a node in 3 dimensions
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We also deőne its normalization Σ̃ to be the disconnected Riemann surface ob-
tained by ungluing its nodes. Consider the map, called the normalization map

ν : Σ̃ → Σ

We will deőne the preimages of the nodes in Σ̃ to be the node branches and the
connected components of Σ̃ to be the irreducible components of Σ.
Finally we deőne the arithmetic genus of Σ to be the genus of the curve obtained
by smoothing the nodes in such a way to obtain a smooth connected curve.
We will just refer to it as the genus of the singular curve. Note that the genus of
a curve is not the genus of its normalization, in general, for example in őgure (5)
genus of the curve is 1, while the genus of its normalization is 0.

6.2 The moduli space of Riemann surfaces

The deőnition of the moduli space useful in the physical context is in terms of
smooth orbifolds in the analytic setting.

The idea is to collect the set of all possible complex structures that a őxed topo-
logical surface may display, each element of this set represent an equivalence class
of complex structures, where the equivalence relation is given by complex isomor-
phisms.
This set admits a differentiable structure, since there exist inőnitesimal variations
of the complex structure, however it is not smooth as a differentiable manifold
and the proper mathematical setting is the one of orbifolds. Roughly speaking an
orbifold is locally isomorphic to an open ball in Cn factorized by a őnite group
action, this group exactly represents the complex isomorphisms.

Definition 6.1. Let X be a topological space and let V ∈ X be an open subset.
Then ϕ is called an orbifold chart if it is a homeomorphism

ϕ : U/G→ V

Where U ∈ Cn contractible and G is a őnite group acting on U in a bi-holomorphic
way.

Definition 6.2. A subchart ϕ′ of ϕ is a homeomorphism

ϕ′ : U ′/G′ → V ′

where V ′ ⊂ V and there exists a group homomorphism G′ → G and a holomorphic
embedding U ′ →֒ U such that:
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• The embedding and the group homomorphism are equivariant w.r.t. the
group action

• The stabilizers in G and G′ at any point are always isomorphic

• The embedding commutes with the homeomorphisms ϕ and ϕ′

Definition 6.3. Two orbifold chart on V1 and V2 are compatible if every point of
V1 ∩ V2 is contained in an orbifold chart V3 which is a subchart of both V1 and V2.

Finally

Definition 6.4. An orbifold is a topological space X together with an open cover
{Vα}α∈I of compatible charts.

Thanks to this deőnition we can generalize any tool that have a local deőnition
(like diffferential forms and vector bundles) by requiring the the local deőnition to
be invariant under the group action of the chart that we are considering.
Thus cohomology and homology may still be deőned and moreover Poincaré du-
ality holds, note however that it is safer to consider homology with coefficients in
Q: H∗(X,Q), because of the quotient by a őnite group. In the following we will
always assume that this is the case.

For example for the case of a differential form we require it to be invariant under
the G action, or for vector bundles we require local trivializations to be G invariant.

At last we can give the deőnition of map between orbifolds, such that each őber
over a point is a manifold. This will be enough for the study of moduli space.

Definition 6.5. A map of orbifolds with manifold őbers is a map f : X → Y such
that it admits a continuous map of the underlying topological spaces f̃ : X̃ → Ỹ
together with:

• the choice ∀y ∈ Y of a chart ϕy : Uy/G→ Vy where y ∈ Vy;

• a holomorphic map F : Ux → Uy;

• a lifting of the group action on Uy to Ux commuting with F

• an isomorphism ϕx : Ux/G→ Vx with an open suborbifold Vx ∈ X such that

ϕy ◦ F = f̃ ◦ ϕx
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From now on we will turn our attention to the moduli of Riemann surfaces and in
particular we will start considering the moduli space Mg,n where n are őxed points.

The main reason for considering őxed points is reducing the isomorphisms avail-
able in G, so that G is őnite and we get a smooth orbifold.
For example the M0,0 has a inőnite group of isomorphisms: SL(2,C). Thus we
have a group action which is inőnite which means a singular orbifold.
This can be őxed by őxing three points, for example 0, 1,∞. This completely őxes
the isomorphisms just to the identity, so that the space M0,3 = pt.

Remark: We have a criterion thanks to which we can immediately say if the
moduli space is a smooth orbifold. It turns out that the isomorphism group of a
Riemann surface satisfying

2− 2g − n < 0 (22)

is always őnite (this condition is equivalent to ask negative Euler characteristic of
the Riemann surface).
In this case the moduli space Mg,n has dimension dimMg,n = 3g − 3 + n. Thus
the only ill-behaved moduli spaces are M0,0, M0,1, M0,2, M1,0.

All of this deőnitions allow us to deőne another important object: the universal
curve. The following result comes to help

Theorem 6.1. Let Σ be a Riemann surface satisfying (22), and let G be its őnite
isomorphism group. Then there exists

• An open ball U ⊂ C3g−3+n.

• A map π : C → U where each őber on a point is a Riemann surface with n
marked points.

• A G action on C descending to a G action on U given by π ◦G.

satisfying

• The őber C0 = π−1(0) is isomorphic to C.

• The action G|C0
preserves C0 and acts on it as the isomorphism group.

• For any family CB → B of smooth curves with n marked points homeomor-
phic to C such that Cb is isomorphic to C for some b ∈ B. Then there exists
b ∈ B′ ⊂ B and a map ϕ : B′ → U such that the family őbration C ′

B → B′ is
the pullback of the family őbration C → U under ϕ.
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The above construction implies that the map π, called the universal curve, is map
between orbifolds with manifold őbers. The two orbifolds we are considering are
the moduli space Mg,n covered by local charts U/G and Cg,n covered by local
charts π−1(U)/G.

6.3 The Deligne-Mumford compactification

Up to now we have discussed about the local description of the moduli space in
terms of open neighbourhoods. It turns out that in general Mg,n is not compact.
For example we can take M0,4. This corresponds to őx three points on the sphere
0, 1,∞ and then the four point can be added anywhere but the former three points,
this means that

M0,4
∼= CP1 \ {0, 1,∞}

which clearly is not compact. what happens if we take the limit the 4-th point t
to approaches one of the other three points?
In practice let us parametrize the fourth point to be [t : 1] it seems now that the
fourth points in the lim t→ 0

([0 : 1], [1 : 1], [1 : 0], [t : 1]) → ([0 : 1], [1 : 1], [1 : 0], [0 : 1])

However if we change coordinates by performing a projective transformation we
can őx the fourth point x4 to be őxed at [1 : 1] and give the mobility freedom to
the second one. In practice we can multiply our coordinates by the non singular
matrix 


1/t 0

0 1





obtaining for t lim 0

([0 : 1], [1/t : 1], [1/t : 0], [1 : 1]) → ([0 : 1], [1 : 0], [1 : 0], [1 : 1])

And now the second and the third point are approaching each other. So that just
by changing the representative of our őber on Mg,n we have that there is another
pair of points approaching each other. This is solved in terms of bubbling, which
means by introducing a nodal curve where the node separates the two pair of
points, as in Figure (6).

We have talked about nodal curves earlier, however we can only consider them
when they carry a őnite isomorphism subgroup. This lead us to the notion of
stable curves, which is a nodal curve such that
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Figure 6: The bubbling related to the compactiőcation of M0,4

1.

4.

.2

.3

• The only singularities of the curve are nodal ones.

• The marked points do not coincide with the nodes (in fact we will allow
the limit of marked point to a node, but this will result in the formation of
a bubble containing the marked point between the two components of the
node)

• All components of the normalization of the curve satisőes (22), where the
nodes are treated as marked points.

An example of stable curve is given in Figure (7).
The following theorem gives a complete justiőcation for our construction

Figure 7: An example of a stable and of an unstable curves

.

.
.

Theorem 6.2. When (22) is satisőed there exist a smooth compact orbifold Mg,n

of dimension 3g − 3 + n, a smooth compact orbifold Cg,n of dimension 3g − 2 + n
and a map π : Cg,n → Mg,n, such that

• Mg,n ⊂ Mg,n is an open dense suborbifold and the same holds for its preim-
age π−1(Mg,n) = Cg,n inside Cg,n.

• the őbers of π are stable curves of genus g and n marked points.
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• The stabilizer at point p ∈ Mg,n is the isomorphism group of the curve
Ct = π−1(p).

The space Mg,n is called the Deligne-Mumford compactiőcation. And the set
Mg,n \ Mgn is the boundary of the compactiőcation and we will see that is has
great mathematical and physical importance.
In particular is a codimension 1 orbifold which means that is a divisor inside Mg,n.
An important result is that it consists of co-dimension 1 divisors which always in-
tersect transversally.
This is a key fact: we have seen that the compactiőcation involves the formation of
nodes, thus intersection points of the boundary divisor may be seen as the bound-
ary of the boundary divisor itself. This means that intersection of two components
form a co-dimension 2 submanifold and further intersections form codimension k
subvarieties and the őbers over these intersections in Cg,n have k nodes in them.
A visual example of this will be clearer later and can be visualized in the half
dimensional picture (8).

Disclaimer: The Deligne-Mumford compactiőcation is not the only possible com-
patiőcation for the moduli space. In the mathematical setting there are a lot of
non-equivalent ones. From the physical point of view it is not that clear why this
should be the most natural one. For sure it has been the most relevant since the
’90s due to the intense progress made by Witten in that period.

6.4 Forgetful maps

There is a key relationship between moduli spaces sharing the same genus. In fact
we can deőne the the map called the forgetful map acting on a curve (C, x1, ..., xn, xn+1, ..., xm)
where x1, ..., xm are the őxed points, such that

(C, x1, ..., xn, xn+1, ..., xm) 7→ (C, x1, ..., xn)

However we must pay attention to stability of the resulting curve, in fact if we
delete one or two points on a spherical component with only one node (or on
a spherical component with two nodes), the curve will not be stable. This is
why we compose this operation with the stabilization map. Whenever a spherical
component will result unstable we contract it to a point.

(C, x1, ..., xn) 7→ (C̃, x̃1, ..., x̃n)

Thus we may deőne the forgetful map

p : (C, x1, ..., xn, xn+1, ..., xm) → (C̃, x̃1, ..., x̃n)
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Note that the problematic only regards the boundary divisor and only particular
strata of it.

It is useful to consider the forgetful map of just a point, in fact the following
result holds

Theorem 6.3. Consider π : Cg,n → Mg,n and the forgetful map p : Mg,n+1 →
Mg,n, then π and p are isomorphic as orbifolds maps with manifold őbers.

There is a nice way to picture this isomorphism of maps, in fact one can think as
the n+ 1 őxed point as the coordinate running on the őber in Cg,n. We just have
to keep track of bubbling/stability, let us consider the following cases

• If we have that (C, x1, ..., xn) is stable then

(C, x1, ..., xn) = (C̃, x̃1, ..., x̃n)

Thus xn+1 will just be the coordinate running on the őber inside Cg,n.

• If xn+1 lies on a genus 0 component that has one other marked point and
only one node, then its image in Cg,n will be the node of the stable curve
with the spherical component contracted.

• If xn+1 lies on spherical component with just two nodes then its image in Cg,n
will be the node in the surface with that spherical component contracted.

We can also construct the inverse map for this and in this way we can prove that it
is in fact an isomorphism. Note that the construction of the inverse map, implies
that the image of a marked point represents a nodal curve in Mg,n, thus the ith
section represents an element of the boundary divisor: the one with a node at xi
attached with a sphere containing xi, xn+1.

We can look Figure (8), to give an example of this isomorphism. This exam-
ple considers the half dimensional representation of M1,1 and its universal curve,
where the self intersected curve represents the nodal curve, then we look at C1,1

to be M1,2.

The key thing to note here, is that when playing with the forgetful map of the
point xn+1 (which is actually equivalent to the universal curve) one is losing some
information on the boundary divisor.
Basically, let ∆n and ∆n+1 be the boundary divisors in Mg,n and Mg,n+1 respec-
tively, we can try to compare the pull-back of the boundary divisor ∆n with ∆n+1.
Thus we need to consider the divisors δi,n+1 and the co-dimension two subvariety
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Figure 8: Through this example we may also notice that in the in the intersection
of the boundary divisor of M1,2, there is are curves with 2 nodes

M1,1

C1,1
∼= M1,2

..

.. .
.

. .

.

.

σi

Figure 9: The boundary subvarieties that are are forgotten in the forgetful mor-
phism, the n+ 1 marked point is the unnamed one

.i
. .

δn+1 which respectively encodes the curves as in őgure 9.

This is exactly the information that one loses by the forgetful map. We will see
later how this plays in terms of cohomology classes.

Another type of maps that we can deőne in a similar way, and these are the
best suited for the description of of boundary divisors are attaching maps.
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Let S ′, S ′′ be a disjoint partition of S = {1, ..., n}, let g = g′ + g′′, such that

Mg′,S′∪x′ Mg′′,S′′∪x′′

are stable.

We deőne the attaching map of separating kind to be the map

q : Mg′,S′∪x′ ×Mg′′,S′′∪x′′ → Mg,n

The map that assigns to two stable curves, the curve where we identify the points
x′, x′′ creating a separating node between the two components.

Similarly we can deőne the attaching map of non-separating kind to be the map

q : Mg,n+2 → Mg+1,n

that assigns to a stable curve the curve obtained by identifying the marked points
n+ 1 and n+ 2.

6.5 Some cohomology classes

As we have seen in the context of topological twisting, De Rham cohomology (in
that case of the target space) plays an important important role since it is iden-
tiőed with physical operators. When coupling to gravity, then, it is natural to
extend this to cohomology classes on the moduli space. In this case not all the
cohomology ring may be relevant. We will make here some examples, however
we will need some deőnitions and to state some facts about differential forms for
nodal curves.

Recall that a differential on a Riemann surface is given by fdg (where f, g are
meromorphic functions) and, in particular, on a genus g ≥ 1 curve there are g
linearly independent differentials (this is reŕected in h(1,0) = g).

Definition 6.6. A meromorphic differential α on a stable curve C with marked
points is a meromorphic one form on C such that

• The only poles of α are at the marked points or at nodes of C.

• The poles are at most simple.

• The residues of the poles on to two branches meeting at a node must be
opposite to each other.
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By means of this deőnition one can show that on a genus g stable curve there are
g meromorphic differentials. Thus we will deőne cohomology classes on Cg,n in
terms of these forms.

It is worth saying that the whole De Rham’s cohomology ring is very compli-
cated to study, and there are some results in literature, that it is very difficult to
try to study generic cohomology classes of Mg,n starting from low values of g, n.
This is why we restrict ourselves to the study of the tautological rings.
A tautological ring is a minimal subring R∗(Mg,n) ⊂ H∗(Mg,n), that is closed
under the push-forward by all forgetting and attaching maps.

We will use two ways for building cohomology classes, which will turn out to
be equivalent

• The őrst is to consider submanifolds of the moduli space and to consider
them as homology cycles in H∗(Mg,n). We know that Poincaré duality holds
for orbifolds, so this is a good way of producing cohomology classes. Which
submanifolds should we choose?
It comes out that the most interesting ones are the boundary ones. For
example looking at the previous example we have that (we will denote with
square brackets the Poincaré dual of a cycle)

δi,n+1 ∈ H6g−4+2n(Mg,n+1) =⇒ [δi,n+1] ∈ H2(Mg,n+1)

• Another way is by considering characteristic classes of vector bundles deőned
on Mg,n. We know that they encode more topological information than seen
simply as cohomology classes but in this way we can build cohomology classes
of particular interest. We will mostly deal with line bundles, and for them
we have that the őrst chern class has great relevance.

In order to build a bridge between these two points of view let us recall some facts
regarding divisors and line bundles.

Recall that a line bundle is a őbration π : L → X whose őbers are lines (C),
and such that there exist an open cover of {Ui}i∈I over which π is trivial

ψi : π
−1(Ui) → Ui × C

Moreover we need a compatibility relation between these local trivialization on
non-empty intersections Ui ∩ Uj ̸= ∅, which can be done through transition func-
tions

ϕij : Ui ∩ Uj × C → Ui ∩ Uj × C

ψi = ϕijψj
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Which are holomorphic functions deőned on Ui ∩ Uj. These must satisfy

ϕij ◦ ϕji = 1 ϕij ◦ ϕjk ◦ ϕki = 1

A section of a line bundle is given by a map σ : X → L such that the composition
π◦σ = IX . Sections are global objects so they also need to satisfy the compatibility
relation

si = ϕijsj

If one is able to őnd a non-vanishing section then the line bundle is trivial, namely
L = X×C. In this case if X is compact the only holomorphic sections are constant
ones. Instead if L is not trivial there are no non-vanishing sections, and the zeroes
of them deőne a divisor.
A divisor is a formal sum of hypersurfaces Vi with integer coefficients

D =
∑

i

nαVα nα ∈ Z

These hypersurfaces are deőned locally on an open cover Ui as zeroes of holomor-
phic functions fαi = 0, up to rescaling by a non-vanishing holomorphic function.
Formally we say that the divisor D has

a zero of order ni along V ∩ Ui (if ni > 0)

a pole of order ni along V ∩ Ui (if ni < 0)

The bridge is now quite clear

• Let V be an irreducible hypersurface, then we have that on Ui ∩Uj ̸= 0, the
deőning local functions fi, fj must agree (up to a rescaling of a non-vanishing
function given by ϕij = fi/fj). Since these are non-vanishing and since they
respect the compatibility conditions we can use them as transition functions
for a line bundle!

• One can also show that any holomorphic section of a non-trivial Lmay vanish
on different divisors, however they do not differ as homology cycles. So that
if a section s0 has zeroes on D and another section s1 has zeroes on D′, then
cycle

D −D′ = 0 ∈ Hn−2(X)

This implies that any line bundle deőned on a compact space X deőnes a
cohomology class that in particular is exactly the őrst chern class c1(X) =
[D] ∈ H2(X).
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In conclusion over a compact space X a divisor D determines a line bundle L, and
sections of L determine a divisor D′ and they are equivalent as homology cycles

D ∼ D′ ∈ Hn−2(X)

All the above discussion can be made more rigorous by using sheaf cohomology,
however we will need only the stated results.

6.5.1 ψ classes

Given a stable Riemann surface c we can deőne on it the cotangent line bundle on
the non-singular points of it, given by the dual of the tangent bundle. We can also
extend it to the nodes of a stable curve. Thus in this way we are able to build a
line bundle over Cg,n given by the cotangent lines of the őbers. We denote this line
bundle by L, and its sections will be exactly meromorphic sections as described
above.

Definition 6.7. Let us consider the moduli space Mg,n and its universal curve
π : Cg,n → Mg,n, let si : Mg,n → Cg,n be the sections corresponding to the ith
marked point. We deőne the line bundles

Li := s∗i (L)

Then we deőne the ψi classes ∈ H2(X), to be

ψi := c1(Li)

Example: We can explicitly describe the ψ classes in the case g = 0. We will
do this exactly by building sections αi on Li and by looking at the zeroes of the
section, the Poincaré dual of this divisor will give us c1(Li).

Take pairwise distinct i, j, k ∈ {1, ..., n} and denote by δi|jk the divisor of sta-
ble curves where a node separates xi from xk, xj marked points. Then we can
construct a meromorphic section α of L, in the following way.
Consider a stable curve C ∈ Cg,n and take a meromorphic one form α|C

• α|C has a simple pole a with residue 1 at xj and a simple pole with residue
−1 at xk.

• If the curve C is nodal then it will be a łtreež of spheres. Consider the sub-
tree connecting xj to xk, then we ask α|C to have a simple pole with residue
1 on the nodes connecting to xj and a simple pole with residue −1 on the
nodes connecting to xk
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• α|C vanishes on all the components outside the connecting sub-tree.

We can take this to be a section on L by deőning it on any őber of Cg,n. Now let
us look at the values that it takes on si, α|si :

• If xi is in the sub-tree connecting xj to xk then α is non-vanishing at xi.

• If xi is not on the connecting sub-tree then α vanishes at xi

This implies that since α|si is a section of Li (which is built just by taking the
cotangent őbers at xi), that α|si vanishes on Li exactly on the divisor δi|jk. Thus

ψi = δi|jk

As we may understand from this example ψ classes are closely related to particular
boundary divisors.
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7 Topological strings

We will now return our attention back to the study of topological strings, starting
from the twisted non-linear σ models.
We have seen how they are described and how they turn out to be cohomological
őeld theories.
If we want the metric to be dynamical degree of freedom we have to go through
the following steps

• We have to rewrite the lagrangian of the theory in a covariant way by re-
placing the ŕat metric by dynamical one h, introducing covariant derivatives
(instead of z, z̄ ones) and multiplying the measure by

√
h

• Then one needs to introduce the kinetic term for the metric, given by the
Einstein-Hilbert lagragian, and since we want to preserve some supersym-
metry we are likely to insert ghost őelds.

• Then we need to perform the integration over the moduli space of stable
maps Mg,n(X, β)

Note that in order to deőne strings in a proper way we will need a CY target
space, that supports conformal invariance.
We will not discuss the very őrst point since Mg,n(X, β) is away from our discus-
sion. Thus since our target space will be the one of a point the twisted action will
reduce to 0 (obviously a point is CY ).
We will still perform twisting at the level of the conformal algebra, since we know
how twisting acts on the energy momentum tensor and we will see that this has
strong implications in terms of central charges and conformal anomaly.

7.1 Twisting the conformal algebra

Conformal invariance plays a huge role in string theory since it allows to reduce
the path integral to an ordinary integral over the moduli space of conformal struc-
tures (which is also the moduli space of complex structures). Usually this has to
be done paying attention to conformal anomalies and this is why bosonic string
theory has the critical dimension of target space D = 26.
The conformal algebra is usually given in terms of the modes of the Fourier expan-
sion of the energy momentum tensor, this is where open and closed strings differ,
we will discuss only the closed case.
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The energy momentum tensor corresponds to the conserved charges w.r.t. world-
sheet change of coordinates. It is a rank two tensor with four components

T (z, z̄) =




Tzz Tzz̄

Tz̄z Tz̄z̄





Note: The metric expressed in terms of z, z̄ is antidiagonal so that

∂z = ∂z̄ ∂ z̄ = ∂z

Conformal invariance implies that Tzz̄ = Tz̄z = 0, while Nöther current conserva-
tion (∂αT

α
β ) implies ∂z̄Tzz = 0, while ∂zTz̄z̄ = 0. Thus we may deőne T (z) = Tzz

and T̄ (z̄) = Tz̄z̄. In the closed string case these are independent degrees of freedom.
We can expand them in Laurent modes, giving

T (z) =
∑

m

Lmz
−m−2 T̄ (z̄) =

∑

m

L̄mz̄
−m−2

Satsfying the commutation relations of the łquantumž Virasoro algebra

[Lm, Ln] = (m− n)Lm+n +
c

12
m(m2 − 1)δm+n

Where c is the central charge of the theory and is the term creating conformal
anomaly, that, for example, in the bosonic case may be canceled only in 26 dimen-
sions.
The complex conjugate operators satisfy similar commutation relations. Thus we
get two sets of Virasoro algebras.

We now introduce the R-symmetry currents.
In particular let us consider a conserved U(1) current Jα(z, z̄). Then in our coor-
dinates we have two possibilities (since it has to be conserved ∂αJ

α = 0)

∂z̄Jz + ∂zJz̄ = 0 =⇒ J(z) := Jz J̄(z̄) := Jz̄

And these two components may be seen as the conserved currents acting separately
on the left and right-moving modes of the string. (The name can be explained by
returning back to the Lorentzian signature)
Thus we jave two generators that act only on the holomorphic/anti-holomorphic
modes of the string. By looking at the algebra (4) this means that

FV =
1

2
(FL + FR) FA =

1

2
(FL − FR)



7 Topological strings 57

We can now expand these currents into Laurent modes

J(z) =
∑

m

Jmz
−m−1

Now from the commutation relations that the őelds satisfy, and writing each mode
in terms of the őelds one can őnd that the symmetry algebra is

[Lm, Ln] = (m− n)Lm+n +
c

12
m(m2 − 1)δm+n

[Lm, Jn] = −nJm+n

[Jm, Jn] =
c

3
mδm+n

Now we have all the ingredients to make the topological twisting.
In fact we know that the generator of a symmetry is just the integration over
a space-like hypersurface of the conserved current. Since we have done Wick’s
rotation in order to go to Euclidean setting, time is now the radial direction. Thus
a spacelike curve is, for example a circle Cr around the origin, then

FL =

∫

Cr

J(z) =

∫

Cr

∑

m

Jmz
−m−1 =

∫

Cr

J0z
−1 = 2πiJ0

Where we have used Cauchy’s theorem. Analogously FR = 2πiJ̄0
Recalling the twisting operation in Table (1), we have that

MA =M − FV =M − 1

2
(FL + FR) =M − 1

2
(J0 + J̄0)

MB =M − FA =M − 1

2
(FL − FR) =M − 1

2
(J0 − J̄0)

And recalling that it holds that M = 2πi(L0 − L̄0) we have that

L0 → L0,A = L0 −
1

2
J0 L̄0 → L̄0,A = L0 +

1

2
J̄0

L0 → L0,B = L0 −
1

2
J0 L̄0 → L̄0,B = L0 −

1

2
J̄0

An this can be achieved by modifying the energy momentum tensor such that we
get another rank two conserved tensor which components are

T̃ (z) = T (z) +
1

2
∂J(z)

Note the discrepancy between the two Laurent expansion, this make sense now
since

∂J(z) = −
∑

m

Jm(m+ 1)z−m−2
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So that

T̃ (z) =
∑

m

(
Lm − 1

2
(m+ 1)

)
z−m−2 =⇒ Lm,A = Lm − 1

2
(m+ 1)Jm

And clearly is a conserved current since ∂z̄T̃ (z) = 0.
We can perform similar calculations for the right-moving sector (paying attention
to a different sign in the A case). In both cases if we compute again the algebra
for the twisted Virasoro generators we get (for example in the A-case)

[Lm,A, Ln,A] = [Lm, Ln]−
1

2
(m+ 1)[Jm, Ln]−

1

2
(n+ 1)[Lm, Jn]+

+
1

4
(m+ 1)(n+ 1)[Jm, Jn] =

= (m− n)Lm+n +
✘
✘
✘
✘

✘
✘

✘
✘
✘
✘✘c

12
m(m2 −m)δm+n+

− 1

2
(m+ 1)mJm+n −

1

2
(n+ 1)(−nJm+n)+

+
✭
✭
✭
✭

✭
✭

✭
✭

✭
✭
✭
✭
✭
✭✭1

4
(m+ 1)(−m+ 1)

c

3
mδm+n =

= (m− n)
(
Lm+n −

1

2
(m+ n+ 1)Jm+n

)
= (m− n)Lm+n,A

In this way we have seen how twisting modiőes the superconformal algebra and
one can show [22]-[21] that this is the only part that changes.
Note that the central charge in the commutation relations is gone! This implies
that for twisted strings we do not have a critical dimension for our target space, in
particular topological string theories are well deőned target spaces of any dimen-
sion.
This also means that we may compute correlation function by doing integrals over
the moduli space Mg,n(X, β).
In particular this shows also that it is possible to deőne a string theory with target
space the point.

7.2 2D quantum gravity and physical operators

In this case there is an interest point to discuss. In fact we are dealing with a
string theory without any matter őeld, the only degree of freedom is gravity. Thus
this model could be seen as an attempt to study a quantum őeld theory of a two
dimensional universe, in some sense a toy model for 2D gravity.
Our goal is to describe this theory as a cohomological one and this is where we
need a supercharge (which is nilpotent) acting on our only degree of freedom left:
the metric.
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It is not actually easy to give a complete formulation of the lagragian describing
this toy model. This is usually done by physicist by trying to gauge all symme-
tries of the lagrangian, which in particular are reparametrization and conformal
invariance. This has been discussed for example in [3]-[16]-[17].

Brieŕy the way to do this is to introduce a super-partner of the metric ψαβ, and
then proceeding with gauge őxing by adding ghost őelds. This deőnes the super-
charge Q, together with supersymmetric transformations of the ghost őelds.
Thus, we know that physical operators are exactly equivalence classes of the Q-
cohomology. However in this case the Q supersymmetric operator is not acting on
our target space, but on the metric itself, which after gauge őxing, is a degree of
freedom varying on Mg,n, so Q acts on Mg,n.

It turns out by studying supersymmetric transformations acting on the metric
and on ghost őelds, that physical operators are exactly elements of the tautolog-
ical rings that we have discussed above. This discussion is quite complicated and
out of the scope of this thesis, however this is the reason for which physicists are
interested computing correlation functions of tautological classes.

In particular, thanks to the non-anomalous conformal invariance, we are able in
the case topological gravity to localize our action to the moduli space Mg,n, this
means, as in the example of the A-twist, that correlation functions are integrals
over the moduli space we have localized on.
Clearly the most natural objects that we can integrate over Mg,n are cohomology
classes of Mg,n, and this is why they are so special in this context.
From mathematics we also know that the generic cohomology ring of Mg,n is very
difficult to get hold of, thus we restrict to the study of tautological classes, so that
intersection numbers of them are both interesting from both the mathematical and
the physical point of view.
In the next section we will show that we are able to compute correlation functions
of one particular type of classes, the ψ ones.
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8 Correlation functions for topological strings

As promised we will give here an overview concerning correlation functions for
topological strings, and give some examples that clarify their computation.
We have seen how in the case of topological correlation functions for twisted theo-
ries all the physical information was contained in the chiral ring and that through
some recursive relations we were able to obtain any correlation function for any
genus g of the worldsheet, just by knowing the topological metric and the correla-
tion functions of three physical operators on the g = 0 case.

We would like to obtain an analogous for this new case. This can be done by
giving some results concerning the boundary divisor and a better comprehension
of the forgetful map forgetting xn+1 which is isomorphic to the universal curve.
However it happens that we can almost obtain the same thing, and that for generic
genus there is much more to discuss on this topic, concerning Witten’s conjecture
and the relation to integrable systems of PDEs (though this will be out of the
scope of the thesis).

8.1 The boundary

The boundary of Mg,n, as stated above, is nice as one would wish: all intersections
of the boundary with itself are transverse.
Moreover one can give an interpretation of the irreducible components composing
it, thanks to the attaching map of separating kind that we have discussed previ-
ously.
Let S = {x1, ..., xn} be the marked points, then for each partition of S, S ′∪S ′′ = S
and of the genus g′ + g′′ = g, such that 2 − 2g′ − #S ′ < 0, 2 − 2g′′ − #S ′′ < 0.
Then there is the irreducible component of the boundary divisor

D = D(S ′, g′|S ′′, g′′)

that can be described by moduli spaces of lower dimension

M′
:= Mg′,S′∪{x′} M′′

:= Mg′′,S′′∪{x′′}

Such that D is isomorphic to the image of the attaching morphism ρD that iden-
tiőes the points x′ and x′′ (on their respective universal curve). Let τ ′, τ ′′ be the

projection on the őrst and on the second element in the product M′ ×M′′
, this
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situation can be summarised in the following

M′ M′ ×M′′ M′′

D ⊂ Mg,n

τ ′ τ ′′

ρD

So that any point of D represents a nodal curve with node on x′ ∼ x′′ and the two
components at the node are encoded by the elements of M′

,M′′
.

Example: consider δi,n+1 ⊂ Mg,n+1 the divisor with one node dividing the xi, xn+1

contained on a genus g = 0 component.
In this case S ′ = {xi, xn+1, x

′}, g′ = 0 and S ′′ = {x1, ..., x̂i, ..., xn, x′′}, g′′ = g.
So that

M′
= M0,3

∼= {pt} M′′
= Mg,n

Thus this case, then M′ ×M′′ ∼= M′′ ∼= Mg,n and the attaching map is trivial to
the identity. Thus

δi,n+1 ≃ Mg,n

And by looking at the isomorphism (6.3), it is clear that ρD = σi as seen as a map

σi : Mg,n → Cg,n ∼= Mg,n+1

in fact the points p ∈ σi represent exactly curves where the added point coincide
with xi, but since they cannot coincide they describe the same curve with a node
at xi and a genus g = 0 bubble containing xi, xn+1.
Note that

• The forgetful map p : Mg,n+1 → Mg,n restricted to δi,n+1 becomes an iso-
morphism

• By our deőnition of δi,n+1 there is no intersection

δi,n+1 ∩ δj,n+1 = [δi,n+1] · [δj,n+1] = 0 ∀i ̸= j (23)

The following proposition will give us an important result

Proposition 8.1. By using the above notation we have that

ρ∗DLi =
{

τ ′∗Li if xi ∈ S ′

τ ′′∗Li if xi ∈ S ′′
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Proof. As we have heuristically stated above, points in ρD(M′ × M′′
) represent

stable curves with one separating node at x′ ∼ x′′. This can be formalized by
looking at the two universal curves

π′ : C ′ → M′
π′′ : C ′′ → M′′

By using them we can work out the following commutative diagram

τ ′∗C ′ ∪x′∼x′′ τ ′′∗C ′′

τ ′∗C ′
τ ′′∗C ′′

C ′ M′ ×M′′ C ′′

M′ M′′

π̄′

π̄′′

π′

τ ′ τ ′′ π′′

Where τ ′∗C ′∪x′∼x′′ τ ′′∗C ′′
is the union of the two universal curves where we identify

σ(x′) with σ(x′′) forming a node at the identiőcation.

In this way we may see how we can think τ ′∗C ′ ∪x′∼x′′ τ ′′∗C ′′
to e a suborbifold of

the universal curve Cg,n

τ ′∗C ′ ∪x′∼x′′ τ ′′∗C ′′ Cg,n

M′ ×M′′ Mg,n

π

ρD

Thus ρ∗DLi is given by the pull-back of the cotangent bundle inside τ ′∗C ′∪x′∼x′′τ ′′∗C ′′

ρ∗DLi = σ̃∗
iL where σ̃i : M′ ×M′′ → τ ′∗C ′ ∪x′∼x′′ τ ′′∗C ′′

However the i section restricted to this set is always in one of the two components
of the union, and we can construct the line bundle, just by looking at the relevant
component. So that

σ̃∗
iL =

{

τ ′∗σ′∗
i L if i ∈ S ′

τ ′′∗σ′′∗
i L if i ∈ S ′′
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Remark: if we take the divisor δi,n+1 we have that (recall that ρD = σi, τ
′′ =id)

• If j ̸= i, n+ 1 then σ∗
iLj = Lj on Mg,n, so that

σ∗
i ψj = ψj

• σ∗
i ψi = 0 since we need to look at the line bundle over a point, which of

course is trivial.
Since pulling back through σi corresponds to intersecting ψi, with σi = δi,n+1

and then pushing down the intersection, then

0 = σ∗
i (ψi) = π∗(δi,n+1 ∩ ψi)

But since the restriction of π to the δi,n+1 is an isomorphism, then, on Mg,n+1,
it holds

ψi ∩ δi,n+1 = 0 (24)

We will work out now an important comparison result relating the ψi classes of
Mg,n and Mg,n+1.
As we have noted before, all the information for Li is encoded by the cotangent
bundle at the i− th marked point, so that the two line bundles will differ exactly
at the points where the line bundles over the two respective universal curves will
change at the i− th marked point. This happens exactly at the divisor δi,n+1. The
following proposition formalize the discussion

Proposition 8.2. Let p : Mg,n+1 → M be the forgetful morphism. Then (by
using some abuse of notation), it holds

ψi = p∗ψi + δi,n+1 ∈ H2(Mg,n+1) (25)

Where the ψ-class on the RHS refers to Mg,n.

Proof. As noted above the only divisor that could change ψ is δi,n+1, So that

ψi = p∗ψi + rδi,n+1 r ∈ Z

The line bundle should be then

Li = p∗Li ⊗O(rδi,n+1) = p∗Li ⊗O(δi,n+1)
⊗r

Recall that σ∗
i ψi = 0, so that

σ∗
iLi

should be trivial. This means σ∗
iLi = Mg,n×C. This allows us to compute r ∈ Z.

In fact
σ∗
iLi = σ∗

i p
∗Li ⊗ σ∗

iO(δi,n+1)
⊗r = Li ⊗ L∗⊗r

i

Which is trivial in general only if r = 1.
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Remark: By using (24) and (25), we get an important identity

0 = ψi · δi,n+1 = (p∗ψi + δi,n+1) · δi,n+1

This implies that
δ2i,n+1 = −p∗ψi · δi,n+1 (26)

Proposition 8.3. In our setting it holds

ψai = p∗ψai + p∗ψa−1
i δi,n+1 (27)

Proof. This can be easily be proven by induction on a.

• a = 1 is trivial from formula (25)

• Assuming the inductive hypothesis, then

ψa+1
i = ψai ψi = (p∗ψai + p∗ψa−1

i δi,n+1)(p
∗ψi + δi,n+1) =

= p∗ψa+1
i + p∗ψai δi,n+1 + p∗ψai δi,n+1 + p∗ψa−1

i δ2i,n+1
︸ ︷︷ ︸

−p∗ψi·δi,n+1

=

= p∗ψa+1
i + p∗ψai δi,n+1

8.2 The string and dilaton equation

The previous results will be used here to determine two recursion relations that
can simplify the computation of physical correlation functions.
First we can prove the string equation

Proposition 8.4. This relation allows to lower the number of marked points of
the moduli space we are treating, obviously we need the arriving moduli space to be
well deőned: 2− 2g − n < 0.

∫

Mg,n+1

ψa11 · ... · ψann =

∫

Mg,n

n∑

i=1

ψai−1
i ·

∏

j ̸=i

ψ
aj
j

Proof. By using (25)

n∏

i=1

ψaii =
n∏

i=1

(p∗ψaii + p∗ψai−1
i δi,n+1)
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recalling by (23), that for i ̸= j: δi,n+1 · δj,n+1 = 0.
This implies that in the product all terms involving two or more δ factors vanish.
So that

n∏

i=1

ψaii =
n∏

i=1

p∗ψaii +
n∑

j=1

p∗ψ
aj−1
j δj,n+1

∏

i ̸=j

p∗ψaii

The őrst term in the sum pulls-back to 0, since is of higher order than the dimension
of Mg,n. The second term can be integrated

∫

Mg,n+1

n∑

j=1

p∗(ψ
aj−1
j ψa11 ...ψ̂

aj
j ...ψ

an
n )δj,n+1 =

=

∫

Mg,n+1

n∑

j=1

p∗(ψ
aj−1
j ψa11 ...ψ̂

aj
j ...ψ

an
n )σj(Mg,n) =

=
n∑

j=1

∫

σj(Mg,n)

p∗(ψ
aj−1
j ψa11 ...ψ̂

aj
j ...ψ

an
n ) =

=
n∑

j=1

∫

Mg,n

σ∗
jp

∗(ψ
aj−1
j ψa11 ...ψ̂

aj
j ...ψ

an
n ) =

n∑

j=1

∫

Mg,n

ψa11 ... ψ
aj−1
j ...ψann

The second relation is the dilaton equation. In order to prove it let us make
some remarks

• Recall that the forgetful morphism p : Mg,n+1 → Mg,n restricted to δi,n+1 is
an isomorpshism, thus

p∗(δi,n+1) = Mg,n

Which in terms of cohomology classes, means that

p∗(δi,n+1) = 1 ∈ H0(Mg,n)

• Note that as for (24), it also holds that

ψn+1 · δi,n+1 = 0 (28)

This easily follows from the fact that restricted to the divisor δi,n+1 the line
bundle over the universal curve pulls back to a trivial line bundle over δi,n+1,
since it is the line bundle over a point.
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Proposition 8.5. By means of the same notation and when 2 − 2g − n < 0, it
holds ∫

Mg,n+1

ψa11 ...ψ
an
n ψn+1 = (2g − 2 + n)

∫

Mg,n

ψa11 ...ψ
an
n

Where the factors on the LHS are ψ-classes deőned on Mg,n+1, while the ones on
the RHS are defned on Mg,n

Proof. As for the string equation we can expand the integrand by using (25), and
then applying (28)

ψa11 ...ψ
an
n ψn+1 = ψn+1

n∏

i=1

(p∗ψi + δi,n+1) = ψn+1

n∏

i=1

p∗ψaii

Thus, recalling the push-forward formalism for cohomology classes, then our inte-
gral can be seen as a pairing between the integrand and Mg,n+1:

⟨ψn+1 · p∗
(

n∏

i=1

ψaii
)
,Mg,n+1⟩ =

= ⟨ψn+1 · p∗
(

n∏

i=1

ψaii
)
, p−1(Mg,n)⟩ =

= ⟨p∗
(

ψn+1 · p∗
(

n∏

i=1

ψaii
))

,Mg,n⟩ =

= ⟨p∗(ψn+1) ·
(

n∏

i=1

ψaii
)
,Mg,n⟩

and claiming that

p∗(ψn+1) = (2g − 2 + n) · 1 ∈ H0(Mg,n)

we get the statemnt.
The claim can be proven by noting that p∗(ψn+1) is a zero form that can be paired
with a generic point x ∈ Mg,n, so that

⟨p∗ψn+1, x⟩ = ⟨ψn+1, p
−1(x)⟩

so that the result is nothing but the integration of ψn+1 restricted to a curve,
C = p−1(x) inside the universal curve.
But now thinking about the isomorphism between Mg,n

∼= Cg,n, we have that,
except on the other marked points i = 1, ..., n, ψn+1|C is nothing else but the
pullback

ψn+1|C = c1(TC
∗) = −c1(TC) = −e(C)
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the Euler class, so that

⟨ψn+1, p
−1(x)⟩ = −⟨e(C), C⟩ = −χC = 2g − 2 + n

This proves the claim

p∗(ψn+1) = (2g − 2 + n) · 1 ∈ H0(Mg,n)

This two relations are very powerful, in particular they allow us to compute all in-
tersection numbers, that correspond to correlation functions, on Mg,n, for g = 0, 1.

In order to show this it is best to introduce Witten’s notation to deőne inter-
section numbers.

⟨τa1 ...τan⟩g
To be the intersection number

∫

Mg,n

ψa11 ...ψ
an
n

Sometimes it is also used another type of notation introduced since the ordering
of the marked points is not relevant when deőning intersection numbers. This
corresponds to associate, to the above intersection number

⟨τ k00 τ
k1
1 τ

k2
2 ...⟩g

Where:

• n, the number of marked points, corresponds

n =
∑

i

ki

This clearly implies that there are őnite ki ̸= 0.

• each ki corresponds to the number of ψ classes that appear as ψi in the
integral.

In particular we have that

3g − 3 + n =
∑

i=1

i · ki

Using this notation it is explicit that the order of the marked points is not relevant.

Example: let us őx g = 4, n = 5, then

⟨τ 10 τ 12 τ 34 ⟩3 =
∫

M3,5

ψ4
1ψ

4
2ψ

4
3ψ

2
4ψ

0
5



8 Correlation functions for topological strings 69

8.2.1 Example: g = 0 case

For the g = 0 case we should note that for n ≥ 3

dimMg,n = n− 3

So that we have non-vanishing intersection number only for
∑n

i=1 ai = n−3. Since
ai ≥ 0, we have that at least one of the ai = 0, this give us the possibility to use
the string equation.

Proposition 8.6. Consider Mg,n, then

⟨τa1 ...τan⟩0 =
(n− 3)!

a1!...an!

Proof. The proof entirely relies on the multinomial identity

p!

q1!...qn!
=

n∑

j=1

(p− 1)!

(qj − 1)!
∏

i ̸=j qi!

where
∑n

i=1 qi = p.
We can use this identity in our inductive step of the proof.

• For n = 3, then M0,3 is a point, and ai = 0, so that

⟨τ0τ0τ0⟩0 = 1 =
0!

0!0!0!

• In the inductive step we can use the string equation, consider on Mg,n+1,
and a1, ..., an+1 such that

∑n+1
i=1 = n − 2. Then at least one of the ai = 0,

so we can use the string equation for the forgetful map forgetting the i− th
point

⟨τa1 ...τanτ0⟩0 =
n∑

j=1

⟨τa1 ...τaj−1...τan⟩0

Then by using the inductive hypothesis and the multinomial identity

⟨τa1 ...τanτ0⟩0 =
n∑

j=1

(n− 3)!

(aj − 1)!
∏

i ̸=j ai!
=

(n− 2)!

a1!...an!
=

(n+ 1− 3)!

a1!...an!an+1!

since an+1 = 0.
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8.2.2 Example: g = 1 case

This case is already not so trivial. First we should know a starting point, in
particular, we assume (and is not trivial to show), that

∫

M1,1

ψ1 =
1

24

this could work as our starting point for the computation of intersection numbers
for g = 1.
In fact we are actually able to őnd them.

Consider ⟨τa1 ...τan⟩1, then the correlation function is non-vanishing for

n∑

i=1

ai = n (dimM1,n = n)

Since ai ≥ 0, then at least one of the ai ≤ 1 so we can use the dilaton or the string
equation, to reduce the number of marked points. This can be done inductively
up to n = 1, where we know the result.
Note that the coefficient for this case of the dilaton equation is n.

Let us compute for example

⟨τ2τ2τ1τ0τ0⟩1 = 5 · ⟨τ2τ2τ0τ0⟩1 =
= 5 · (⟨τ1τ2τ0⟩1 + ⟨τ2τ1τ0⟩1) =
= 5 · (3⟨τ2τ0⟩1 + 3⟨τ2τ0⟩1) =

= 30 · ⟨τ1⟩1 = 30
1

24
=

5

4

We can clearly see that this treatment is not enough for the generic g case. In
fact the string and the dilaton equations cannot be applied anymore for generic
intersection numbers.

However, thanks to the work of Witten and Kontsevic, a more powerful method
has been found, that allows to compute them for any genus, here we will not give
a complete description of this, but just state some facts.

Basically the generating functional of the intersection numbers obliges a partial
differential equation called Korteweg-de Vries or KdV equation.
This together with the string equation completely determines all intersection num-
bers, and it is quite an astonishing result, that have come from the physical discus-
sion of 2 dimensional gravity from two different point of view: the one of topological
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strings that we have discussed and a different approach called matrix models.
In particular there is a huge physical consequence: correlation functions of phys-
ical operators in the setting of topological strings can be computed at any order
analogously to the topological observables in the context of cohomological őeld
theories.
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9 Conclusions

The aim of this work was illustrating how topological invariants in the mathemati-
cal context, in particuar Gromov-Witten invariants for Kähler manifolds, can arise
from the study of two dimensional quantum őeld theories where the target space
is the Kähler manifold we want to study, so from a physical theory.

In particular by following the construction of these invariants from non-linear σ
models, with őxed worldsheet, we have seen how we entered the realm of topolog-
ical őeld theories, or equivalently of cohomological őeld theories of 0-degree.
For this type of theories we have seen that there are some recursion relations that
allow us to compute any correlation functions just by knowing three point corre-
lation functions where the worldsheet is forced to be the sphere.
In this context we have seen that in the A-twist example, the physical observables
where De Rham’s cohomology classes of the target space. And the computa-
tion of them was an integration over a subset of the moduli space of stable maps
Mg,n(X), this subset corresponding to the őber, over the őxed Σ, of the map
p : Mg,n(X) → Mg,n.

MΣ
∼= p−1(Σ)

In this sense the theory we where looking at was a degree 0 cohomological őeld
theory, since the push forward of the cohomology classes we where considering was
a constant function on Mg,n.

The next step was asking ourselves how we could include the worldsheet’s metric
as a physical degree of freedom, and since the theory we where studying where
twisted ones we entered the realm of topological strings.
In this setting it is natural to deőne physical operators to be cohomology classes
on Mg,n and to study higher degree cohomological őeld theories. The space we
have to integrate on in this case then is the whole Mg,n(X). However since this
space is difficult to tackle, we decided to simplify the situation, by using the metric
as the only degree of freedom, so that X = {pt}, so that Mg,n(X) ∼= Mg,n.

This can be seen as model for a two-dimensional quantum gravity, and this is
why it is important to try to study it from a physical point of view.
The last chapters where, thus, dedicated to the study of the moduli space and to
the computation of correlation functions of this toy model. We where indeed able
to show that, in this simpliőed case, we can give some recursion relations that
allow to compute generic correlation function for g = 0, 1. Moreover, it has been
shown by Witten and Kontsevich that this can be done for generic g. So that the
case where the target space is a point has been solved.
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There are still plenty of questions that may be interesting for further develop-
ment. Some of them are

• Some work has been done to try to show how ψ classes are related to grav-
itational observables, however it is not clear this passage and the study of
this aspect can give further physical meaning to other classes on Mg,n.

• As we have seen the generating function of intersection ψ correlation func-
tions obey a an integrable system of PDEs, it has been shown that this is not
the only case where these happens. Thus it is very interesting to study coho-
mological őeld theories in order to enrich our current knowledge of integrable
systems of PDEs.

• We have deőned the tautological ring and we have studied just a the subset
of ψ classes. One can be interested on trying to őnd a set of generators of
it and relations, in order to complete its study, and őnally end the study of
tautological cohomolgy classes for Mg,n.
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10 Appendix

10.1 Poincaré duality and intersections

There is a precise reason why computation of correlation functions of these type
of theories is called intersection theory on the moduli space. We recall here some
results on this topic that we have used throughout the previous sections.

Consider X to be a compact differentiable manifold of dimension n without bound-
ary ∂X = 0, and let H∗ be its cohomology ring.
We now that the wedge product descends to a map on cohomology

∧ : Hk ⊗H l → Hk+l

in fact it does not depend representative of the cohomology class

ω ∧ (η + dθ) = ω ∧ θ + (−1)kd(θ ∧ η)
since θ is closed.
This together with stokes theorem ensures the existence of a bilinear map

⟨ , ⟩ : Hk ⊗Hn−k → R

[ω]⊗ [η] 7→
∫

X

ω ∧ η

This map is non-degenerate, thus

Hk(X) ∼= Hn−k(X)

We can work out a similar construction by deőning the bilinear map (Cr is the set
of r-chains)

( , ) : Cr ⊗ Ωr → R

c⊗ ω 7→
∫

c

ω

In this setting Stokes’ theorem reads

(c, dω) = (∂c, ω)

Thanks to stokes theorem, this map descends to homology cycles and cohomology
classes

( , ) : Hr ⊗Hr → R

[c]⊗ [ω] 7→
∫

c

ω
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One can show, and this is called De Rham’s theorem, that if X is compact this
map is non-degenerate. This implies that

Hr(X) ∼= Hr(X)

Poincaré duality puts together these two results, as we have seen

Hk(X) ∼= Hn−k(X) ∼= Hn−k(X)

So that to any element [ω] ∈ Hk we can assign, by means of the two dualities
explained, a co-dimension k homology cycle and viceversa.
Explicitly, given an homology cycle C ∈ Hk, this deőnes a linear map

∫

C

: Hk → R

and Poincaré duality says that we can represent this map by ηC ∈ Hn−k such that

∫

C

ω =

∫

X

ω ∧ ηC

where ηC is called Poincaré dual class.

It is not easy to work out what ηC really is, however we can think about it as
a differential form of degree n− k that has support only on along C (or within an
arbitrary small neighbourhood of C).
Thus, given two homology cycles C and D whose co-dimensions add up to n we
can deőne

· : Hk ⊗Hn−k → R

C ⊗D 7→ C ·D :=

∫

X

ηC ∧ ηD

And this, given the fact that ηC and ηD can be chosen to have support along C
and D, C ·D picks up contributions only from the intersection points x ∈ C ∩D,
this is exactly the reason why the computation of physical observables in theories
considered is also called intersection theory on the moduli space.
It turns out that intersections and wedge product are actually Poincaré dual to
each other

ηC∩D = ηC ∧ ηD
This is exactly what we have done when expressing physical observables in terms
of their dual Poincaré classes.
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10.2 Push-forward of cohomology classes

We know that given a morphism of two manifolds f : Y → X we can always deőne
the pullback map

f ∗ : Ωk(X) → Ωk(Y )

This morphism commutes with the exterior derivative, namely

d ◦ f ∗ = f ∗ ◦ d

Thus the pullback of a closed (exact) form is a closed (exact) form. Moreover one
can show that the pullback of differential forms respects

f ∗(ω ∧ η) = f ∗ω ∧ f ∗η

These two results imply that the pullback descends to ring morphism between De
Rham’s cohomology rings of the two manifolds.

f ∗ : H∗(X) → H∗(Y )

[ω] 7→ f ∗[ω] = [f ∗ω]

Satisfying
f ∗[ω] ∧ f ∗[η] = f ∗[ω ∧ η]

We can ask ourselves if given f : Y → X we can build a similar construction, but
going on the direction of the morphism Y → X. The answer is yes, and we can
do it by means of Poincaré duality.
In fact we can deőne the push-forward map between r-chains

f∗ : Cr(Y ) → Cr(X)

Acting linearly on singular r-simplexes. Explicitly, let σY : ∆r → Y be a singular
r-complex on Y , then we can deőne a singular r-complex on X by

f∗σY = f ◦ σX : ∆r → X

Note that f∗ do not preserve the dimension of the image of σY .
This map has similar properties to the pull-back map that we have deőned above,
one can show that

∂f∗ = f∗∂

So that f∗ descends to a map between homology groups

f∗ : H∗(Y ) → H∗(X)

Now by means of Poincaré duality we can deőne the push-forward map f∗ :
H∗(Y ) → H∗(X) by pre-composing and post-composing the map f∗H∗(Y ) →
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H∗(Y ) with Poincaré duality isomorphisms.
This actually coincides with the following construction, consider the pairing we
have deőned above

( , ) : Hr(Y )⊗Hr(Y ) → R

[c]⊗ [ω] 7→
∫

c

ω

Let f : Y → X be a proper morphism of manifolds (which means that inverse
images of compact sets are compact), then we can deőne

f∗ : H
∗(Y ) → H∗(X)

deőned as the adjoint of the inverse image, which means by integration of őbers

(f∗ω,C) = (ω, p−1(C))

where ω ∈ H∗(Y ), C ∈ H∗(X).

This clearly does not preserve the cohomology degree. For example let us assume
that f is a surjective morphism with őbers of constant dimension and consider
ω ∈ Hr(Y ), then the pairing is non vanishing only if p−1(C) ∈ Hn(Y ). The
dimension of őbers over points is constant and equal to dimY−dimX, so that

dimC = dimp−1(C) + dimX − dimY = r + dimX − dimY

Thus f∗ω ∈ Hr+dimX−dimY (X) and has a lower degree than ω ∈ Hr(Y ).

This implies that f∗ and f ∗ are not inverse to each other. However there is a
useful formula connecting them, in particular

f∗(αf
∗β) = f∗(α)β

where one can subsitute α = 1 ∈ H0(Y ).
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