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Abstract

In this thesis, different mathematical models which describe the cell growth in bacterial
cells, are studied. In particular the effect of metabolic load is explored.

Beyond the modeling of the cell system, the identification of the most suitable growth
rate law represents a key point in the whole analysis.

Despite several growth rate functions are proposed in the literature, most of them are ap-
plied to a specific case, namely to a cell in its unperturbed configuration (i.e., no metabolic
load is added), which is a particular case.

Since the results are strongly influenced by the growth rate, first the already developed
(from the current literature) growth functions were tested using mathematical simula-
tions, in particular highlighting the possible disagreements with the biological knowledge,
which allow to reject some of them.

Furthermore, some alternative functions from personal intuitions based on biological evi-
dence were proposed and tested as well.

The final goal is to identify a growth rate function that can be applied to models with
different levels of complexity, leading to coherent results.
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Chapter 1

Introduction

1.1 Context and Motivation

In the last years, the study of the biological systems have caught more importance: a
deeper understanding of the inner mechanisms of cells, tissues, organs and human body
can bring significant contributions in the development of new drugs, therapies, other than
biomedical devices in a more general sense.

In this thesis, the system of a single cell of Escherichia Coli will be modeled and its growth
will be analyzed; in particular the effects of a metabolic load on it will be examined. In
other words, the cell will be seen as input-output system, where the load is the input and
the growth rate the output.

LOAD GROWTH
CELL SYSTEM

L J

L 4

Figure 1.1: Cell as input-output system.

Furthermore, it is also possible to extend the case of study, considering a population of
cell and analyzing the relations between them or how they influence each other.

In general, the comprehension of how the cell (or the population) behaves in different
configurations and conditions (in other words the design of a realistic model that best
approximates the true system) plays a fundamental role in many disciplines. Additionally,
it can be used to estimate in advance the results of the laboratory experiments.

Here the discipline of systems biology plays a fundamental role, in particular for the
derivation of the mathematical models, which is the preliminary step before to proceed
with the analysis of the load effects on the cell growth.

7



8 CHAPTER 1. INTRODUCTION

1.2 Systems Biology and its importance

Systems Biology has been defined as an alternative approach in the research field of
biology, biochemistry, immunology, biotechnology and biomedical engineering.

Systems biology 1s based on the understanding that
the whole is greater than the sum of the part.

— Dr. Nitin Baliga

Instead of studying the singular components, this discipline is focused on the analysis of
the whole system. It can be applied at different levels: organism, tissue or cell. In this
particular case, it will be used for the modeling of a single cell system.

It has been introduced for facing the complexity of the biological systems: indeed it was
not worth to study each component singularly and then to sum all the contributions,
because the relations between the parts can not be sufficiently highlighted. Therefore
the understanding of the inner networks has been preferred to the analysis of the single
elements.

Additionally, systems biology integrates several scientific fields as engineering; according
to that, several concepts and approaches play a fundamental rule for the comprehension
and analysis, such as systems theory and mathematical modeling. Furthermore the co-
operation between these two disciplines provides new methods for facing the challenges
in both areas. Moreover, the possibility to model the biological systems allows to study
their dynamics in a simulated environment, that permits to avoid (at least in a first mo-
ment) all the problems and/or challenges in the experimental design. At the same time,
this type of approach may consent to eliminate some hypotheses or theses, reducing the
number of experiments to perform. Thus, this should lead also to the reduction of the
research costs.

1.3 Challenges

The challenges handled in this thesis were basically two: to model the cell system and to
define a growth rate function.

The first challenge will be faced considering a pool of chemical reactions that describe the
processes that occur in the cell; these have been derived from the available literature on
the cell biology. Since it is not feasible to examine the totality of the possible reactions
that take place in the system, only the most significant for the declared aim will be
taken into account. In other words, during the modeling process, some variables will
be considered constant or some reactions will be approximated, in order to reduce the
number of components that characterize the system.

The second one has been revealed as the most challenging. Most of the articles in the
literature consider the growth rate as a constant so just few examples of the growth rate
of the bacterial cell can be found and, additionally, no data sets are available, making
an eventual process of estimation and/or fitting unfeasible. Therefore, from the available
articles, the proposed growth rate functions will be examined and tested with the designed
models. Additionally, other functions will be derived based on biological knowledge.
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1.4 Personal contribution

Even though it has been proved (by some laboratory experiments) that the integration of
a burden in the cell modifies the growth rate, the current literature does not characterize
it with a suitable model.

Indeed, as explained previously, the studies on cell modeling do not consider a variable
growth rate or, in the best case, they evaluate it in the unperturbed case, namely when
there is no metabolic load added. This is a clear limitation and the goal of this thesis is
to provide an original model that can be efficiently used to predict the cell behavior (in
terms of growth rate) in the loaded case.

Firstly, mathematical models will be derived in order to represent the cell system with a
sufficient level of description; afterwards several growth rate functions will be tested and
the obtained results will be compared with the biological evidences in order to validate
or reject the chosen function. Finally, the most suitable growth rate function for the
characterization of the cell growth will be identified.

It is interesting to highlight the future potentialities of this approach. In fact, once a
detailed model of the system has been derived, the load in input can be used to control
the growth of the cell, namely it can be seen as control input. In this way, a dangerous
bacterium may be killed modifying the amount of proteins to be synthesized inside it.
Future studies and developments could be dedicated to implementing and designing a
suitable controller. Afterwards, involving further research fields, such as synthetic biology,
this controller may be physically assembled.
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Chapter 2

Systems Biology of Cell Growth

2.1 Modeling in Systems Biology

In this first section, the bases for the modeling of biological and biochemical systems will
be established.

First, it will be specified how to derive the set of differential equations starting from
the biochemical reactions, and then two possible analyses of this pool of ODEs will be
presented. Afterwards, the biological scenario will be introduced, in order to provide an
overview of all the components of the cell, before to proceed with the actual modeling
process.

2.1.1 From Kinetics equations to ODE

The biological systems can be modeled in different ways, depending on the level of de-
scription and resolution wanted.

However, the shared principle behind all the possible approaches is that the model is
used for analysing and making predictions on already existing systems. Starting from the
chemical reactions which occur in it, the aim is to derive a set of differential equations.
In this thesis, the chemical reactions have been modelled using the Reaction Rate Equa-
tions method. According to this method, the system is considered as a set of species .5;
that interact with each other and in particular it takes into account the concentration x;:

where ng, is the number of molecules of the species S; and (2 is the given volume.
Furthermore, the application of this method is based on a strong assumption: all the
reactions occur in a well-stirred volume, which means that the rate of interaction between
two species is uniform and it does not have any spatial influence.

The final aim is, as already declared, to describe the system with a set of differential
equations

&= f(z,0) (2.2)

where x € R” is the vector that contains all the species of the system, 6 € RP? is the vector
of the parameters and f : R™ x R? — R" rules the change in the concentrations.

11
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Figure 2.1: Different methods of modeling biomolecular systems [6].

In order to describe the process of derivation of the differential equations, a basic biomolec-
ular reaction is proposed as example, namely:

A+B =2 AB (2.3)
The reaction 2.3 can be interpreted as follows: every time the forward reaction occurs, the
number of molecules of A (n4) and B (ng) must be decreased by one, while the number
of molecules of AB (nap) must be increased by one. The reasoning is the same with the
reverse reaction ( nsp must be decreased while ny and ng must be increased by one).
However, just one reaction at a time can occur and it is regulated by the likelihood. In
particular, the likelihood of the forward reaction (in a time interval dt) is:

ap(q)dt = (ky/Q)nanpdt (2.4)

where ¢ is the configuration of the system and k¢ is the parameter that depends on the
reaction (rate of association). For the reverse reaction, the likelihood is:

a,(q) = k.nap (2.5)

where k, still depends on the reaction (dissociation rate).
Now the equation that expresses the variation of n4p can be written considering also the
contribution of the likelihoods:

nap(t+dt) =nap(t) +ar(q — &p)dt — a.(q)dt (2.6)

The number of molecules after a time interval dt is the amount at the previous instant
nap plus the contribution of the forward reaction (; represents the change in the con-
figuration) and minus the contribution of the reverse reaction. Both the contributions of
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the likelihood can be roughly seen as the probabilities that the reaction takes place.

To convert 2.6 into an equation that involves the concentrations, it is enough to divide
each term for the given volume €2 and to substitute the expression of the likelihoods with
2.4 and 2.5:

[AB](t + dt) = [AB](t) + (k;/Q*)nangdt — k.nap/Qdt (2.7)
Furthemore, since n4/Q = [A], np/Q = [B] and np/Q = [AB]:
[AB](t + dt) — [AB](t) = (k[A][B] — k,|AB])dt (2.8)
If dt — 0: p
i [AB] = k[ A][B] — k. [AB] (2.9)

which is the differential equation that regulates the changes in concentration of the species
AB.
In a quite similar way, the equations of A and B can be derived:

d d
(Al = b [AB| = kf[A[B]  and -

For sake of simplicity, in the next chapter the concentrations of the species will not be
indicated with the squared brackets (i.e [AB] — AB).

[B] = k. [AB] — k;[A][B] (2.10)

2.1.2 Rapid Equilibrium versus Steady State assumption

Once the differential equations have been derived, the dynamics can be investigated.
For a generic system, the study of the equilibrium points is usual performed. The con-
figuration that the system reaches at the equilibrium is called Steady State and it can be
obtained setting all the differential equations to zero:

df (x,0)

— =0 2.11

o (2.11)

However, a different analysis can be executed with biological system, which takes into
account the velocity of the reactions and it is called Rapid Equilibrium [12].
Consider a generic enzymatic reaction:

E+S%CL>E+P (2.12)

where E is the enzyme, S is the substrate, C' the complex and P the final product.
Furthermore, a and d are the association and dissociation constant respectively, while k
is the catalytic rate constant.

The corresponding set of differential equation (without consider any degradation) is:

S = —aES+dC (2.13)
E = —aFES+dC +kC (2.14)
C = aBES—(d+k)C (2.15)
P = kC (2.16)

Nevertheless, it can be assumed that the first reaction in 2.12, namely the formation of
the complex C' is faster than the synthesis of the final product P and consequently it
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reaches first the equilibrium.
Setting equation 2.13 equal to zero, one obtains:

ES d
— =K, where K, = — is called dissociation constant (2.17)

C a

In addition, the total amount' of the enzyme ET°T = E 4 C is usually constant at the
equilibrium, thus it can be substituted into the equation at the equilibrium 2.17:
(ETOT — ) S S ror
C d K;+S (2.18)
Going back to the starting enzymatic reaction, now the amount of product P at the Rapid
Equilibrium can be computed as follows:

S S
P=kC=kE"™" —— = Ppoz—— 2.19
Kq+ S Kq+ S ( )
which is called Michaelis-Menten kinetics and it describes the evolution of the final prod-
uct P as function of the substrate S (Figure 2.2).

Michaelis-Menten Kinetics

Product P

K, Substrate S

Figure 2.2: Michaelis-Menten kinetics

It may be interesting to compare this result to the Steady State one. From equation 2.14:
E=—aES +dC + kC = —a(ET°T — C)S + dC + kC =0 (2.20)

and then:

ETOT ETOT

d+k
C:1+d+k:1+Km where K, =
aS S

is called half saturation constant

(2.21)

I The total amount of a species ST T is defined as summation of the species itself S; and the complexes
that are directly derived from it.
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Hence, the product P at the Steady State is:

Y _p 5
Km+S ™K, +8S

which is instead called Briggs-Haldane kinetics.

In conclusion, the Rapid Equilibrium study is based on the assumption £ << d, which
means that the association and dissociation of the substrate are faster than the product
formation. Instead, the Steady State does not consider any relation between the rates of
the reaction. Due to this considerations it is possible to assert that the Michaelis-Menten
is a special case of Briggs-Haldane.

It is worth to recall that the set of ODEs (from 2.13 to 2.16) does not take into account
any degradation of the components. However, if it would be consider, the equation of
P (2.19) at Rapid Equilibrium would not change, since it is based on the velocity of the
reactions. Instead, the computation of the equilibria at the Steady State would lead to a
different formulation compared to 2.22.

P = kC = kETOT (2.22)

2.1.3 Biological Scenario

Now the bases for the modeling of the biochemical systems have been established.
Before to proceed, the biological scenario must be introduced, namely the chemical reac-
tions and the components involved.

In this dissertation, the growth of a single cell of Escherichia Coli has been analysed.
As already specified in Paragraph 2.1.1, the cell system is modelled starting from a pool
of chemical reactions. These can be divided into four main categories: transcription,
translation, degradation and synthesis, which are represented in Figure 2.3.

Transcription: Its standard form is:

D 4+ RNAP &= CTR -5 D + m + RNAP (2.23)
1%

During this phase, the DNA (D) is converted into mRNA (m). More specifically,
this happens with the support of the RNA polymerase (RN AP), which is able to
"open" the double helix of the DNA. This initial process forms an open complex
(CTR). Afterwards, the RNAP can proceed with the formation of the mRNA
sequence, which contains also a region called Ribosome Binding Site (RBS), needed
for the next process.
In the following, the reaction of the transcription will be approximated? as:

D—~+D+m (2.24)
Translation: Its standard form is:
m+R%‘ci>m+R+P (2.25)

It follows the Transcription. Once the mRNA is produced, the ribosome R binds
it in the RBS region, forming the complex c¢. Then actual translation process can
begin (reaction 2.25). The final product is the protein P.

2Under the assumption that RN AP is constant (further details in Appendix B.).
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Degradation: All the components are subjected to decay. This is pointed out by the
reaction of degradation, which is:

A0 (2.26)

where A is a generic component and 1,4 is the rate of death that depends on the
component. In the following, it will be explained that p4 is the actual summation
between the spontaneous decay of A and the growth rate of the cell (its importance
will be discussed in the next paragraph).

Synthesis: The last reaction to be considered is the (generic) synthesis. Its general
form contains two reactants A and B and a final product C' (usually one reactant
is a protein, while the other is a RNA):

A+B—C (2.27)

where € is the rate of association between the reactants. This reaction will be mainly
used for the process of ribosomes formation.

/ TRANSCRIPTION \ / TRANSLATION \

BE a0
‘ @ J
/ SYNTHESIS \

AN

/ DEGRADATION

. Iy EJ'.C )
- AN /

Figure 2.3: Sketches of chemical reactions

In particular, the transcription and translation together lead to the protein synthesis,
which is the main biochemical process that takes place in the cell. Indeed proteins are
responsible for many aspects of the cellular life, including cell shape and inner organi-
zation, product manufacture and waste cleanup, and routine maintenance; furthermore
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they receive signals from outside the cell and mobilize intracellular response ([14]). Even
though different proteins® are assigned to different tasks, all of them share one component:
the ribosome R. From this statement, it is straightforward to understand the importance
of the ribosomes; they are constituted by some of the 52 ribosomal proteins contained in
the cell (R-Proteins, P) and three ribosomal RNAs (rRNA r,|10],[13]), namely:

P+r-—25R (2.28)

Additionally, since the cell system is very complex and it contains many different species,
some have been gathered together based on their components and/or their final products.

Ribosomal species : It is a general compartment (Figure 2.4) that groups together all
the species that involve ribosomes R. In particular, in the following there will
assume the existence of only three species.

Basal species B: It gathers together all the species that are fundamental for the survival
of the cell (i.e., they produce proteins that are needed for the basic cell life).

R-Protewn species P: It is known from the literature that the bacterial cell contains
52 types of R-Proteins ([13]), which are proteins that participate to the ribosomes
synthesis. Since it is not worth to consider them singularly*, they have been gathered
into the more general R-Protein species.

Load species L: The load species produces a protein that requires a not negligible
amount of energy and consequently influences the system. Usually the green fluores-
cent protein (GFP) is used in the laboratory experiments, since it can be quantified
using the spectrophotometer °.

4 )

RIBOSOMAL SPECIES

B@@

- J

Figure 2.4: Compartment of ribosomal species

3Different proteins come from different mRNAs.

4If every type of R-Protein would be considered, there would need 52 equations just for describing
the R-Proteins dynamics.

5Roughly, the sample is crossed by a beam and the device measures the intensity of the exiting light
radius as function of the wavelength. In biochemical experiments, the spectrum allows to quantify the
level of expression of the proteins.
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2.1.4 Biological Feedbacks

The importance of the ribosomes has been already introduced in the previous paragraph.
Therefore, the cell tends to control their production in order to guarantee the right amount
in order to fulfill the metabolic requirement.

It is known from the literature that there exists an inner feedback that rules the synthesis
of the ribosomes and its aim is to prevent to accumulation of them in the cell. Tt may
sound counter intuitive, since the more available ribosomes, the more synthesized pro-
teins, the more fulfilled tasks.

However, the reason why the cell seeks to limit the concentration of ribosomes lies in
the needed energy. Indeed, as all the cellular processes, the ribosomes synthesis require
energy (i.e. ATP), it is not worth to produce more ribosomes than the needed amount.
Because of the components involved in the synthesis (2.28), the feedback should concern
at least one between R-Protein and rRNA.

One of the ribosome feedback model ([8]) proposed in the literature states that the cell is
able to prevent the accumulation by using a feedback regulation on rRNA. In particular,
this is an auto-regulatory process through a negative feedback loop (|9]). Nevertheless,
other authors (|11]) have asserted that it may exist a mechanism that regulates the parallel
production of R-Proteins and rRNAs. This should guarantee to have similar concentra-
tions for both the two reactants, since the lacking amount of one component plays the
role of limiting factor in the ribosomes synthesis, as it can be easily observed in 2.28. In
other words, it does not make sense to produce a huge amount of r RN A if the R-Proteins
are missing and vice versa.

Furthermore, in Nomura et al. ([10]), it has been demonstrated that certain R-Proteins
work as inhibitors of protein synthesis from their own mRNAs.

[#4
o
l ﬁr p—— mp
= T
i ¥
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-—

Figure 2.5: Sketch of the inhibitory feedback

A rough scheme of this feedback mechanism is shown in Figure 2.5. As already specified
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in the previous paragraph, for sake of simplicity all the different species of R-Proteins are
gathered together in an unique species P, same for the rRNAs which have been grouped
together into the generic component 7.

Moreover, the regulation of the ribosomes synthesis can be seen as the result of the compe-
tition between rRNA and mRNA. Indeed the set of reactions that regulates the inhibition
is the following:

P+m, —P:m, (2.29)
P:m, — P (2.30)
P50 (2.31)

In particular, the reaction 2.29 must compete against 2.28.

However it is reasonable to expect that the affinity of R-Protein with rRNA is higher
([11]) than with mRNA, otherwise the inhibition would be stronger than the synthesis,
which is a contradiction.

In this first part of the chapter, the bases for the modeling process have been analyzed.
Particular emphasis has been attributed to the biological scenario, which must be defined
in advance, in order to better understand the following steps.

2.2 Modeling Growth, Load and their relation

In this second part, the problem of defining the cell growth will be introduced.

In particular, the importance of the cell growth will be discussed as first. Afterwards,
it will be proved that it is ruled by a parameter, called Growth Rate. However, this
parameter will not be considered constant. Consequently, the last part will concern the
literature related to the growth rate function.

2.2.1 Importance of the Growth

The bacterium FEscherichia Coli® reproduces by the cell division and this process is called
Binary Fission.

This starts from the replication of the unique circular DNA, which is the responsible for
the genetic pool of the cell. Because of that, the replication of DNA is a fundamental
process since it must ensure that the new cell will contain all the proteins needed for the
life. Even though the whole process of duplication of the cell will not be debated in this
thesis, it is interesting to analyze the needed time and the conditions of the cell growth,
other than the effects on the system.

For example, it is known that the binary fission process of cell of Escherichia Coli, at 37°C,
takes 40 minutes but it can be reduced to 20 minutes ([1],[7]) in particular conditions of
nutrients. The needed time for the duplication of a single cell is called Doubling Time 7.
The binary fission has an important influence on the cell system. Indeed, it is worth to
recall that this process implies that the genetic material of the cell is divided into two
equal parts, one remains at the mother cell, while the other is transferred to the new born.
Consequently, the loss of some genetic material due to the duplication must be taken into

6The cell of Escherichia Coli contains just one circular DNA.
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account in the modeling. Since it concerns a single cell, and not the entire population,
the components can be assumed as simply consumed”. Therefore, this can be assumed to
be equal to a degradation reaction (Paragraph 2.1.3), namely:

A-250 (2.32)

which indicates that the generic component A of the cell is simply dissipated. The rate
A, which is called Growth Rate®, indicates the velocity of the growth and it is related to
time ¢ needed for the growth, and in particular to the parameter 7, as it will show in the
following.

The growth phase of a cellular population is ruled by the equation:

x(t) = zoe™ (2.33)

where x is the number of cells in the temporal instant ¢ and x is the initial condition of
the population. By the definition of doubling time, equation 2.33 can be rewritten as:

219 = 0™ (2.34)
and consequently:
In2
A= — 2.35
- (2.35)

Even though 2.35 has been derived from an equation that expresses the dynamics of a
population of cell, it can be easily adapted to the single cell case. Indeed, all the elements
in the cell grow linearly with the cell itself, so it is sufficient to consider x as amount of a
certain component instead of as number of cells.

Finally, it is important to not confuse the growth rate A with the spontaneous decay, even
though they are represented by the degradation reaction 2.26, where ¢4 can be either the
growth rate or the spontaneous decay rate. Indeed, while the first is related to the growth
of the cell, the second descends from the assumption that all the components can not
last forever, but they are subject to a natural decline. Consequently, the pool of chemical
reactions will contain two different degradation reaction for each component. Thus, they
can be summed up in a unique reaction:

A0 (2.36)

where 14 is called Degradation Rate and it is the summation between the growth and the
spontaneous decay rate.

In most of the experiments and articles from the literature, the growth rate has been
considered constant, namely all the calculations have been made based on the assump-
tion that the cell (or the population) is always in its maximal growth condition.

Instead, the aim of this dissertation is to perturb the system using a metabolic load, in
order to appreciate the effect on the growth. Because of that, the growth rate can not
be assumed constant anymore, but it will be studied as function that depends on certain
components of the cell.

"The fact that they will be transferred to a new born cell is not considered, since the system is a single
cell.

8This parameter is here applied to the single cell model, but it is used also for expressing the velocity
of growth of a cellular population.
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2.2.2 Literature on Modeling

In the previous paragraph, the importance of the growth rate has been debated. As al-
ready stated, this parameter is not constant, so it is fundamental to understand which
components (of the cell) the growth rate depends on.

There are several articles and contributions from the literature which assert that the
growth function depends on the ribosomal content. However, as discussed in Paragraph
2.1.3, the ribosomal compartment is wide and it includes different species. Nevertheless,
some contradictions or inaccuracies compared to the biological evidence can be found,
especially because most of the authors have focused their own research on cells without
considering the influence of a metabolic burden.

In Allen G.Marr [1], the proposed model for the cell growth is a linear function de-
pendent (Figure 2.6) on the total number of ribosomes RTOT 9,

75 T T T T

Ribosomes (uM)

15

0 1 1 1 1
0.0 05 1.0 1.5 2.0 25

Specific growth rate (h™")

Figure 2.6: The graphs shows the concentration of the ribosomes as function of the specific
growth rate. The symbols [J are values computed from a specific data set, while the solid
line is the analytical solution of a given equation [1] .

In this work, the metabolic load has not been considered. The critical aspect of this
article comes from the assumption that the growth rate depends on RT°T. In fact, this
implies that the metabolic burden will not impact the growth rate of the cell. In other
words, the addition of the load will simply re-arrange the inner proportions of the com-
partment R79T. Hence, it should be possible to observe the same growth in both the two
configurations (with and without load).

However, this is not consistent with the biological evidences. Even though some biological
experiments show that adding and/or increasing the concentration of the load does not
lead to an instant alteration in the growth rate, it is not reasonable to expect that the
rate will be maintained invariant compared to the unloaded case.

9The total number of ribosomes of the cell is the summation between free ribosomes R and the

ribosomal complexes ¢;, which are obtained by the bond of mRNA with the ribosome, where i stands for
the species.
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In Chenhao Wu et al. |[3], the linearity of the growth rate has been maintained (Fig-
ure 2.7), but it now depends on the difference between total active (Ng) and inactive
number (Nj%) of ribosomes and on the total protein mass (M,):

AM, = ¢ - (Np — Naach (2.37)

Again, the metabolic load has not been considered. Despite the proposed formulation
does not clearly show critical points, it is not possible to draw any conclusion. Indeed,
even though the addition of a metabolic load will influence both Nz and N&@t (preferably
increasing N and decreasing Ni“!) and consequently modify the growth rate, its new
value can not be predicted, since the formulation 2.37 does not consider the eventual

addition of the burden.
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Figure 2.7: Approximate linear relation between the growth rate, the RNA /protein ratio
and active ribosomes/protein mass ratio |3

Differently, in R.Levin et al. 4], the proposed formulation of the growth rate is a first
order Hill function dependent on RO

RTOT

A= (Apax — )\M[N)m + AmIN (2.38)

where Ay 4x is the maximum growth rate, A\y/ry is the death rate and K is the Hill (shape)
parameter. The existence of minimum and maximum values for the growth suggests that
it should exist the equivalent for R79T. In other words, this model states that the cell
can not grow if RT9T < RIOT  Furthermore, it has been assumed that there exists also
a threshold for the maximum amount of ribosomal content that can be produced by the
cell, namely RI9T Again, this model seems to have the same issue as the first discussed

one ([1]), namely the dependence on RT97 is not suitable.
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In Atkinson et al. [5], the proposal is a linear growth rate that depends on the ribo-
some complexes ribosomes bound with mRNA):

A= % Y e (2.39)

where 7y(a) is the rate of translation of all the proteins dependent on the the available
energy and M is the total proteome content of the cell.

In Del Vecchio and Murray 6], the growth rate function is not clearly defined. Instead,
the authors have provided the ratios of free ribosomes, which is 30% over the total number
of ribosomes RTOT ~ 34 M (in the exponential phase). Accordingly to this information,
the growth rate has been analytically drawn by fitting a Hill function on the points ob-
tained from the available information.

Hill Growth Rate
T
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Figure 2.8: Derived growth rate function [6]

In this second part of the chapter, the importance of modeling the cell growth has been
highlighted. In particular, several articles from the literature have been roughly analyzed,
in order to understand which growth rate functions have been already proposed.

In the following, different models of the cell system will be designed. Their inner dy-
namics, and in particular their growth, will be analyzed, by using different growth rate
functions; some of them will be derived from the exposed articles, others will be inspired
by the biological evidences and the articles.
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Chapter 3

Mathematical Modeling and Analysis

In this chapter, the analysis of the cell growth will be discussed, considering also the load
effect on the system. In particular, various growth rate functions will be tested with three
models (which describe the cell system), with different levels of complexity.

First, an overview of all the models and the growth functions will be presented; then every
model will be analyzed individually.

3.1 General Hypotheses and Assumptions

In the following, three models with increasing level of complexity will be presented.
Starting from the structure of simplest model, some chemical reactions have been added,
in order to obtain a model the more comparable as possible to the real biological system.

@ | [ 6—@ _®) | 6—@

M1 M2 M3

Figure 3.1: Comparison between the rough structures of the three models

The first model M1 considers just three species, namely the basal B, the ribosomal R and
the load L species.

The basal species is referred to the components and the products (mRNAs, complexes
and proteins) that come from the biochemical reactions that are fundamental for the sur-
vival of the bacterial cell. The R compartment simply consists on the free ribosomes.
Finally, the load species groups together the mRNA, the complex and the protein that
are involved in the chemical reaction of the metabolic burden.

In model M2, the complexity is increased by adding the R-Protein P species. This com-
pound gathers together the components (mRNAs and the complexes), other than the final
products (proteins) that contribute to the synthesis of R-Proteins, which are needed for
the synthesis of the ribosomes.

25
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Finally, the third model M& presents the same species of M2, but it is assumed that there
exists a loop that involves the compound P. In the following, this will be identify as a
negative feedback mechanism.

The three models here presented share some general hypotheses and assumptions.

As it has been already discussed in Paragraph 2.1.1, the modeling process starts from the
biochemical reactions that occur in the bacterial cell system. However, these reactions
involve many reactants, products and parameters. Thus, the following hypothesis and
assumptions aim to simplify the models.

Assumption A: It is worth to remind that the transcription process in the protein
synthesis involves also RNA polymerase (see Paragraph 2.1.3). For every model,
the hypothesis of RNAP constant has been assumed (see Appendix B for more
details) in order to simplify the transcription reactions (and consequently reduce
the number of differential equations).

Hypothesis B: As already discussed in Paragraph 2.2.1, all the components in the cell
are subject to spontaneous decay, which is not the same for everyone. However,
since it has the same order of magnitude, the spontaneous decay will be considered
equal for proteins, ribosomes and ribosomal complexes (regardless of the species),
in order to reduce the number of parameters in the models. It will be indicated with
0.

The same reasoning can be applied on mRNA and rRNA (again independently of
the species): their spontaneous decay will be considered equals and indicated with

.

Assumption C: The last assumption regards the degradation rate of the mRNA and
rRNA. As declared in Paragraph 2.2.1, the degradation rate is defined as summation
between the spontaneous decay and the growth rate. From the literature, it is known
that the spontaneous decay 7 is faster than the growth rate A of the cell. This leads
to the following approximation:

HmRNArRNA = Y + ARy (3.1)

which proves that the degradation of a m RN A and » RN A molecule just depends on
its decay and not on the growth rate of the cell and consequently it can be assumed
constant over time.

For each model, different growth rate functions have been tested.

Linear Growth Rate: At first, a linear growth rate function has been proposed. It
has been obtained from the fitting of the data collected in [1]| (these data have been
collected in a single cell without the addition of a metabolic load to be synthesized).
In the cited paper, the hypothesized independent variable is the total amount of
ribosomes in the cell R7YT. Even though this choice does not show issues in the
unperturbed case, it would lead to some incoherent results if the metabolic load
would be added.

Indeed, accordingly to Nikolados et al. [2], the burden impacts the system and in
particular it must cause a decrease in the growth rate. Nevertheless, the addition
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of metabolic load would not influence the total number of ribosomes at all if RTOT
is set as independent variable.!.

Despite the discussed issue, the data have been used anyway due to unavailability
of other sets of data but the independent variable has been changed.

Two different formulations of growth rate function have been proposed.

Linear ¢,: The first formulation considers ¢,, namely the complex of the basal
species, as independent variable. This choice has been made considering the
meaning of the term basal. Indeed it is referred to all the biochemical reactions
that are fundamental for the life of the cell, so it seems reasonable to get the
growth rate depend on it.

Linear R%!v¢: The second alternative sets R namely the summation of all
the complexes 2, as independent variable. This has been formulated starting
from the evidences showed in Atkinson et al. [5].

In both cases, the new independent variable is assumed to replace R77.

Hill Growth Rate: Alternatively, a Hill growth rate function has been considered. As
in the linear case, two formulations have been examined. Both depend on c¢,.

Hillpy ¢,: This growth rate functions has been formulated starting from the as-
sumptions presented in Del Vecchio and Murray [6] (as in most of the articles,
they did not consider an eventual addition of load). The authors asserted that,
in the maximal growth conditions, the total amount of ribosomes is fixed and
it is shared between the free ribosomes and basal species. Since a clear for-
mulation of the function has not been reported, an approximated version has
been derived. It has been found out that only the Hill function respects the
given indications.

Hill ¢,:  For sake of completeness, a further Hill function has been proposed. It
has been obtained from the fitting of the data in [1].

The comparison between all the discussed growth rate functions is reported in Figure 3.2.
In the panel A the fitted linear growth rate function is reported, while the panel B shows
the differences between the two Hill formulations. In particular, it has been highlighted
the value 34 M in the z-axis and it represents the maximal amount of ribosomes in the
cell hypothesized by Del Vecchio and Murray [6].

It is not worth to analyze every growth rate function with all the models.
Indeed, the final aim is to identify the best growth rate function that produces coherent
results, independently of the complexity of the model. According to that, it does not

!The total number of the ribosomes is the summation between the free ribosomes R and the other
complexes ¢; (i.e., in M1: RT9T = R+ ¢, +¢;). Remind that the complex ¢; is obtained by the bound of
mRNA and R. Before adding the load, ¢, = 0. Afterwards, in order to be synthesized, the burden requires
a certain amount of free ribosomes. This can be obtained from the compound of the free ribosomes (if it
is not empty) or it can be stolen from the other complexes. This means that, while ¢, is increasing, the
other components are decreasing. In conclusion, this proves that the addition of the load recombines the
amount of the individual components of RT97T, but not RTO7 itself.

2In M1: Rotve = ¢, + ¢g; in M2 and M3: RO = ¢, + ¢, + .
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Figure 3.2: Comparison between the growth rate functions

make sense to test a function with more complex structures if it has already led to some
issues.

First, every growth rate functions will be tested with the first model M1. Successively,
the functions that have produced suitable results will be analyzed with the second model
M2 (for sake of completeness, also one of the functions that has presented some issues will
be tested as well, in order to confirm its inadequacy). Lastly, the most complex model
M3 will be examined considering just one growth rate function, which is resulted to be
the best one so far.

The performed tests are resumed in the Table 3.1.

Growth Rate Function ) | Variable | Model 1 | Model 2 | Model 3
Linear Cp X
Linear Rctive X X
HiHDV Cp X
Hill Cp X

3.2 Model M

1

Table 3.1: Performed tests

The first proposed model is shown in Figure 3.3.
The structure involves three different types of ribosomal species: the free ribosomes R,
the basal ¢, and ¢, complexes. Together, they form the total amount of ribosomes of the

cell RTOT
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Starting from the DNA, the transcription produces the mRNA with RBS (Ribosome Bind-
ing Site). This can bind the ribosome with rate a; (where ¢ indicates the species, namely
i = {b,(}). However, this link can be broken with dissociation rate d;.

In the building phase of the model, an hypothesis has been made: ¢; can release the free
ribosome with rate .

Furthermore, the translation process creates the protein with rate [; from the ribosomal
complex ¢;, but also returns the mRNA and the free ribosome used for the bound (this
justifies the arrow with rate d; + §; from the complex to the mRNA and the one with rate
v + B; from the complex to the ribosome).

In Figure 3.3, also the degradations (v for mRNA and p for ribosomes, ribosomal com-
plexes and protein) are considered.

It is worth to specify that an approximation has been made. The process of formation of
the ribosomes R should involve both rRNA and R-Protein, while in this case it is similar
to a transcriptional process, namely R has been derived directly from the DNA with rate

B

N
gl g
pl
i ¥
dy + By T Ly R
v
g €b Y+B,
,ﬂ/ -
l.ﬁn Y+ Be
B

Figure 3.3: First Model. The yellow and blue expression cassettes represent the basal and
load species respectively. The green cassette stands for the free ribosomes.
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Thus, this model is characterized by the following set of chemical reactions:

wa—b>Db+mb
Dgw—Z>Dg+mg
D, 25D, +R

my+R == ¢, = my + R+ B
b

mg-f—R%Cgﬁ—Z)mg-f—R—l-L
£

mb,mgL)O

Cp, C; L>R

R, ¢y, ¢, B,L -5 0

and mass conservation laws:

R™T = R+c+a (3.2)
mi%T = my+ (3.3)
m{%7 = my+ e (3.4)

(3.5)

As already explained, the reactions can be translated into a system of differential equa-
tions, as it follows:

my = wpDy — aymyR + dycy + Byey, — ymy (3.6)
my = wiDy — agmeR + dycy + PBeee — ymy (3.7)
& = aympR — dycy, — Bycy, — ey — ey (3.8)
¢ = agmyR — dycy — Bpcy — yep — ey (3.9)

R = 67-Dr_Zajij‘i_Zdej‘i_ZﬁjCj_._/yZCj_,LLR

J J J J

with j = 0,0 (3.10)
B = fye— uB (3.11)
L = By —pL (3.12)
RTOT = B,.D, — uRTOT (3.13)
mbTOT = wpDy — ’ym;;FOT — Jcy (3.14)
g O = weDy — ymi 9" — pey (3.15)

A further approximation can be made. Considering the relation between v and p (7 >> p)
and knowing that m?°7 > ¢; (easily derived from equations 3.3 and 3.4), then equations

7

3.14 and 3.15 become:

mi 9"~ wyDy —ym{ " (3.16)
mi 9T~ wDy —yml 9T (3.17)

In the following analysis, the approximated version will be considered.
The set of differential equation can be studied in Steady State condition. In particular,
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while equations 3.16 and 3.17 have a closed form solution, namely:

D

mloT = 2 (3.18)
v
D

mloT = (3.19)
v

the others must be solved numerically. The numerical solutions have been computed using
the method fsolve from Matlab.

3.2.1 Parameters’ Value based on Maximal Growth Conditions

Before to proceed with the analysis of the system, some parameters must be estimated,
since their value is not available in the literature.

As an interesting starting point one could examine the conditions that lead to the maximal
growth of the cell.

In order to establish those conditions, the model without the metabolic load must be
considered.

However, since the literature does not provide an unique formulation for the maximal
growth, the estimations depend on the chosen assumptions. In this case, the point of
view of Del Vecchio and Murray [6] has been pursued.

As claimed by them, the partition of the ribosomes is the following:

2

o = 3Rnar (3.20)
1

R = 53523 (3.21)

where RTOT ~ 34,M is the total number of ribosomes in the maximal growth condition
and fimee = Amae + 0 ~ 2.05R7L

Consider now the differential equations of RTT (3.13) and m[ 9T (3.14) at the steady
state.

From 3.13, the value of 3,D, can be derived simply by the substitution of R7°T and p

with RTOT and ji,,q, respectively, namely their value at the maximal growth:

max

Be Dy = fimaz Ry (3.22)

max

To obtain w, Dy, the equation of the manifold related to the basal species (see Appendix
C for the derivation of the manifold) must be combined with 3.14:

0= wyDy — ym{ T — '
= WpLUp — YNy, HCy

Replacing ¢, and R with 3.20 and 3.21 respectively and substituting m{ 7 in the second
equation, the value of w,Dj in the maximal growth condition has been obtained:
gRTOT

2 2
wbDb = 3" 'maz (7 - ,uma:r) + g")/Kb ~ gRZﬁa)ﬂ?(’y + Kb) (324)
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where the approximation is possible since v >> fnaz-
Under the assumption that K is very small ® a further approximation is possible, namely:

2 2
wp Dy = 533;25(7 + K3) =~ ngngV (3.25)

3.2.2 Analysis of RT9T variation

Ahead of studying the load effect, a prior analysis on the distribution of the total amount
of ribosomes RT9T among the different ribosomal species (R, ¢, and ¢;) has been per-
formed.

The concentration of RT97 is limited in the cell. Because of that, the species must com-
pete for obtaining the needed ribosomes for their reactions. Thus, the aim of this study
is to understand which parameters regulate the competition for the ribosomes between
different species.

The dynamics of the components is described by equations 3.8, 3.9 and 3.10 and their
value at the Steady State can be computed simply setting the differential equations equal
to zero. These do not have a closed form solution and then they must be solve numerically.
However, under the assumption that the reactions of association and dissociation of com-
plexes are fast processes (compared for example to the final synthesis of the proteins),
a further analysis has been proposed, namely the study of the Rapid Equilibrium (more
details in Paragraph 2.1.2).

According to that, it is possible to derive the manifolds of ¢, and ¢, (as explained in
Appendix C):

=5 bemgOT cp = 7 ng my T (3.26)
while the value of R can be computed by using the mass conservation laws of RT°T and
the manifolds:

Cyp

RTT = R+ ¢y + ¢ — RTOT = R + A bembTOT + I fKémgTOT (3.27)
As it can be easily noticed, this formulation leads to results which are not affected by
the chosen growth rate function. Instead, it is just subject to the total amount of mRNA
content (m?97) and the strength of the ribosome-mRNA bound, which corresponds to
the dissociation constant K; = d;/a;.

Equations 3.26 and 3.27 must be solved numerically *. A closed form solution of these
equations (which are Hill functions) is possible only if the manifolds are approximated
with a piecewise linear function (further details in Appendix D):

R m R R<K
v pror ci%{ K, y [0S By (3.28)

Ci:RJrKi ‘ mI°T R>K,;

7

3Remind that K} is defined as the ratio between a; and dp. This assumption means that the association
rate between the ribosome and the mRNA is stronger than the dissociation.
This is reasonable because the basal species is committed to the fundamental processes of the cell, namely
the proteins produce from the basal complex are necessary for the cell’s life. In this term, assuming a
strong bound between the ribosome and the basal mRNA sounds plausible.

4Remember that RT9T is the independent variable in this analysis.
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In Figure 3.4, the evolution of different components is plotted as function of R797. The
continuous lines represent the real evolution, obtained from the numerical solutions of
the equations 3.26 and 3.27. The dashed lines indicate their approximation, based on the
general competition analysis (Appendix D).
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Figure 3.4: Competition between ribosomal species with K, << K, and m 97 = m17T.

The yellow, blue and green dashed lines represent the approximate evolution of ¢, ¢, and
R respectively. RTOT and RI9T are the breaking points.

The approximate functions is used to predict the behavior of the ribosomal components.
Indeed, the study of the breaking points gives information regarding the rise of the com-
plexes and, in particular, when they start to approach their maximal value. From the
approximate system in 3.28, it is straightforward that the first complex to reach its max-
imum has the smallest K. Thus the order of rising is just regulated by the dissociation
constants. This is coherent also from a biological point of view. At the beginning, the
amount of available ribosomes is limited. When the species start to compete, only the
one with the strongest association rate (which implies the smallest K) can rise, while the
others do not have enough strength to bind the needed ribosomes. Furthermore, they are
not even able to steal the ribosomes from the already synthesized complex. Thus, when
the complex has reached its maximal value, which means that it does not need other
ribosomes, the species with the second smallest dissociation constant can start to grow.
Moreover, the computations in Appendix D shows that the breaking points RTT and
RTOT depend from both the dissociation constants and the total amount of mRNA. This
is reasonable because, as already explained, one species can start to grow when the pre-
vious (i.e., species with a lower dissociation constant) has reached its maximal value ®,
which is m7OT.

5This statement can be easily proved computing the value of 3.28 for R — oc.
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Figure 3.5: Ratio between ribosomal species and RT9T

Furthermore, the ratios between the ribosomal complexes and the total amount of ribo-
somes are shown in Figure 3.5. This clearly shows that only one species can grow at a
time.

To sum up, it has been proved that the competition between the ribosomal species is
regulated by the dissociation constants and the total amount of mRNAs.

3.2.3 Analysis of Load effect

Afterwards, it is interesting to extend the analysis in order to better understand the load
effects on the system 6, in particular on the cell growth, starting from the dynamics de-
scribed by equations from 3.6 to 3.15.

In this study, the equilibria have been studied as function of the burden. This is char-
acterized by three parameters, which are: the dissociation constant K, the transcription
rate w, and the translation rate 3,. From a biochemical point of view, the easiest to
adjust is wy 7. Thus, the assumed choice is to vary the transcriptional rate, while the
other parameters are kept invariant.

In particular, the evolution of ¢, ¢;, R and RTYT have been considered. Despite the
mRNAs and the proteins are changing as well, they do not influence the growth of the
cell directly (indeed, considering all the cited growth rate functions, they depend uniquely
on the ribosomal components). Due to that, the study of the evolution of these elements
is not fundamental for the aim of the analysis.

Moreover, differently from the previous case, now the degradation p is involved in the
system. In fact, even though the evolution of the complexes can be still derived from the

SFurther details regarding the Matlab implementation are available in Appendix G
"The transcription rate can be regulated by modifying the promoter of the load.
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manifolds equations 3.26, the differential equation of R79T 3.2 at the equilibrium is:

T-DT
pror _ 0D (3.29)
ol

This means that the results are strongly influenced by the chosen type of growth rate.

Following the order in Table 3.1, all the growth rate functions have been tested and
the simulations are collected together in Figure 3.6.

The first growth rate that has been analyzed is the Linear function dependent on ¢y,
shown in Panel A. Even though the obtained growth rate seems to respect the biological
evidences (i.e., the increase of the load should not immediately lead to a reduction of the
growth rate), some issues can be found in the graph of the evolution of the equilibrium
points. Indeed, the augmentation of the transcription rate of the burden can not cause an
increment in the total amount of the ribosomes RT97. This fact is also inconsistent with
the plotted growth rate: the drop of the growth can not justify the rise of the ribosomes.
Afterwards, the Linear growth function dependent on R%° has been considered. The
result is shown in Panel B. Differently from the previous case, now RT97 is initially de-
creasing while p is rising. After a starting transitory, the growth rate remains constant.
This is coherent with the behavior of the ribosomal complexes, since R = ¢, + ¢;.
Later, some other tests have been executed. Instead of a linear, a Hill growth rate func-
tion has been examined.

First, the Hill formulation from Del Vecchio [6] has been considered (Hillpy) and shown
in Panel C. Here, the same issue as with linear function dependent on ¢, can be observed.
Again, while y is decreasing, RT97 is rising.

Additionally, it is worth to notice that the growth rate has a starting value of ~ 2h71,
while in all the other cases it starts from lower values. The explanation comes from the
computation of the maximal growth conditions. Indeed, as specified in Paragraph 3.2.1,
the values of ¢ymaz; Bmar and RTOT have been derived from [6] in absence of the load
(we = 0), and consequently they ensure the maximal growth rate only with this type of
growth rate and only at the beginning of the analysis, namely when the burden has not
been applied yet.

Lastly, the Hill growth rate obtained from the fitting of data (from [1]) has been examined
(Panel D). Since the only difference with the previous proposal is the parameters that
characterize the Hill, the results are similar, so that the observed issues.
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3.3 Model M2

An extension of the first model has been formulated and it is shown in Figure 3.7.
The main difference with M1 regards the process of formation of the free ribosomes R.

While in the previous formulation it was approximated by the reaction D, LN D, +R,
now a more realistic reaction have been examined, in order to improve the conformity
between the model and the actual system, and it involves TRNA and R-Protein. Conse-
quently, this modification necessarily leads to the addition of a new ribosomal component,
namely the R-Protein species.

All the other assumptions regarding the transcription and translation phases, the asso-
ciation and dissociation processes and the degradation are invariant with respect to the
first proposed model.

4
ag i | dpt By
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Figure 3.7: Second Model. The yellow, red and blue expression cassettes represent the
basal, the R-Protein and load species respectively. The green cassette stands for the free
ribosomes. The red square highlights the added components, in respect of the first model.

Therefore, the set of chemical reaction has been modified. New reactions have been added
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in order to replace D, ’8—T> D, + R:

D, 2D, 41
D, D, 4+ m,

mp+RZ:"cpﬁ—p>mp+R+P

P
r+P -5 R
my, T 50
¢, — R
P--0
Now g, is the rate of formation of rRNA and o, is the rate of synthesis of ribosomes.

While the mass conservation law 3.2 must be augmented, others must be added to the
previous set of laws:

R™T = Ricy+e,+o (3.30)
m!9" = m,+¢, (3.31)
rTOT = 4 RTOT (3.32)
prot = p 4 RToT (3.33)

Starting from the system of ODEs already formulated for the first model, new differential
equations must be added and the equations 3.10 and 3.2 must be modified:

my = wpDp — aymyR+ dycp, + Bpcp — My (3.34)
G = apmpl —dycy — Bpcp — Cp — picp (3.35)

R = 57«D7« + O'pT’P - Z CLjTTLjR + Z dej + Z 63‘03'
J J J

+> yej+puR with j =b,p, ¢ (3.36)
J

r = [B.D,—o,rP —~r (3.37)

P = By, —opyrP —uP (3.38)
RTOT = 5P — uRTOT (3.39)
!9~ w,D, —ym! %" (3.40)
rTOT = B.D, —~r — uRTOT (3.41)
PTOT = Bc, — uPTO" (3.42)

where the equation 3.40 has been derived considering the relation between ~ and p dis-
cussed previously.
As in the first case, it is possible to derive the closed solution of equation 3.40 (the closed

form solutions of mI°T and mI'°T are invariant):

mloT = “ Dy (3.43)
v

p
The other differential equations should be solved using fsolve numerical method from
Matlab. However, thanks to a further approximation, it is possible to derive the closed
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form solution of r starting from equation 3.41. The detailed process is described in
Appendix F and it leads to:

(3.44)

3.3.1 Choice of Parameters’ Value

Differently from the first case, the definition of the parameters in condition of maximal
growth presents some issues.

The main difficulty comes from the unavailability of data from experiments which have
discriminated between basal and R-Protein species.

This can be explained due to the complexity of the experiments. Indeed, measuring
the total amount of ribosomes inside a cell is not straightforward itself; being able to
distinguish between different types of species is even harder.

Additionally, information regarding the amount of rRNA and R-Protein are reported as
relative quantities (|7]).

These evidences make the model not a priori identifiable and consequently the definition
of the parameters in the maximal growth conditions is not possible.

Consequently, the assumed choice is to use the already estimated parameters, namely the
transcription rate wj, for the basal species and the rate (5, of the process of ribosomes
formation, also in this model.

However, the values of w,, 0, and 3, are still missing and needed for the analysis of the
load effect.

Regarding w,, it seems reasonable that the transcription rates of basal and R-Protein
species have the same order of magnitude. Indeed both their products are fundamental:
while the basal proteins are needed for the survival of the cell, the R-Proteins are essential
in the process of formation of ribosomes, which are required for every synthesis, even
the basal one. This may justify the made hypothesis on the order of magnitude of the
transcription rates of basal and R-Protein species. According to that and for sake of
simplicity, they are assumed to be equivalent.

Concerning the synthesis rate o, between the rRNA and R-Protein, it has ideally the
same meaning as (3, in the first model. Hence, it is wise to set o, equal to 3.

Lastly, the translation rate /3, has been assumed with the same order of magnitude of the
generation rate 3, of the free ribosomes in the first model.

In congruence with all the stated assumptions, it is trivial to expect that these parameters
do not lead to an effective condition of maximal growth, independently on the growth rate
function.

3.3.2 Analysis of RT9T variation

As previously, the first analysis that has been made regards the ribosomal competition,
namely the distribution of R797 among the four ribosomal species ¢, ¢,, ¢, and R.
Again, it does not depend on the chosen growth rate function but uniquely on the mani-
folds:

R TOT R TOT R TOT
T -t 3.45
R+ K, " " R+K," " (3:45)

Cp =
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and the mass conservation law of RTOT:

RT =R+ cy+c,+e (3.46)

where ¢, ¢, and ¢, must be substituted with their manifolds. Again, it is possible to
approximate the equations 3.45 with piecewise linear functions with the same reasoning
performed in M1.

The Figure 3.8 shows the evolution of the competition as function of R7°T. The continu-
ous lines represent the real evolution, obtained from the numerical solutions of equations
3.45 and 3.46. The dashed lines indicate their approximation, based on the general com-
petition analysis explained in Appendix D.
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Figure 3.8: Competition between ribosomal species with K; << K, << K, and m} 7 =

mI9T = m{°T. The yellow, blue, red and green dashed lines represent the approximate

evolution of ¢, ¢, ¢; and R respectively. RTOT, RTOT and RYCT are the breaking points

The considerations made for model M1 persist.

The competition is strongly regulated by the dissociation constants and the total amount
of mRNA. In particular, the first rule the order of growth of the complexes, while both
manage the values of the breaking points. These are fundamental for understanding when
a complex reaches its maximal value and consequently another species can start to rise.
Since this model considers one ribosomal species more than M1, the analysis in Appendix
D referred to the general competition must be augmented to the three species case. This
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leads to three breaking points (instead of two), which are:

B ror g pror . TOT

RTOT (1 U P ‘ )K 3.47
1 + K + K, + K b (3.47)
R mIoT  ,,TOT

RTOT _ (1 P ¢ >K TOT 348
2 + Kp + KZ p + mb ( )
B mToT

REOT = (14 T ) K+ m T + O (3.49)

V4

Once more, a graph that displays the ratios between the species and the total amount
of ribosomes is proposed (Figure 3.9) and it leads to the same observation made for M1,
namely only one species at time can grow.
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Figure 3.9: Ratio between ribosomal species and R79T

3.3.3 Analysis of Load effect

In the way that it was studied for the first model, now the analysis of the load effect is
proposed.

Again, it is strongly influenced by the growth rate function that has been chosen. Since
the previous study have revealed that the Hill and the Linear functions dependent on
¢p are not suitable for the description of the cell growth, this model has not been tested
considering all the proposed functions of growth rate. Indeed, two functions have been
analyzed: the Linear function dependent on R%!¢ has been investigated as best option
so far, while the Hill function dependent on ¢, has been analyzed in order to prove its
final inaccuracy.

Once more, the parameter that has been varied during the simulation is the transcription
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rate of the load wy, for the same reasons as before (i.e., the feasibility of laboratory ex-
periments).

Both the simulations are collected in Figure 3.10.

First, the Hill function based on Del Vecchio and Murray ([6]) assumptions (Hillpy) has
been tested and the results are shown in Panel A. As it has been verified with M1, in-
creasing the metabolic load makes RT9T grow. This is not consistent with the biological
evidences and limitations 8 since it would imply that the total amount of ribosomes can
grow endless, just by the rise of the burden.

Thus, since this growth rate function has been already demonstrated to produce incon-
sistent results with M1 and M2, another further test with a more complex model (M)
is not necessary. Hence, it can be already asserted that the Hill function, independently
of its parameters, is not suitable for the description of the cell growth.

Later, the analysis considering a Linear growth rate depending on R**"¢ has been per-
formed (Panel B). Differently from the previous test, now RT97 does not increase with
the growth of the load. At first glance, a possible issue could be noticed: the growth
rate is slightly rising while RT°7 is slowly decreasing and this might be counter intuitive.
However, this is simply a transitory of the system for certain values of the load and it can
be explained as follows.

The complex ¢, needs ribosomes to be assembled. This amount can come directly from
the set of free ribosomes in the cell or it can be stolen from the other complexes. For
weak metabolic loads, the requirements of ribosomes is not substantial and then it can be
almost entirely provided by the compartment R; at the same time, the complex ¢, is used
to synthesize new ribosomes. Thus, in this starting configuration of the system: R and
¢, are decreasing (c, can only partially replace the used R, since in turn it requires ribo-
somes), ¢, can be considered unchanged and ¢, is growing. Consequently, R79T (which is
the summation of all the ribosomal components) must slightly decrease, since the growth
of ¢, can not exceed the drop of ¢, and R°. However, at the same time R (which is
the summation of ¢, ¢, and ¢,) must increase because the growth of ¢, is faster than the
drop of ¢, and ¢, is considered unvaried.

Afterwards, suppose to strengthen the metabolic burden: a decrease of the growth rate
is now expected.

As shown in Panel B, the growth rate can still rise until the load (namely the transcrip-
tion rate wy) reaches a threshold value wj. This value leads the system to a particular
configuration of the equilibrium points, where ¢, = 0 and thus no more ribosomes can be
synthesized. Therefore the cell can not form any other complexes and this fact necessarily
leads to the death of the cell itself.

8 A bacterial cell can not contain an unlimited number of ribosomes.
9R is the "fundamental unit" in the system since it is needed for the formation of every complex. It
is not reasonable to suppose that the system could grow while the ribosomes are decreasing.
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Figure 3.10: Comparison between simulations with different growth rate functions. A used
the Linear function dependent on R B used the Hill py, function dependent on c.
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3.4 Model M3

The last developed model is the most complex and it still involves the process of formation
of the free ribosomes but it also considers one negative feedback (known from literature
and better described in the Paragraph related to the biological feedbacks 2.1.4). Roughly,
the aim of this feedback is to avoid the endless growth of the free ribosomes, limiting the
formation of the R-Protein mRNA. According to that, it is reasonable to expect that the
feedback assumes a remarkable importance when the metabolic load is null or weak, while
it becomes irrelevant when the load is strengthened (because the request of ribosomes is
increased and then they tend to bind the mRNA instead of be accumulated).
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Figure 3.11: Third Model. The yellow, red and blue expression cassettes represent the
basal, the R-Protein and load species respectively. The green cassette stands for the free
ribosomes. The red arrow highlights the added feedback.

According to this improvement, some chemical reactions must be added:

P+mpa—p>P:mp
P:mpL>P
P:m, =0
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All the mass conservation laws remain unchanged except for mZOT (3.31), that becomes:

m " = m,+c,+P:m, (3.50)
The system of differential equations must also be modified. Starting from the one formu-

lated for the second model, the ODEs 3.34, 3.38, 3.40 have been adjusted:

m, = wp,D,—a,m,R+ d,c,+ pyc, — a,m,P —ym,, (3.51)
P = By, —o,rP+~P:m, —a,m,P — uP (3.52)
" = w,D, —ym, — yP 1 my, — e, — pc, — pP i m, (3.53)

and the following must be added:
P :m, = a,m,P —~vP :m, — uP :m, (3.54)

Again, in 3.53 the approximation is possible considering the relation between v and p and

leads to:

1 O & w, Dy, — ym] 9" (3.55)

Concerning the study of the equations in Steady State, nothing changes compared to the
second model.

3.4.1 Choice of Parameters’ Value

As with model M2, the estimation of the parameters in the maximal growth conditions
is not possible. Once more, the lack of experimental data that measure the number
of ribosomes per species (the addition of the feedback does not influence or reduce the
number of the ribosomal species) and the cell growth prevents to define the value of these
parameters. For this reason, all the assumptions made with the second model have been
preserved and the parameters w,, 0, and (3, are assumed unvaried with respect to M?2.
The only parameter that must be set is the association rate a,, between the R-Protein
and its mRNA, which can be interpreted as strength of the feedback effect.

The rate o, must be lower or equal than o, (synthesis rate of ribosomes) because otherwise
the process of formation of free ribosomes would be overcome by the process of inhibition
of themselves, which is inconsistent with the aim of the feedback. Thus, this parameter
can assume values in the following interval'®:

0<a,<o, (3.56)

Since it is not possible to derive its precise value from the literature nor from data, it has
been set as 0.005 - o,

In order to improve this estimate, further analysis should be performed. For example, a
sensitivity analysis can be executed for quantifying the contribution of the feedback on
the system. Nevertheless, the best solution is to design some laboratory experiments in
absence of metabolic load that can measure the actual value of this parameter.

19The rates can not be negative.
" The feedback should have a limited influence and strength compared to the synthesis of ribosomes.
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3.4.2 Analysis of Load effect

Differently from the previous two cases (M1 and M2), the analysis of the distribution of
RTOT among the ribosomal species is no more available. This is a direct consequence of
the new formulation of the mass conservation law of m[°" (3.50), that has been made
necessary after the addition of the feedback. Indeed it involves the quantities m, and c,,
but also P : m, and this does not allow to derive the manifolds as explained in Appendix

C.

In particular, equation C.8 must be replaced by:

R
mZOT = Emp +m,+ P :m, (3.57)
which leads to:
R K
cp = T K, (mZOT — P :m,) and m, = R —I—pr (mZOT — P :my) (3.58)

and these equations depend not only on R, but also on P : m,'2. Thus, an eventual study
of the evolution of 3.58 should involve also the differential equation of P : m,, (3.54), which
in turn should consider the one of P (3.52). Consequently, the analysis on the ribosomal
competition is no more feasible.
Therefore, the analysis of the load effect is here presented.
As already introduced before, the only growth rate that has been tested with this model
is Linear and it depends on R*¢ (Panel A of Figure 3.12). The plotted results are
coherent with the biological evidences and considerations similar to the case of M2 can
be made.
Rather, it may be interesting to observe the behavior of the components directly involved
in the feedback, namely m,, P : m, and P (Panel B of Figure 3.12). Before to proceed
with the analysis, it is worth to state that the complex P : m, is directly related to the
efficiency of the feedback: the higher the concentration of P : m,, the stronger the feed-
back. This statement can be derived directly from the chemical reactions that describe
the feedback. Indeed, the concentration of P : m, depends on the amount of mRNA that
is inhibited.
First of all, it can be noticed that the feedback is efficiently working just for certain values
of the load and this is highlighted by the relation between m, and P : m,,.
The condition P : m, > m, '* means that the feedback is currently inhibiting the pro-
duction of R. In fact, the eventual free mRNA that could be used for increasing the
quantity of R-Protein (and consequently synthesizing more ribosomes) is instead bound
and progressively degraded by P itself .
Instead, P : m, < m, indicates that the effect of the feedback is low. Indeed, the amount
of R-Protein in the cell is used for synthesizing new ribosomes, according to the chemical
reaction:

P+r—5R (3.59)

2The quantity m;°? is constant as shown in 3.43, which remains valid also for M3.

13m,, stands for the concentration of free mRNA, means the quantity of mRNA not bound with ribosome
yet.

14This can be easily proved by noticing that the complex P : m,, that is directly related to the feedback
has higher concentration than m,,.
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instead of forming the complex P : m,, according to the chemical reaction:

P+m, 25 P:m, (3.60)

In other words, since P is used for the formation of both P : m, and R, in case of limited
amount, it must be shared between the two components, which compete against each
other for it. Since the bond with the ribosomes is stronger than with the complex P : m,,
the formation of R prevails to the detriment of the feedback action.

These considerations are also coherent with the graph of the P protein. The activation
phase of the feedback coincides with an abundance of the protein (i.e., the ribosomes
can be accumulated due to the high availability of the resources); the disabled feedback
matches with the lack of the protein (i.e., the accumulation of ribosomes can not occur).
Even though the fact that the feedback is active with lower values of the metabolic burden
could sound counter intuitive, it can be explained considering the metabolic requirement
of the cell. For small load values, it is not as significant as for stronger loads. This
implies that in the first case, an accumulation of R can occur, causing the activation of
the feedback, while in the latter one the amount of R is totally spent to accomplish the
ribosomal needs of the cell.

3.4.3 Final Remarks

The performed analyses aimed to identify the best model for the cell growth. The cell
system have been described by using three different models in order of complexity and
some growth rate functions have been tested. Starting from the basic model, four differ-
ent functions have been explored. This study has revealed that not all the growth rate
functions proposed by the literature are suitable. In particular, the Linear growth rate
dependent on R*"¢ has been turned out to be the most adequate. According to that, it
has been tested with the second model and, for sake of completeness, one of the rejected
functions has been analysed as well, in order to confirm its deficiency. The analysis has
supported the previous guess. Finally, the most complex model has been investigated
with the chosen growth rate function. Also in this case, it has produces coherent results
with the biological evidences. Therefore, it has been possible to affirm that the Linear
growth rate function dependent on R is the most suitable for the description of the
cell growth, independently on the complexity of the model.
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Figure 3.12: Analysis of M3 with a Linear growth rate dependent on R**¢. A shows the
evolution of the equilibrium points and the growth rate. B displays the feedback effect
on P:my, m, and P.



Chapter 4

Discussion and Results

In this chapter, the results obtained by the study of the equilibrium points are resumed
in order to justify once more the chosen growth rate function. Afterwards, the study of
the dynamics of the model M3 will be discussed, in comparison with the only article from
the literature that has analyzed the effects of the load on the cell system.

4.1 Best Choice considering the Load

In the previous chapter, three different models in order of complexity have been intro-
duced and tested considering various growth rate functions.

The growth of the first model M1 has been analyzed taking into account four various
functions: Linear dependent on c,, Linear dependent on R%¢ [ill from Del Vecchio
and Murray assumption |6] (Hillpy) and finally Hill from the fitting of the data in [1].
By varying the strength of the metabolic load, the evolution of the equilibrium points
(in particular referred to c;, ¢;, R and RTT) and the growth rate have been examined
(Figure 3.6).

At first sight, it can be noticed that the evolution of RT9T is similar in three cases (Panel
A, C and D). In these simulations, the stronger the load, the higher the amount of total
ribosomes in the cell. This evidence has been used as reason to discard the growth rate
functions that have led to this result. Indeed, it is not reasonable nor feasible to have
a (potentially) endless concentration of ribosomes in the cell. In other words, the rein-
forcement of the load can not cause the increment of the ribosomal component. In fact,
if this would be the case, the cell would have the possibility to grow endless and this not
biological plausible.

Instead, the Linear function dependent on R*™¢ (Panel B) has shown the opposite result,
namely for stronger loads, the concentration of the ribosomes decreases. This outcome is
coherent with the cell system. Indeed, since the load is an external component that had
been added to the system and it needs resources (i.e., ribosomes) to be synthesized, it
must limit the activity of the cell, namely it must negatively influence its growth. Conse-
quently, an increment of the ribosomal amount is not consistent with the growth decline.
Hence, this allows to state that the supposed best growth rate function is Linear depen-
dent on Ractive,

However, this conclusion must be verified also with the other two models, since the final
aim is to find the best option independently on the complexity of the structure.

49
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The simulation with model M2 is shown in Figure 3.10, Panel B. The results confirm
the previous statement. Again, the selected growth rate model has produced coherent
outcomes: the stronger the load, the slower the growth.

Finally, it has been tested with the third model M3 (Figure 3.12, Panel 3). Once more,
it has been confirmed as best option over the four different types of growth rate proposed
at the beginning. This can be justified as in the case of M1 and M2.

Thus, this leads to the final statement that the best function for modeling the growth
of a single bacterial cell, independently on the complexity of the model structure, is the
Linear growth rate dependent on R**%¢ where R is the summation between all the
ribosomal complexes or alternatively the difference between the total number of ribosomes
and the free ribosomes.

4.2 Dynamics of the system

As stated in the previous paragraph, the best choice for the modeling of the cell growth
is the Linear growth rate dependent on Retve,

The articles presented in Paragraph 2.2.2 do not allow to make a comparison with the
achieved results, since all of them have not considered the addition of the metabolic load.
However, Nikolados et al. |2] have studied how the resources of the cell are re-assigned
after an inducible gene (i.e., the gene responsible for the synthesis of the load) has been
added.
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Figure 4.1: Simulation of an inducible gene [2].

In Figure 4.1, the performed simulation is reported. The authors have divided the ri-
bosomal content into five categories: the ribosomes (which corresponds to the R-protein
species in M2 and M), the house-keeping (species responsible for the basic functions of
the cell), the uptake enzyme (which is responsible for the nutrients transport inside the
cell), the metabolic enzyme (that is responsible for the translation of the nutrients into
energy) and the heterologous protein (namely the metabolic load).

This classification is similar to the one performed and explained in the paragraph of bi-
ological scenario (Paragraph 2.1.3): different species have been gathered based on their
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purposes. Rather than five, the model M3 presents four species: the free ribosomes, the
basal, the R-Protein and the load species.

The starting configuration of the system (i.e., the distribution of the resources among
all the different categories or species and the ratio between free and bound ribosomes) is
shown Panel A. In this initial configuration, the load gene has not been inserted yet and
the cell is in equilibrium.

Afterwards, the burden has been added: the evolution of its expression and the distribu-
tion among all the species have been studied as function of the rate of the gene induction
(Panel B).

It is interesting to compare this simulation with the one performed for model M5. For
a better visualization, the evolution of the load shown in Figure 3.12, Panel A, is here
reported singularly.
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Figure 4.2: Evolution of the load in M$5.

It can be easily seen that the model result is close to the one proposed in the article [2]:
the load expression has a peak for a certain value of the transcription rate and then it
starts to decrease. Unfortunately, it is not possible to compare the behavior of the other
species since the performed classification is not the same in the two cases. This reveals a
sort of conformity between the results of the designed model and the outcomes presented
in the article.

A further analysis can be proposed, namely the study of the dynamics of the system (i.e.,
its evolution over time), based on model M3. The dynamics® of the system are shown
in Figure 4.3 and they have been computed using Matlab toolboxes SymBiology Model
Builder and SimBiology Model Analyzer (further details in Appendix G). In the upper

'Initial conditions: R = 23.6uM, ¢, = 10.2uM, ¢, = 10.2uM, P = 0, r = 0.697uM, all the other
components were set equal to 0. The transcription rate of the load was set equal to 1.29 x 10° “}le, the
value of the other parameters are reported in Appendix A.
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graph, the dynamics of the ribosomal components (R, ¢, ¢, and ¢;) are plotted.
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Figure 4.3: Dynamics of model MS3.

Since the starting value of ¢, and ¢, depends uniquely on their initial condition (¢} = cg)
and their evolution is similar (the load will steal the ribosomes equally from ¢, and c¢,),
their curves are overlapped. Furthermore, at the beginning, the only null component is ¢
and thus \° # 0 2. It is straightforward to notice that the increment of the load coincides
with the drop of all the other ribosomal complexes. Additionally, the first component to
be affected by the presence of the load is the compartment of the free ribosomes R , which
decreases before all the others. Afterwards, when the compartment is empty, ¢, and c,
are consumed.

The explanation lies in the amount of needed ribosomes. As already described, the syn-
thesis of the load requires ribosomes. When the related compartment is used up, they
must be stolen from somewhere else, namely from the other ribosomal complexes. This
justifies the drop (and its order) of the free ribosomes and the complexes. Once the peak
of the load expression is reached, it can be maintained by the system for a short interval
of time. Later, it will start decreasing due to the unavailability of other ribosomes, its
spontaneous decay, the effect of the growth rate and the translation of the complex into
protein.

It is interesting to analyze the relation between the dynamics and the growth rate.
The maximum growth rate is achieved before the peak of the load expression and it
has been maintained until the start of the drop of ¢,. This is expected, since the
growth rate is a linear function dependent on R*“*¢ (black curve). Recalling that
Roctive = RTOT — R = ¢, + ¢, + ¢4, R is obtained when R = 0.

The dynamics of the cell growth is coherent with the biological evidences, which can be
interpreted as another proof that the chosen function is suitable for modeling the cell

*X depends linearly on R**v¢. Since ¢ # 0, ¢ # 0 and ¢} = 0, then R*""ve0 = ) 4 0 £ 0.
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growth. Indeed it has been experimentally tested that the addition of a strong load does
not lead the cell immediately to the death but instead it grows for a while and then sta-
bilizes. After, the drop of the growth rate is verified, potentially causing the death of the
whole system.

Finally, it has been possible to check the goodness of the chosen function also consid-
ering the dynamics over time of the cell system. This strengthens the statement that
the Linear growth rate function is the best option for the description of the cell growth
process.
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Chapter 5

Conclusion and Future Work

5.1 Summary

In this thesis, the cell growth has been analyzed.

First, the system has been modeled, according with the chemical reactions that occur in
it. Due to the complexity of the system itself, some approximations and hypotheses have
been proposed, in order to simplify the description. Consequently, three models have been
developed, in increasing order of complexity; at the same time, different functions that
aim to characterize the cell growth have been presented. Starting from the least complex
model, the growth have been studied, testing all the functions. Later, just the function
that has produced some coherent results has been tested with the second and the third
model.

Finally, it has been possible to state that the best growth rate function is the Linear
dependent on Ratve,

5.2 Future Prospective adding new feedback

Possible improvements to this work can be performed, especially regarding the models.
Their complexity can be increased, reaching a better level of description. In particular,
new feedbacks can be added. It is reasonable to present these improvements starting from
M3, since it is the best model so far (i.e., the model that is close to the actual system).

The third model presents a biological feedback that aims to avoid the accumulation of the
free ribosomes inside the cell. However, this regulates just the synthesis of the R-Protein
and not of the rRNA, which is the other reactant that composes the ribosomes. The
explanation behind this choice lies in the chemical reactions that have been identified for
describing the cell system. Indeed, the production of rTRNA has been modeled as a simple

reaction D, N D, 4 r, namely the rRNA is obtained directly from the DNA, which is
not possible to influence negatively.

Therefore, once a better description of the process of derivation of rRNA will be achieved,
it will be also feasible to implement a new regulatory feedback on the production of the
ribosomes that accounts both the components (R-Protein and rRNA).

Nevertheless, this model does not consider the needed amount of amino acids. Indeed,
even though the translation was modeled as in Paragraph 2.1.3, namely it just requires
the mRNA and the ribosome, this process is an approximation and the real one involves
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more components. In fact, it would need also amino acids and the tRNA, which is the
RNA responsible for the transport of the amino acids in the site of the translation. Con-
sequently, once this improvement will be performed (namely some chemical reactions and
components must be added to the system in order to model also the presence of another
type of RNA and the amino acids), other feedback loop can be added. In particular, this
can be inspired by the paper [11]|, where it has been already assumed that there should
be a flux of amino acids in the cell and it should influence the growth rate.

In general, all the future improvements must start from the augmentation of the chemical
reactions and /or species, which allows to reach a better description of the cell system.
However, the main limitation of all this dissertation is the unavailability of experimental
data. Future work may also regard the design of some experiments in order to validate
the model M3 (it is reasonable to test just the most complete model) and the results
obtained with the identified best growth rate function.
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Appendix A

Summary Tables

Two summary tables are here reported, in order to simplify the reading of the models.

Parameter Description Model
my Basal mRNA 1,2,3
my R-Protein mRNA 2,3
my Load mRNA 1,2,3
Cp Basal complex 1,2,3
Cp R-Protein complex 2,3
) Load complex 1,2,3
B Basal protein 1,2,3
P R-Protein protein 2,3
L Load protein 1,2,3
R Free Ribosomes 1,2,3

RTOT Total Ribosomes 1,2,3
r Free rRNA 2,3
rTor Total TRNA 2,3
pror Total R-Protein content 2,3
mioT Total basal mRNA content 1,2,3
m!oT Total R-Protein mRNA content 2,3
mloT Total load mRNA content 12,3
P:m, Complex between R-Protein and its mRNA 3
A Growth rate 1,2,3
vy Spontaneous decay of mRNA and rRNA 1,2,3
0 Spontaneous decay of proteins, ribosomes and complexes  1,2,3
14 Sum of growth rate and spontaneous decay 1,2,3

Table A.1: Table of variables

29
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Parameter Description Value Ref. | Model
y Decay of mRNA and rRNA 100 A1 6] 1,2,3
5 Decay of proteins,
complexes and ribosomes 0.05 h~* [16] | 1,2,3
ap Association rate of ¢, 2.94 (uMh)=1 E 1,2,3
dy Dissociation rate of ¢, 1At E 1,2,3
a, Association rate of ¢, 0.294 (uMh)™t | E 2,3
d, Dissociation rate of ¢, 1At E 2,3
ay Association rate of ¢ 29.4 (uMh)=1 D 1,2,3
dy Dissociation rate of ¢, 1 ht D 1,2,3
By Translation rate of B 69.7 h~! A 1,2,3
By Translation rate of P 69.7 h! B 2,3
Be Translation rate of L 69.7 h~! D 1,2,3
W Transcription rate of my 2266.7 h~! A 1,2,3
Wy Transcription rate of m,, 2266.7 h™* B 2,3
Wy Transcription rate of my 2266.7 h~* D 1,2,3
op Association rate between r and P | 69.7 (uMh)™! B 2,3
a, Association rate between m, and P | 0.3485 (uMh)~' | C 3
By Transcription rate of r 69.7 h~! A 1,2,3
Dy, Basal DNA 1 uM [15] | 1,2,3
D, R-Protein DNA 1 uM [15] 2,3
D, Load DNA 1 M [15] | 1.2.3
D, Load rRNA 1 uM [15] 1,2,3
Table A.2: Table of parameters

A: Tt has been computed as shown in Paragraph 3.2.1.

B: It has been computed as shown in Paragraph 3.3.1.

C: It has been computed as shown in Paragraph 3.4.1.

D: It has been assumed that the added load has transcription and translation rates

similar to the other species. Furthermore, the dissociation constant is assumed to
be smallest, in order to let it steal the ribosomes from the other species and observe
some effects on the system.

E: Considering the dissociation constants in [6], the dissociation rates have been assumed

equal independently of the species and the association rates have been set differently.
Taking into account the importance of each species (Paragraph 2.1.3), the following
relation between basal and R-Protein constant has been established: K, << K.
Moreover, the constants has been calculated in relation of RIOT = 34uM (i.e.,
K, = 0.01 x RTOT),

max



Appendix B
Negligibility of RNAP

A generic chemical reaction that describes the transcription can be written as follows:

+
D + RNAP &= CTR —% D + m + RNAP

p

(B.1)

where D is the DNA, p™ and p~ are the association and dissociation rate respectively
between DNA and RNA, CTR is pre-mRNA molecule, w is the transcription rate, m is

the mRNA.
The relative mass law kinetics are (the degradation is not considered):

D = p CTR—p*D-RNAP +wCTR

m = wCTR
CTR = —p CTR+p"™D-RNAP —wCTR
RNAP = 0

where B.5 is equal to zero under the hypothesis of RNAP constant.
Studying the differential equations at the steady state, CTR is:

RNAP - i k=P
K pt

CTR,s =

that depends uniquely on D.

This consideration can lead to a possible reformulation of the chemical reaction:

D25D+m

Now, the relation between w and w’ must be found.
By the substitution of B.6 in B.3, the dynamics of mRNA becomes:

RNAP
K

D

m=w

while the mass action law derived from B.7 is:

m=wD
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Now it can be easily seen that the relation between the transcription rates is:

/ RNAP

— B.10
W =w % ( )

From this point on, the RNA P will be considered as constant, leading to the reformulation
of all transcription chemical reactions as in B.7.

For sake of simplicity, the new transcription rate ' will be indicated with the symbol w
as well.



Appendix C

Manifolds formal derivation

The manifold derivation is based on the difference between fast and slow dynamics ob-
served in the differential equations, namely on the Rapid Equilibrium assumption.

Here the mathematical calculations are computed for a generic species i. Clearly, the
same procedure can be applied for every species.

Considering the first model (the derivation of the manifold is identical for all the models),
the fast dynamics are:

m; = w;D; —a;m;R+d;c; + Bic; — ym;

—~
Q
—

éi = aimiR — dici — ﬁici — YC; — UG CQ)

while the slow dynamics consists on the total amount of mRNA:

meT = w;D; — ymI°T — uc; (C.3)
It is possible to rewrite a; as %:
. R
) R
¢ = dlmZE — diCZ’ — Bici — YC; — UG (C5)

Now fixing d; = % in C.1:

1 R
mi = —(—mi? + Ci) + wiDi + Bici — ym; (CG)
€ i

For the condition of fast dynamics e — 0, means that the dissociation rate tends to zero.
Consequently, the obtained manifold is:

Remind that m?°T = ¢; + m,, then:

R
mi Ot = Ie M (C.8)

63



64 APPENDIX C. MANIFOLDS FORMAL DERIVATION

and finally:

R K;
ci = TR e m;-rOT and m; = 7 +ZKZ' m?OT (C.9)

which shows that the evolution of ¢; and m; uniquely depends on the total amount of

mRNA (mI9T) and the strength of the bound mRNA-ribosome (K;).

Since it can be proved that mI°T depends on the transcription rate w;, the only factor

that does not influence these quantities is the translation rate j;.



Appendix D

General competition

The general competition between ribosomal species can be seen as an input-output system
as shown in Figure D.1.

RTOT
=1
mi°" GENERAL
mloT COMPETITION e
mg"or rrrrrrrrrrrr @ >
""""""""""""""" Cn
my°" Ky, Ky, . K, oo, Koy

Figure D.1: Input-Output system of general competition

The outputs are of course the ribosomal complexes ¢;. Since their evolution depends on
the manifold, the system is characterized by the dissociation constant K;, while the inputs

are the total amount of mRNA and ribosomes RTOT available.
Recalling that:
R
(- M ror _ K ror (D.1)
() R—i—Kl 7 1_|_ Kﬁ (3 ‘

an approximated version can be proposed, in order to simplify the analytical computations
(problems related to this estimation will be analyzed in the following Appendix):

K;

w7 R R<K

Without loss of generality, let consider the simple case of just two competitive species
with K1 < KQ.
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Then the approximated ribosomal complexes are:

MR R<K ™R R<K
K ) = 1 —~ K. ) = 2
c1 = 1 and ¢y ~ 2 D.3
' {mlTOT ,R> K, ? {m§OT ,R> K, (D-3)

Since RTT = R+ ¢1 + ¢y

1 m?OT m%“OT
+ 5+ R ,0<R< K,

Ko
R™T(R) =1 (1+ ””‘;TST)R +mIoT | K, < R<K, (D.4)
R+ mToT 4 mIoT , R > Ko
Now it is possible to reverse the equations to obtain R as function of RTO7:
( 1 TOT TOT o PTOT
mToT  TOT R ) 0 < R < Rl
(2 )
TOT RTOT_ TOT ~ ~
R(E™™T) = § 0 , RTOT < RTOT < RTOT (D.5)
(%)
\ RTOT _ yyTOT _ yTOT RTOT RQTOT
where accordingly to the conditions in the D.4 system:
HPTOT mi " 537 PTOT m3 " TOT
R :(1+ + )K and R :<1+ )K +m D.6
! Kl KQ ! 2 KQ 2 1 ( )
Thus it is straightforward to rewrite the complexes ¢; and ¢, as function of R7OT:
m{ o7 1 TOT TOT ~ PTOT
}{1 m%“OT m%“OT R ) O S R S Rl
CI(RTOT) _ <1+ kTR ) (D.?)
mToT , RTOT ~ RTOT
and
(m3oT 1 TOT TOT ~ PTOT
;(2 mTOT  , TOT R ) 0< R < Rl
D e
TOT TOT RTOTf TOT ~ ~
ca(RTOT) = § e i , RTOT| < RTOT < RTOT (D.8)
<1+ % )
0 HTO
\mgOT ,RT T > Rg“ T

From D.7 and D.8 the graph of the expected competition between species can be derived.

In Figure D.2, it is clearly shown that the breaking points are the thresholds Ji’lTOT and
RTOT  which consequently means that the competition depends on m7°7T and K (as it
was declared at the beginning).

At the same time, m”©7 depends on the transcription rate w:

wD
0T a2 wD — ymTOT = 0 —s mTOT ~ 2 (D.9)
Y
In conclusion, it is trivial to extend the reasoning to n competitive ribosomal species.
The complex with the lowest K will have just one breaking point as in the analyzed case;
the complex with the highest K will have n breaking points and its evolution will be

strongly influenced by all the other complexes.
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Figure D.2: Expected graph of general competition between two species.
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Appendix E

Approximation-simulation differences

In Appendix D an approximation has been made, namely:

s m”R R<K
¢ = LRmZ»TOT o K = (E.1)
1 K; szOT ) R > Kz

i

Without loss of generality, assume m?°? = 1 and K; = 1; then the difference between
the approximation and the real Michaelis Menten has been investigated.

Consider a generic approximation z(x):

2 0<zr<a
z(x) =4 ¢ E.2
(@) {1 T >« (E2)
that has to be compared with the real function y(z):
x
= E.3
)= o (£.3)
Thus the final aim to find a such that |w(z, «)| = |y(z) — 2(x, )| is minimizes for all z,
Le.:
min max |w(z, «)| (E.4)
The optimal choice of v corresponds to the case w(z, a*) = —w(a*, a*).
Z is the point where w reaches the maximum positive value:
d 1 1
Ay N L S _0—F=+a-1 (E.5)

dr 1+z (1+2)? «

Consequently:

w(x,a):%—§:x<\/a_1> (E.6)

&
and then by the substitution of & from E.5:
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At the same time:

*

Q 1

— Lat)=1-— = ES8
w(a”, a”) Tror  1tar (E.8)
The intersection between E.7 and E.8 can not be found analytically.
Using Matlab, the optimal choice results to be:
o =~ 3.5 (E.9)

and finally the best approximation for the Michaelis Menten must be:

Z 0O0<zx<35
g(z) = { 35 - E.10
y( ) {1 x> 35 ( )



Appendix F

Relation between growth rate and load

The analysis on general competition addressed in Appendix D sets the basis for the
study of the growth of the cell, since it shows how the ribosomal complexes compete for
ribosomes.

In particular, it has been proved that the linear growth rate dependent on R is the
best choice considering the load.

According to this formulation, the growth rate has the form:

Roctive where ¢ is the angular coefficient (F.1)

H=
Recalling that
R = ¢yt ¢, + ¢, =ROT - R (F.2)
it is not straightforward to understand why the increase of the metabolic load (mI°7T)
should anyway lead to the drop of the growth rate pu.

First of all, it is worth to prove that the amount of free rRN A is not dependent on
any species of the system at the steady state, and consequently it is constant.
Consider the equation 3.41. It can be rewritten as follows:

7;,TOT — B’/‘Dr . V(TTOT . RTOT> . MRTOT (F?))

by using the mass conservation law of r7°7.

Additionally, an approximation is possible (again taking into account the relation between
~ and p):

7;TOT — ﬁrDr + RTOT(’Y _ u) _ ’}/TTOT ~ ﬁrDr + ’VRTOT _ 'YTTOT (F4)
The value of r79T at the steady state is then:
TDT’
rlOT ~ RTOT 4 BrDr (F.5)
Y

but recalling that the mass conservation law sets 7797 = RTOT 41 it can be immediately
deduced that:
_ 8D,

gl
which just depends on the value of the parameters.

(F.6)

TSS

The following analysis is limited to a specific region R79T < RITOT L

1R1TOT has been already calculated in Appendix D.3.
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In this zone, all the complexes are growing linearly with an angular coefficient that de-

pends on the association constant K; and the total amount of mRNA mI°7T:
mIoT 1
ci(RTOT) = \;RTOT  where y; = — —o7 i=0b,pl (F.7)
IRV

Consequently, F.2 can be rewritten as function of x; (i = b, p, ¢):

Ractive — (Xb + Xp 4 XZ)RTOT — XRRTOT (F8)
where ror
> .
Xp=———"t i=Dbpl (F.9)
1+3 =%

Since m¥9T >> K;, then xp ~ 1, which means that in this region the concentration of
free ribosomes is low. This is reasonable, since all the complexes are growing and the
needs of ribosomes is high, namely almost all the free ribosomes are coupled to mRNA.

The equations 3.42 and 3.39 can also be rewritten as it follows:

PTOT — BpoRTOT . QDXRRTOTPTOT (FlO)
RTOT = 4 r(PTOT — RTOT) — oy (RTOT)? (F.11)
At the equilibrium
pror  _ BoXp (F.12)
YXR
pror  _ RTOT(l i %RTOT> (F.13)
o

which is constant, independent of RTT,

Coupling together these equations, an expression function of R*¢ = yp RTOT (as in F.8)
is found:

&Xp _ Ractive (1 + iRactive> (F14)
2 apT
In F.14, only x, and R are free to evolve.
In particular, while the second term is independent of the load m©T, vy, is influenced by
TOT

it according to F.9. More precisely, if m;“" grows, x, decreases.

Furthermore, in line with .14, R"%¢ decreases as well, but for equation F.1, the growth
rate must drop.

Finally, this proves the initial statement.

Unfortunately, this proof is just limited to values of R"“" lower than RTOT,
Moreover, this region is very narrow since the equation of RTO7 is 2:

5 mror — gpror TOT
RTOT _ (1 b P
1 + K -+ K, + K

)Kb (F.15)

2Under the assumption that the relation between the dissociation constants is Kp < K,, K,
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where K, represents an important factor of reduction.
For a better analysis, one should observe the relation between R and the load in every
possible region (in a system with three ribosomal species there are four regions).

Additionally, another possible issue can be found in this proof.

In F.10, p has been substituted with @R*"¢ = oy RTOT but this is an approximation.
Indeed i = 0 + A where A is the true growth rate. The performed substitution is based
on the assumption that § << A.

However, this could not be true, especially in the small considered region.

Finally, the proposed analysis has been made just for the second model. Nevertheless, it
is possible to extend it also to the third case, with harder calculations.
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Appendix G

Matlab code

G.1 fsolve implementation

The study of the equilibrium points have been performed by using the method fsolve by
Matlab, which solves systems of nonlinear equations.

The problem must be specified as:
F(z)=0 (G.1)

where F(x) is a function that returns a vector value. Here the implementation of the
method considering the ODE system of M2 will show!.
First, F must be defined as follows?:

function F = equilibria(x,omega,beta_Dr,beta_p, sigma_p,K,p)
% params:

% omega = [omega_Db, omega_Dl, omega_Dp] transcription rates
% K = [Kb, K1, Kp] dissociation constants

% beta_Dr - transcription rate of rRNA

% beta_p - translation rate of R-Protein

% sigma_p - synthesis rate of ribosomes

P - parameters of the growth rate function (gr)

% x = [cb cl cp R r P Rtot]

gamma_mRNA = 100;
% constant quantities

mb_tot = omega(l) / gamma_mRNA;
omega (2) / gamma_mRNA;
mp_tot = omega (3) / gamma_mRNA;

3
lH
o+
(©]
&
Il

% egns of complexes

F(1) = (x(4)/(x(4)+K(1)))*mb_tot - x(1); % eqn of c_b

F(2) = (x(4)/(x(4)+K(2)))ml_tot - x(2); % eqgn of c_1

F(3) = (x(4)/(x(4)+K(3)))*mp_tot — x(3); % eqn of c_p

% eqn of R_tot

F(4) = sigma_p*x(5)*x(6) — gr(x(l),p)*(x(1)+x(2)+x(3)+x(4));

!For the analysis of M1 and M3, the only changes must be referred to the following function F.
2The function gr must be defined outside the function F and it computes the growth rate.
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F(5) = beta_Dr - sigma_p*x(5)*x(6)—-gamma_mRNA*x(5); % eqn of r
F(6) = beta_p*x(3) - sigma_p#*x(5)*x(6) - gr(x(l),p)*x(6); % eqn of P
end

where F(i) is the i-th differential equation that has been set equal to 0 (i.e., at the
equilibrium). Since the easiest implementation of the method requires to define F' and
xo, the starting point is:

x0 = [R_tot_max*0.3; 0; R_tot_maxx0.3; R_tot_maxx0.3; R_tot_max; R_tot_max];

It is worth to recall that the analysis of the equilibria has been made for different values of
the transcription rate of the load. This implies that the method fsolve must be involved
in a for cycle, where w, is modified at every loop.

n = 100; % number of samples
omega_D1l_vector = linspace (0,max_threshold,n);
results = zeros(6,n);

% starting point where x = [cb cl cp R r P Rtot]
x0 = [R_tot_maxx0.3; 0; R_tot_max*0.3; R_tot_max*x0.3; R_tot_max; R_tot_max];

for i=1:n

omega = [omega_Db omega_Dl_vector (i) omega_Dpl;

fun = @(x)equilibria(x,omega,beta_Dr,beta_p,sigma_p,K,p);
sol = fsolve (fun,x0);

results(:,1) = sol."';

x0 = sol;

end

In order to avoid numerical problems, the iteration on the starting point xy has been
revealed as the best solution. Indeed, fixing a unique point can lead the method to
find an equilibrium far away from the previous one (the ODE system can have several
equilibrium points for the same parameters values).

G.2 SimBiology Toolbox

Matlab has many Toolboxes which aim at helping the analysis. For what concerns systems
biology, the SimBiology Builder Toolboxr can be used as powerful tool for the design of
the cell network, since it makes it extremely easy.

It is simply based on the mechanism of drag-and-drop different elements (based on their
function) on a white board and afterwards connect them in order to establish the relations
between the various components of the cell, creating a graph (Figure G.1).

In particular as important feature, it allows to define the units of measurement of the
different components, computing an additional check on them for making sure to obtain
a coherent result. It also derives the system of differential equations directly from the
graph.

The connection between two components must be specified, namely the reaction that
involves them must be declared in the Property Editor field. Specifically, the Kinetic Law
must be chosen between the default options. However, the degradation is not present in
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the default list provided by SimBiology. Despite that, it is possible to define a new kinetic
law in Matlab that will be imported in the toolbox with the method sbioabstractkineticlaw.
It requires to insert the name of the new kinetic law and the equation that rules it. Then
it must be specified the elements in the equation that are variables or parameters. Finally,
the built rule must be added in the library of the toolbox.

[

% Create a kinetic law definition.

abstkineticlawObj = sbioabstractkineticlaw('growth_rate', ' (p*(cb+tcp+cl) +
gamma_protein) xelement') ;

% Assign the parameter and species variables in the expression.

set (abstkineticlawObj, 'SpeciesVariables', {'cb',6 'cp','cl', 'element'});
set (abstkineticlawObj, 'ParameterVariables', {'gamma_protein', 'p'});

% Add the new kinetic law definition to the user-defined library.
sbioaddtolibrary (abstkineticlawObj) ;

~ O

Cell Compartment

Figure G.1: Graph made with SimBiology Builder Toolbox of model M2. The yellow, red
and blue elements represent the basal, R-Protein and load species. The green components
stand for the ribosomes compound (both rRNA and free ribosomes). The pink, grey
and blue dots represent the transcription process, the degradation with rate v and the
degradation with rate p respectively. The dark yellow dots represent the reaction that
involves the two connected components.

Once the model of the cell system has been defined with SimBiology Model Builder, it
can be analyzed with another tool, called SimBiology Model Analyzer.

It has several features that can be explored, but the most suitable for this thesis is the
simulation of the model, that allows to study the dynamics of the system, varying pa-




78 APPENDIX G. MATLAB CODE

rameters or initial conditions. For the choosing this type of simulation: Program —
Simulate Model. Afterwards, if several models have been designed and saved in the same
project, select the desired one in the field Model. 1t is also possible to set the duration of
the simulation by modifying the Stop Time.

Additionally, it is possible to change parameters values during the simulation, or its initial
conditions. Before running it, drag-and-drop the desired components from the Browser
(Model) to Ezplorer section. If one wants to visualize all the simulations performed and
save the data from every run, tick Keep results from each run. Now the simulation can
be run, simply using the green button Run.

Finally, all the simulations can be imported in the Workspace as matfile. From the Sim-
Biology Model Analyzer, section Browser (Project), select the running program, LastRun,
and then right-click on results and select Fxport Data to MATLAB Workspace: the data
will be saved and ready to be analyzed.



