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Abstract

Conjugate heat transfer (CHT) problems play a crucial role in the modelling and simulation of cooling phenomena
in thermal management systems, e.g., for batteries of electric vehicles. CHT involves the solution of a system
of coupled partial differential equations, encompassing the incompressible Navier-Stokes equations for the ŕuid
and the Fourier equation for the thermal phenomena. Topology optimization provides, in turn, a framework
to use CHT simulations to derive optimal conőgurations for heat sinks, maximizing efficiency. This project
focuses on the development and implementation of a numerical simulation tool for CHT problems, integrating
it in a topology optimization pipeline based on the adjoint. Numerical results are presented to showcase the
capability of the method to derive efficient geometries in the context of a multi-objective optimization problem
of a ŕuid-thermal system.
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Chapter 1

Introduction

In recent years, the topic of topology optimization has been gaining signiőcant traction in many branches of
industrial design and engineering. The purpose of topology optimization is to őnd the distribution of materials
in a domain that minimizes a given objective functional. According to [1], a topology optimization problem
is deőned by three elements: a model of the physics, a given quantity to minimize on the domain, (i.e. an
objective functional), and a set of optimization variable to model any shape restrictions required. Among the
different methods of shape optimization, three main branches can be identiőed:

• Sizing optimization aims to maximize to objective varying some given parameter deőning the shape in
question, like thickness or diameter. [2], [3]

• Geometric (shape) optimization allows őnding the optimal conőguration without imposing initial restric-
tions on the shape, by moving its boundary. No changes in the conőgurations are permitted. [4], [5]

• Topology optimization has the highest degrees of freedom between these choices, and it is often associated
with more dramatic improvements in the őnal conőguration because of this. It allows changes in the
internal topology of the domain, since it does not restrict the shape nor the number of connected regions
in the őnal conőguration. [6], [7]

These methods, nowadays have been used in disciplines as varied as aerodynamics [8], acoustic [9] and electro-
magnetics [10], and topology optimization in particular has been applied with success to structural design [11]
and heat transfer [12].

The őeld was kick-started in the late 1980s by [13] using the homogenization method and, since then, sev-
eral approaches have been proposed to tackle topology optimization. The most successful can be divided in
density-based methods, level set methods, and phase-őeld methods. Among density methods the most promi-
nent is the Solid Isotropic Material with Penalization (SIMP) method, which employs explicit penalization
terms to describe the physics in different media. It is often found in commercial software due to its simplicity,
but it is plagued by some problems like dependency on the mesh and the appearance of checkerboard patterns,
a phenomenon in which the design variable develops oscillations in the domain. Several techniques have been
developed to solve these problems, most prominently őltering methods [14].
The level set method represents the materials on the domain using the zero-level set of a function, that evolves
following the Hamilton-Jacobi equation [15]. Its main problems are represented by the need for reinitializa-
tion [16], and the limitations on the transformations allowed on the domain, sometimes solved augmenting the
method with topological sensitivities, but paying the price of slower convergence [17].
Finally, phase-őeld methods represent the materials with density-like variables but, contrary to SIMP, employ
an implicit penalization. Different approaches ( [18], [19]) have been employed to guide the evolution of the
algorithm, This method is hampered by a slow convergence rate [20] and the complexity of interpreting the
meaning behind the indistinct gray, intermediate region within the domain. Consequently, an appropriate post-
process addressing these aspects is needed.

The selection of a strategy for computing design sensitivities, crucial for informing algorithms on simulated
physics, represents a method-deőning decision. Among the various options, the adjoint method has garnered
signiőcant attention from researchers due to its effectiveness across a wide array of problems [15]. Originally
developed by Pontryagin for ordinary differential equations [21] and later extended to distributed systems,
speciőcally partial differential equations, by Lions [22], the adjoint method is favored for the relatively modest
computational burden it represents in sensitivity analysis. This method involves formulating the Lagrangian of
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the problem, which, in turn, yields a set of adjoint equations and associated boundary conditions collectively
known as the adjoint problem.

The application of topology optimization to ŕuid dynamics, and in tandem the optimization of heat sink design
stand as an intricate topics attracting increasing research focus. This journey commences with the seminal work
of Borrvall and Petersson [23], who introduced a method for ŕuid-only problems. This method incorporates
the deőnition of a porosity őeld across the domain, with high values in ŕuid-őlled regions and low values in
solid-őlled areas. A őctitious force based on Darcy’s law is then introduced to penalize the velocity őeld in solid
sections, allowing the treatment of topology optimization problems in ŕow simulations without the need for
distinct meshes or distinct sets of equations. Building on this foundation, subsequent advancements have ex-
tended the model applicability. Initially expanded to handle the incompressible Navier-Stokes equation [24ś26],
the model has progressed to encompass the coupled energy equation as well ( [12, 27]). The most successful
works in this őeld have employed the level set method to obtain optimal conőgurations and test them experi-
mentally [28], [29], but always using a single objective functional [30], [12].

In most real world applications, however, factors other than heat dissipation must be accounted in the de-
sign of a heat sink. Most prominently, the pressure drop required to drive the ŕow through the chamber.
In the context of multi-objective topology optimization, the set of optimal non-dominated solutions is called
Pareto frontier. Relevant techniques to locally explore the optimization front include, but are not limited to,
the weighted sum method [31], the ε-constrained method [32], the normal boundary intersection method [33],
and adaptive weighting methods [27].
The problem of optimization for heat sinks is also garnering attention due to its application in the őeld of
electric vehicles. One of the engineering challenges that still lacks a deőnitive solution is the cooling of the
batteries powering these vehicles, whose performance and safety heavily depend on the temperature range they
operate in. The current way to design this cooling system is shown in őgure 1.1: the batteries are laid upon a
metal sheet, pressed mechanically to draw channels that allow and organize the ŕow of the cooling ŕuid.

Figure 1.1: Representation of a cooling system for electric vehicles [34]

The classic serpentine structure proves inefficient, since the ŕuid loses most of its cooling power by the time it
reaches half of the duct, and current efforts in topology optimization are directed towards the development of
a tool capable of designing optimal structures for this application.

This thesis draws upon a combination of the phase-őeld and the SIMP method to represent the design do-
main in a multi-objective problem, treated with the weighted sum method. Based on the approach of [35],
the design variable evolves via a Reaction-Diffusion Equation (RDE) [36], aided by a Double Well Potential
(DWP) [18]. This approach allows for changes in the internal topology of the domain, controlling the complexity
of structures with the diffusion coefficient, while the problem of gray zones is solved in a few iterations of post-
process with the DWP. The PDEs that model the physics are solved using the Finite Elements Method (FEM)
implemented in an in-house solver. The code is written using the software FreeFem++ [37], a versatile macro
of the coding language C++ that automates the discretization of a given weak form, with a high performance
yield. The method and its implementation are then applied to the exploration of the Pareto front, and the
discussion of the results.
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This dissertation is divided into the following parts: in chapter 1 the physical problem and its extension to
account for the solid domain is presented, and the optimization problem is stated; chapter 2 is devoted to
the presentation of the mathematical model, containing all the computations needed to derive the systems of
PDEs and specializing them to the problem at hand. Chapter 3 discusses the numerical implementations of
the model presented in the previous chapter, explaining the various choices made along the way and explaining
the algorithm in detail. In chapters 4 and 5, after focusing on the validation of the various parts of the solver,
the results obtained are presented and discussed. The possible directions for future work are explored in the
conclusion.



6

Chapter 2

Problem Statement

2.1 The Primal Problem

Consider a compact set Ω̄ = Ω∪ ∂Ω belonging to R
d and let ∂Ω = ΓN ∪ ΓD be different parts of the boundary.

Suppose that Ω is composed of a portion őlled with solid Ωs, and a portion őlled with ŕuid Ωf = Ω\Ωs. The
incompressible Navier-Stokes equations for a Newtonian ŕuid can be expressed on Ωf in dimensionless form as

(u · ∇)u−
1

Re
∇2

u+∇p = b in Ωf ,

−∇ · u = 0 in Ωf ,

u = uD on ΓD,

1

Re
(n · ∇)u− pn = τ on ΓN .

(2.1)

The őrst equation is obtained substituting the Cauchy stress using Stokes’ law with the regular gradient instead
of the symmetric part.

Notice that the Neumann boundary condition is not a boundary traction but a "pseudo-traction". A proper
traction should be imposed in terms of the stress tensor:

n · σ = −pn+ 2
1

Re
n · ∇s

u ̸= −pn+
1

Re
(n · ∇)u

These two formulations are equivalent under appropriate hypotheses. See [38]. Suppose that the corresponding
dimensionless energy equation holds, namely,

Re Pr (u · ∇)T −∆T = 0 in Ω

T = TD on ΓD

n · ∇T = 0 on ΓN

(2.2)

The non-dimensional analysis has been carried out with the following deőnitions

Re =
ρUL

µ
, Pr =

µcp
ks

,

∇ = L∇̄, u =
u

U
, p =

p̄

ρU2
, T =

T̄ − Tw
TB − Tw

,

where ρ is density, U,L are characteristic velocity and length and µ is viscosity. In the deőnition of Prandtl
number Pr, cp is speciőc heat at constant pressure and ks thermal conductivity. ∇̄,u,p, and T̄ represent the
dimensional gradient operator, ŕuid velocity, pressure, and temperature, respectively. TB, and Tw are the bulk
mean temperature, and the wall temperature, respectively.

2.2 Phase field method for boundary representation

A topology optimization problem as the one at hand is deőned to have part of the domain őlled with solid and
part őlled with ŕuid. Call ∂Ωs the interface between these portions of Ω. There are several ways to tackle this
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problem, but in recent years methods allowing for the use of a singular mesh for both domains gained popularity.
The focus of this work will be on the phase őeld method in particular, introducing a function ϕ : R2 → R such
that 0 ≤ ϕ ≤ 1. This function is deőned as





ϕ = 1 in Ωs

0 < ϕ < 1 in ∂Ωs

ϕ = 0 in Ωf = Ω\Ωs

(2.3)

With this deőnition ϕ will act as a "density" of sorts, while allowing for a smooth transition between ŕuid and
solid domain, as shown in őgure 2.1.

Figure 2.1: Schematic representation of the domain: the algorithm presented allows for a diffuse transition
interface between the parts of the domain őlled with solid (ϕ = 1) and those őlled with ŕuid (ϕ = 0)

2.3 Extension of the state problem to the computational domain

The presence of the solid and its effect on the physics will be modeled using the SIMP method (Solid Isotropic
Material with Penalization). A scalar corresponding to the inverse permeability of the medium is deőned as

αmax = 1
Da

(
1 + 1

Re

)
where Da = L2

k is the Darcy number and k is the porosity of the medium. This approach
is based on [23]. The SIMP method consists in deőning αmin as the permeability on the ŕuid domain (set to a
very low value but not 0 to avoid numerical problems) and őnally

α(ϕ) = αmin + (αmax − αmin)ϕ
ζ

Then the term −αu can be added to the momentum equation, where it acts as a őctitious force penalizing the
velocity in the solid. In the parts of the domain where ϕ ∼ 1 (i.e. the solid) the other terms of the momentum
equation become negligible and it becomes αu = 0.

(u · ∇)u−
1

Re
∇2

u+∇p+ α(ϕ)u = 0 in Ω (2.4)

A similar approach is adopted to simulate the production of heat inside the solid domain. Using the approach
of [30], the production of heat is modeled as −Ξ(Tbulk − T̄ ) where Ξ is a coefficient used to artiőcially regulate
the amount of heat produced.
After the adimensionalization this term becomes −β(ϕ)(1− T ) where β(ϕ) = βmin + (βmax − βmin)ϕ

ζ with the

SIMP method and βmax = ΞL2

ks

with ks being once again the thermal conductivity of the solid.
The resulting extended energy equation is

Re Pr (u · ∇)T −∆T − β(ϕ)(1− T ) = 0 in Ω (2.5)

The main drawback of using β(ϕ) to model the generation of heat in the domain, is the incapability to tune
it to simulate the characteristics of any speciőc ŕuid: its value is, in fact, chosen by similarity to Nusselt
number. [12], [27]
For the rest of the discussion call α := α(ϕ) and β := β(ϕ), to lighten the notation. From now on the SIMP
exponent will be set to ζ = 3, following the most common choice in structural optimization [39].
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2.4 Minimization problem

We are interested in minimizing a functional J deőned over Ω̄ or part of it, which in general is a function of all
the design and primal variables J := J(ϕ,u, p, T ). As common in topology optimization, a volume constraint
is needed, as the problem is ill-posed otherwise. Given a target fraction of the domain to be őlled with solid,
call V0 =

∫
Ω
dΩ and V =

∫
Ω
(1− ϕ)dΩ such that the full problem can be stated as:

min
ϕ
J(ϕ,u, p, T ) s.t.

G =
V

V0
− Vreq < 0

Ru = (u · ∇)u−
1

Re
∇2

u+∇p+ αu = 0 in Ω,

Rp = −∇ · u = 0 in Ω,

RT = Re Pr (u · ∇)T −∆T − β(1− T ) = 0 in Ω,

u = uD on ΓD,

1

Re
(n · ∇)u− pn = 0 on ΓN

T = TD on ΓD

n · ∇T = 0 on ΓN

(2.6)

where Ru,Rp,RT are the residuals of the primal equations in strong form. This is therefore a PDE-constrained
optimization problem.
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Chapter 3

Continuous adjoint method for topology

optimization

3.1 Weak form of the equations

Consider the following spaces:

S :=
{
u ∈

[
H1(Ω)

]d
| u = uD on ΓD

}
(trial solutions) (3.1)

V := H1
ΓD

(Ω) =
{
w ∈

[
H1(Ω)

]d
| w = 0 on ΓD

}
(weighting functions) (3.2)

Q := L2(Ω) (pressure space) (3.3)

Multiplying each term of the momentum equation by a function w ∈ V, and the mass equation by r ∈ Q, take
the integral over Ω.
The next step is integrating by parts the viscosity and pressure terms in the momentum equation: notice that
the terms appearing on the boundary vanish due to the deőnition of V.

The weak formulation of the problem is then: őnd u ∈ S and p ∈ Q, such that

®

a(u,w) + c(u;w,u) + b(w, p) = (b,w) ∀w ∈ V,

b(u, r) = 0 ∀r ∈ Q,
(3.4)

where the various terms are:

• The bilinear forms:

a(u,w) =
1

Re

∫

Ω

∇w : ∇u dΩ

b(w, p) = −

∫

Ω

p∇ ·w dΩ

b(u, r) = −

∫

Ω

r∇ · u dΩ

• The linear form:

f = (b,w)

• And the trilinear form, characterizing the Navier-Stokes problem:

c(a;w,u) = (w, (a · ∇)u) =

∫

Ω

(w · (a · ∇)u) dΩ,
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which is associated with the nonlinear convective term in the momentum equation.
Now deőne the spaces T = {T ∈ H1

TD
(Ω)} and W = {W ∈ H1

0(Ω)}. Following the same reasoning that brought
to system (3.4), multiply each term of equation (2.2) by W and take the integral on Ω of both sides. Integrating
by parts and applying the boundary conditions, it is possible to obtain the weak form of the problem: őnd
T ∈ T s.t.

Re Pr

∫

Ω

(u · ∇)TWdΩ+

∫

Ω

β(ϕ)(1− T )WdΩ+

∫

Ω

∇T · ∇WdΩ = 0 ∀W in W (3.5)

The Lagrangian of the problem is deőned as

L = J +

∫

Ω

(Ru ·w) dΩ+

∫

Ω

(Rpr) dΩ+

∫

Ω

(RTW ) dΩ

Ru,Rp,RT are the residuals of the equations of momentum, mass, and heat respectively, and w, r,W are the
corresponding test functions, doubling down as adjoint variables. From the point of view of the Lagrangian,
they are acting as Lagrange multipliers.
There are 2d + 5 equations that a point in the space (ϕ,u, p, T,w, r,W ) must satisfy, to be a critical point of
the Lagrangian. Calling v, q, S the test functions the derivatives of the Lagrangian will be tested against, if
d = 2, this leads to:

Å

∂L

∂w
,v

ã

= 0,

Å

∂L

∂r
, q

ã

= 0,

Å

∂L

∂W
,S

ã

= 0,

Å

∂L

∂u
,v

ã

= 0,

Å

∂L

∂p
, q

ã

= 0,

Å

∂L

∂T
, S

ã

= 0,

Å

∂L

∂ϕ
, ψ

ã

= 0,

3.2 Recover the state equations

In order to check that the Lagrangian is built correctly, the derivative of L with respect to the adjoint variables
are computed, recovering the state equations of the problem.
It is easy to see that

Å

∂L

∂w
,v

ã

=

∫

Ω

(Ru · v) dΩ

Å

∂L

∂r
, q

ã

=

∫

Ω

(Rpq) dΩ

Å

∂L

∂W
,S

ã

=

∫

Ω

(RTS) dΩ

Considering that these hold for any test function and that these terms all equate to 0, that is

Ru = (u · ∇)u−
1

Re
∇2

u+∇p+ αu = 0 in Ω,

Rp = −∇ · u = 0 in Ω,

RT = Re Pr (u · ∇)T −∆T − β(1− T ) = 0 in Ω,

(3.6)

And the state equations are recovered.

3.3 Compute the adjoint equations

Now the adjoint problem will be derived, as its solution will be needed for the topology optimization algorithm.
Starting from the conditions for criticality, take the derivatives of the Lagrangian w.r.t. the state variables and
obtain the weak form of the adjoint problem; then move to the strong form integrating by parts, thus obtaining
the adjoint boundary conditions.
The őrst variable to be tackled is pressure, yielding

Å

∂L

∂p
, q

ã

=

∫

Ω

(w · ∇q) dΩ = 0 (3.7)

For the adjoint temperature, it holds

Å

∂L

∂T
, S

ã

= −

∫

Ω

(
W∇2S

)
dΩ+ Re Pr

∫

Ω

(Wu · ∇S) dΩ+

∫

Ω

(β (ϕ)WS) dΩ+

∫

Ω

∂J

∂T
SdΩ = 0 (3.8)
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where the last term is the derivative of the objective functional w.r.t T .
Moving to velocity, and beginning with the non-linear term, Taylor’s frozen turbulence approximation [40] is
used to simplify computations. This approach yields

Å

∂L

∂u
,v

ã

=

∫

Ω

w ·

ï

(v · ∇)u+ (u · ∇)v −
1

Re
∇2

v + α (ϕ)v

ò

dΩ−

∫

Ω

r∇ · vdΩ+ Re Pr

∫

Ω

W∇T · vdΩ (3.9)

Applying integration by parts and divergence theorem repeatedly in order to obtain the strong form of the
adjoint problem is an essential step, as it is used to derive the boundary conditions that the adjoint variables
need to fulőll. Start with pressure at equation (3.7):

∫

Ω

(w · ∇q) dΩ =

∫

∂Ω

qw · nd∂Ω−

∫

Ω

q∇ ·wdΩ

For equation 3.8, the Laplacian term needs to be integrated twice:

−

∫

Ω

(
W∇2S

)
dΩ =

∫

∂Ω

(S (∇W · n)−W (∇S · n)) d∂Ω−

∫

Ω

S∇2WdΩ (3.10)

The convective term can be recast as:

Re Pr

∫

Ω

(Wu · ∇S) dΩ = Re Pr

ï∫

∂Ω

SWu · nd∂Ω−
✘
✘
✘
✘
✘
✘
✘
✘

∫

Ω

SW (∇ · u) dΩ −

∫

Ω

SW · ∇udΩ

ò

(3.11)

where the middle term is canceled due to the incompressibility of the ŕuid.
In the adjoint momentum equation (3.9), integrate twice the viscosity term, and obtain

−

∫

Ω

1

Re
∇2

v ·wdΩ = −
1

Re

ï∫

Γ

((∇v)w − (∇w)v) · ndΓ +

∫

Ω

∇2
w · vdΩ

ò

(3.12)

The pressure coupling term yields
∫

Ω

r∇ · vdΩ =

∫

Γ

r (v · n) dΓ−

∫

Ω

∇r · vdΩ (3.13)

The last term that needs to be integrated is the velocity convection arising from the non-linear term in Navier-
Stokes: ∫

Γ

[n(w · u) +w(u · n)] · vdΓ−

∫

Ω

(
∇T

w · u+ (u · ∇)w
)
· vdΩ (3.14)

All the computations developed so far amount to the adjoint problem in strong form, with boundary conditions
expressed in integral form:

− (u · ∇)w −∇T
w · u+∇q −∇ · (ν∇w) + αw + Re PrW∇T = −

∂JΩ
∂u

on Ω (3.15a)

−∇ ·w = −
∂JΩ
∂p

on Ω (3.15b)

−∇2W − Re Pr (u · ∇)W + β (ϕ)W = −
∂JΩ
∂T

on Ω (3.15c)
∫

∂Ω

[n(w · u) +w(u · n)] · vd∂Ω−

∫

∂Ω

r (v · n) d∂Ω−
1

Re

∫

∂Ω

((∇v)w − (∇w)v) · nd∂Ω = −

∫

∂Ω

∂JΓ
∂u

· vd∂Ω

(3.15d)
∫

∂Ω

qw · nd∂Ω = −

∫

∂Ω

∂JΓ
∂p

qd∂Ω (3.15e)

∫

∂Ω

(S (∇W · n)−W (∇S · n)) d∂Ω+ Re Pr

∫

∂Ω

SWu · nd∂Ω = −

∫

∂Ω

∂JΓ
∂T

Sd∂Ω (3.15f)

3.3.1 Particularization to ducted flows

All the case studies presented in this work are examples of two-dimensional laminar ducted ŕows: these are
ŕows with low-to-moderate Reynolds number, in which the boundary can be divided in inlet(s) Γin, outlet(s)
Γout, and walls Γw.
This knowledge can be used to particularize the equations deőning the boundary conditions for the adjoint
problem, (3.15d) to (3.15f). The computations carried out in this section follow [41] and [27]
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• Inlet:

The conditions for the primal variables are:

®

u = (uint, 0)

T = 0
(3.16)

This implies v = 0 and S = 0 and thus equations (3.15d) to (3.15f) become

−
1

Re

∫

Γin

(n · ∇v)wdΓ = 0 (3.17a)

∫

Γin

qw · ndΓ = −

∫

Γin

∂JΓ
∂p

qdΓ (3.17b)

−

∫

Γin

(W (∇S · n)) dΓ = 0 (3.17c)

The őrst equation can be written in its tangential (∥) and orthogonal (⊥) component, using the fact that
0 = ∇ · v = (n · ∇)v⊥ +∇∥ · v∥. This equation leads to (n · ∇)v⊥ = 0 and therefore (n · ∇)v = (n · ∇)v∥. The

momentum equation becomes − 1
Re

∫
Γin

(
n · ∇v∥

)
w∥dΓ = 0 on the inlet. Since the equations found must hold

for any v, q and S, what computed so far implies

w∥ = 0 (3.18a)

w⊥ = −
∂JΓ
∂p

· n (3.18b)

W = 0 (3.18c)

• Walls:

The conditions for the primal variables are:

®

u = 0

∇T · n = 0
(3.19)

This implies v = 0 and ∇S · n = 0 and thus equations (3.15d) to (3.15f) become

−
1

Re

∫

Γw

(n · ∇v)wdΓ = 0 (3.20a)

∫

Γw

qw · ndΓ = −

∫

Γw

∂JΓ
∂p

qdΓ (3.20b)

∫

Γw

S (∇W · n) dΓw + Re Pr

∫

Γw

SWu · ndΓ = −

∫

Γw

∂JΓ
∂T

SdΓ (3.20c)

The same reasoning that led to the boundary conditions for adjoint velocity on the inlet leads to:

w∥ = 0, (3.21a)

w⊥ = −
∂JΓ
∂p

. (3.21b)

(∇W · n) + Re PrWu · n = −
∂JΓ
∂T

. (3.21c)

• Outlet:

The condition
®

n
(

1
Re∇u− pI

)
= 0

∇T · n = 0
(3.22)
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implies (n · ∇)v = 0 and ∇S · n = 0 and thus equations (3.15d) to (3.15f) become
∫

Γout

[n(w · u) +w(u · n)] · vdΓ−

∫

Γout

r (v · n) dΓ +
1

Re

∫

Γout

(∇w)v · ndΓ = −

∫

Γout

∂JΓ
∂u

· vdΓ, (3.23a)

∫

Γout

qw · ndΓ = −

∫

Γout

∂JΓ
∂p

qdΓ, (3.23b)

∫

Γout

S (∇W · n) dΓ + Re Pr

∫

Γout

SWu · ndΓ = −

∫

Γout

∂JΓ
∂T

SdΓ. (3.23c)

These integral conditions translate to the following Neumann condition:

[n(w · u) +w(u · n)]− rn+
1

Re
(∇w)n = −

∂JΓ
∂u

(3.24a)

(∇W · n) + Re PrWu · n = −
∂JΓ
∂T

(3.24b)

The boundary conditions for any objective functional have therefore been determined. Notice that if JΩ = 0, as
it is often the case in topology optimization, then the adjoint problem only depends on the objective functional
through the boundary conditions and therefore changes in the cost J don’t imply the computation of a costly
matrix.

3.3.2 Pressure drop and heat dissipation objective functionals

The heat ŕux at the solid-ŕuid interface is notoriously difficult to compute in such problems and therefore
methods using the temperature őeld to estimate the heat exchange are common in the literature [42], [12]. This
work adopts one such method, proposed by [30], that consists in deőning

JT = −

∫

Ω

β(1− T )dΩ

Another relevant quantity in the industrial design of ŕuid-cooled heat exchangers is the total pressure drop
between inlet and outlet, expressed by the functional

Ju = −

∫

Γin ∪Γout

Å

p+
1

2
|u|2
ã

(u · n)dΓ

In Appendix A, it is proved that this is equivalent to deőning

Ju =

∫

Ω

Å

1

Re
∇u : ∇u+ αu · u

ã

dΩ

Despite the advantages mentioned in the previous subsection, in this case it is useful to formulate the problem
in terms of functionals deőned on the domain. As a consequence this work will hereafter consider the latter
deőnition of Ju.

A possible approach to the concurrent optimization of both objectives is the weighted sum method.
Deőne the objective functional

J = νJT + (1− ν)Ju (3.25)

where ν ∈ R : 0 < ν < 1 is a scalar acting as a weight that regulates the relative importance of the two
concurring objectives.
With these deőnitions, it becomes possible to evaluate some quantities exactly, namely

Å

∂JΓ
∂u

,v

ã

= 0,

Å

∂JΓ
∂p

, q

ã

= 0,

Å

∂JΓ
∂T

, S

ã

= 0,

Å

∂JΩ
∂u

,v

ã

=

∫

Ω

2(1− ν)

Å

1

Re
∇u : ∇v + αu · v

ã

dΩ,

Å

∂JΩ
∂p

, q

ã

= 0,

Å

∂JΩ
∂T

, S

ã

=

∫

Ω

νβSdΩ.

(3.26)
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Hence, the adjoint problem becomes

−(u · ∇)w −∇T
w · u+∇q −∇ · (ν∇w) + αw = −Re PrW∇T + 2(1− ν)

Å

1

Re
∇2

u− αu

ã

on Ω,

(3.27a)

−∇ ·w = 0 on Ω, (3.27b)

−∇2W − Re Pr (u · ∇)W + βW = −νβ on Ω,
(3.27c)

w = 0 in Γin ∪ Γw, (3.27d)

[n(w · u) +w(u · n)]− rn+
1

Re
(∇w)n = 0 in Γout,

(3.27e)

W = 0 in Γin,
(3.27f)

(∇W · n) + Re PrWu · n = 0 in Γw,
(3.27g)

(∇W · n) + Re PrWu · n = 0 in Γout.
(3.27h)

3.4 Sensitivities

In order to obtain the sensitivities, consider that α′(ϕ) = (ζ − 1)(αmax −αmin)ϕ
ζ−1 and β′(ϕ) = (ζ − 1)(βmax −

βmin)ϕ
ζ−1. Then the sensitivity of the objective functional with respect to the design variable is given by

⟨J ′(ϕ,u, p, T ), ψ⟩ =

≠

∂L

∂ϕ
(ϕ,u,w, p, r, T,W ), ψ

∑

+

≠

∂L

∂u
(ϕ,u,w, p, r, T,W ), ⟨u′(ϕ), ψ⟩

∑

+

≠

∂L

∂w
(ϕ,u,w, p, r, T,W ), ⟨w′(ϕ), ψ⟩

∑

+

≠

∂L

∂p
(ϕ,u,w, p, r, T,W ), ⟨p′(ϕ), ψ⟩

∑

+

≠

∂L

∂r
(ϕ,u,w, p, r, T,W ), ⟨r′(ϕ), ψ⟩

∑

+

≠

∂L

∂T
(ϕ,u,w, p, r, T,W ), ⟨T ′(ϕ), ψ⟩

∑

+

≠

∂L

∂U
(ϕ,u,w, p, r, T,W ), ⟨W ′(ϕ), ψ⟩

∑

(3.28)

It is possible to identify the right term of each braket with a test function as v = ⟨u′(ϕ), ψ⟩ and similarly for the
other variables. This way, every term but the very őrst one corresponds either to the state or adjoint constraints
and it is thus identically 0.

Therefore, equation 3.28 becomes

J ′ = α′
u ·w + (1− ν)α′

u · u− β′(1− T )(ν +W ) (3.29)
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Chapter 4

RDE-based topology optimization of a

coupled thermal-fluid problem

4.1 Discrete form of the state equations

Introduce the őnite dimensional subspaces Sh,Vh and Qh, discretization of (3.1), (3.2) and (3.3), respectively.
The interpolation spaces for velocity and pressure are chosen as the Taylor-Hood couple P2/P1. This couple is
notoriously LBB compliant [38] and no stabilization scheme will therefore be needed. Substituting the continuous
functions with their discrete counterparts in (3.4) and (3.5), it is possible to obtain the Galerkin formulation of
the Navier-Stokes and the coupled heat transfer problem. Deőne v

h
D ∈ Sh such that v

h = u
h + v

h
D, then őnd

the auxiliary velocity őeld u
h ∈ Vh and the pressure ph ∈ Qh, such that, for all

(
v
h, qh

)
∈ Vh × Qh,

®

a
(
u
h,vh

)
+ c

(
u
h;vh,uh

)
+ b

(
v
h, ph

)
=
Ä

b
h,vh

ä

− a
(
u
h
D,v

h
)
− c

(
u
h;vh,uh

D

)

b
(
u
h, qh

)
= −b

(
u
h
D, q

h
)

with the bilinear forms deőned in (3.1).
Note that now, the r.h.s. term depends on the unknown because v

h = u
h + v

h
D. These terms combine into the

nonlinear system
Å

K+C(u) G

GT 0

ãÅ

u

p

ã

=

Å

f(u)
h

ã

which can be solved with a nonlinear iterative method, like Newton-Raphson. The details of its design and
implementation are discussed in Appendix B.

In order to obtain the discrete form of the energy equation it is possible to consider u
h as a given őeld,

having already obtained the solution of the previous problem. Following the same approach, deőne Th, Sh, and
Th
D in the appropriate spaces, and write the problem as

Re Pr

∫

Ω

(
u
h · ∇

)
ThshdΩ−

∫

Ω

β(ϕ)(1−Th)shdΩ+

∫

Ω

∇Th·∇shdΩ = −Re Pr

∫

Ω

(
u
h · ∇

)
Th
Ds

hdΩ−

∫

Ω

β(ϕ)Th
Ds

hdΩ−

∫

Ω

∇Th
D·∇

(4.1)
The chosen interpolation space is P1 and this problem is thus equivalent to the solution of a linear system.

4.2 Treatment of the volume constraint

It is necessary in structural topology optimization ( [11], [43]) to introduce a constraint on the maximum fraction
of the domain that is allowed to be occupied by the solid. In ŕuid problems, this constraint is often on the ŕuid
part of the domain instead. Dealing with the problem at hand, convergence to a non-zero, non-unitary fraction
of volume is observed naturally due to the form of the objective functional and thus the volume constraint is
better seen as acting to aid the convergence [27].

The technique employed is called Augmented Lagrangian [44]. Recalling the deőnition of G = V
V0

− Vreq < 0,
and introducing λ Lagrange multiplier and z parameter, deőne the augmented Lagrangian

L̃(ϕ, λ, z) = J(ϕ,u) +

®

λG(ϕ) + 1
2zG

2(ϕ) if G(ϕ) ≥ −λ/z

−λ2

2z if G(ϕ) < −λ/z
(4.2)
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The optimal solution is found using an iterative scheme of the kind

ϕk+1 = argmin
ϕ

L̃ (ϕ, qk, zk) such that ϕ ∈ [0, 1],

whereas parameters λ and z are updated at every iteration following [44]

λk+1 = λk + zk max (G(ϕ),−λk/zk) ,

rk+1 = γzk, γ > 1

With the deőnition of the augmented Lagrangian the only equation changing in the adjoint formulation is eq.
(3.29), where an additional term appears

⟨J ′(ϕ,u, p, T ), ψ⟩ =

Æ

∂L̃

∂ϕ
(ϕ,u,w, p, r, T,W ), ψ

∏

=

= α′
u ·w − β′(1− T )(ν +W ) +

ß

G′(ϕ)(λ+ zG(ϕ)) if G(ϕ) ≥ −λ/z
0 if G(ϕ) < −λ/z

(4.3)

Since the phase őeld method incorporates intermediate densities during the iterations, the augmented La-
grangian method is especially suitable as it allows for a sufficiently weak enforcement of the constraint. It is
well capable of handling non linear constraints and speed up convergence for ill-conditioned problems, without
the need to increase z to inőnity.
Since, in principle, the sensitivity can assume very high values due to the factor αmax, in order to aid convergence

the part of the sensitivity relative to the physics is rescaled to the volume using a factor η = |Ω|
||ωJ′

T
+(1−ω)J ′

ω
||L2(Ω)

.

The sensitivity is therefore redeőned as:

⟨J ′(ϕ,u, p, T ), ψ⟩ =

Æ

∂L̃

∂ϕ
(ϕ,u,w, p, r, T,W ), ψ

∏

=

= η (α′
u ·w − β′(1− T )(ν +W )) +

ß

G′(ϕ)(λ+ zG(ϕ)) if G(ϕ) ≥ −λ/z
0 if G(ϕ) < −λ/z

(4.4)

4.3 Design variable update scheme

In order to update the variable between iterations, a scheme based on an unsteady reaction-diffusion equation
(RDE) proposed by [36] is employed. This approach allows to incorporate a diffusive term, that helps convex-
ifying the optimization problem and is responsible for the smoothing of the borders. Introducing a őctitious
time t and the function ϕ ∈ Φ, with Φ = {ϕ ∈ H1(Ω)}, the equation in strong form is:





∂ϕ

∂t
= κ∆ϕ− J ′ in Ω

∂ϕ

∂n
= 0 on Γ

(4.5)

This is multiplied by an appropriate test function ψ ∈ Φ, integrated by parts using the boundary conditions.
The problem is discretized in time using an implicit Euler scheme, and in space using a continuous Galerkin
scheme, yielding

∫

Ω

(ϕk+1ψ)dΩ−

∫

Ω

(∆tκ∇ϕk+1 · ∇ψ)dΩ =

∫

Ω

(ϕkψ)dΩ+

∫

Ω

(∆tJ ′ψ)dΩ (4.6)

corresponding to the linear system
(M +∆tK)ϕhk+1 = ϕhk +∆tg (4.7)

with g representing the right-hand side of equation (4.6)).



17

4.4 Post-process

4.4.1 Double Well Potential

Figure 4.1: Example of solver output: there are visible gray zones in the middle of the duct that make this
structure not manifacturable as it currently is.

In őgure 4.1 an example of the output of the solver is presented. Some problems plague this result: őrstly,
the "gray zone" where 0 < ϕ < 1 is too big, extending into the ŕuid domain. This is caused by the volume
constraint. As seen in eq. (4.3), this constraint acts as an additional constant on the sensitivity, assuming the
same value on the whole domain. The sensitivity is, however, proportional to the design variable ϕ through α
and β. This means that if on iteration i the algorithm empties a patch of solid (ϕ = 0), at iteration i + 1 the
part of the sensitivity deriving from the physics is null on the same patch and thus solid is added. The result of
this process is that the design variable oscillates on the parts of the domain empty of solid when far from the
required fraction of volume.

This undesired behavior can be mitigated slightly setting appropriately the parameters of the Augmented
Lagrangian constraint, but most importantly it can be solved through an appropriate post-process procedure.
The approach considered in this work is the Double Well Potential (DWP) algorithm, from reference [18]. Deőne
the functions

w(ϕ) = ϕ2(1− ϕ)2,

g(ϕ) = ϕ3
(
6ϕ2 − 15ϕ+ 10

)
,

and

JDWP(ϕ) = aw(ϕ) + g(ϕ)
∂L̃

∂ϕ

∣∣∣∣∣
t=t1

,

Figure 4.2: Plot of functions w(ϕ) and g(ϕ), from left to right. w(ϕ) has its absolute minima at ϕ = 0 and
ϕ = 1, and the derivative of g(ϕ) is a scaling of w.
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The shape of functions w and g is depicted in őgure 4.2. Also notice that g′(ϕ) = 30w(ϕ). Intuitively, the
action of w(ϕ) encourages the evolution of the design variable towards the values 0 and 1, while penalizing
intermediate, "gray" conőgurations.
This formulation is easily incorporated in the algorithm as it only impacts the sensitivity, and the new derivative
is then computed as

J ′
DWP(ϕ) = aw′(ϕ) + 30w(ϕ)

∂L̃

∂ϕ

∣∣∣∣∣
t=t1

. (4.8)

The equation in strong form thus becomes





∂ϕ

∂t
= κ∆ϕ− J ′

DWP in Ω

∂ϕ

∂n
= 0 on Γ

(4.9)

Implicit Euler in time and continuous Galerkin in space are used to discretize the problem, yielding

∫

Ω

(ϕk+1ψ)dΩ−

∫

Ω

(∆tκ∇ϕk+1 · ∇ψ)dΩ =

∫

Ω

(ϕkψ)dΩ+

∫

Ω

(∆tJ ′(ϕk)ψ)dΩ (4.10)

and the spacial discretization is thus analogous to the previous subsection. The strategy is therefore to run the
optimizer to convergence, and then subject the result to a few iterations where the evolution is governed by the
DWP-modiőed equation (4.9).
The result is a őgure with an arbitrarily small gray region, limited only by the size of the elements (see őgure
4.3).

Figure 4.3: Example of the checkerboard pattern caused by the size of the mesh elements. Manifacture however
is not constrained by the size of a mesh, and therefore a result with borders as smooth as possible is to be
preferred.

4.4.2 Mesh adaptation

A well-known issue of mesh-based optimization methods is that the accuracy of the optimized geometry is
limited by the size of the mesh elements h. This results in jagged borders of the solid domain, entirely due
to the inability of the mesh to capture variations at smaller scales. Many solutions have been proposed in the
literature such as őltering methods ( [14]) but the one adopted by this work is adaptive mesh reőnement.

The basic idea is to reőne the mesh where the gradient of the solution ∇ϕ is high, leading to very accurate
solutions while retaining computability in terms of time and resources. This is even more true for anisotropic
mesh adaptation, stretching the elements by different amounts in different directions.
Following [14] the gray zone is measured using the estimator

Mnd =

∫
D
4ϕ(1− ϕ)

|D|
× 100
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The integrand is locally 0 where ϕ = 0 or ϕ = 1, and positive where 0 < ϕ < 1. If the domain is őlled with gray
area (ϕ = 0.5 ∀ (x, y)), then Mnd = 100%.

Figure 4.4: Structured vs adapted mesh: notice how approaching the borders of the ŕuid domain the elements
get anisotropically more stretched parallel to the interface, while the mesh gets coarser where ϕ is nearly
constant.

The details of the algorithm are explained in Appendix C and the implementation used is taken from [45].

Figure 4.5: Result of the same problem shown in őgures 4.1 and 4.3 after the mesh adaptation and the action
of the DWP. Further adaptation is possible depending on the precision required by the designer.

As shown in őgure 4.5 all the post-process discussed so far amounts to a solution with much better deőnition
and arbitrarily small gray zones, that still takes reasonable times to compute.

Summing everything up, the full algorithm is presented in őgure 4.6. The primal and adjoint variables are
computed solving the respective problem and the sensitivity is computed. If the volume constraint is not sat-
isőed the algorithm adds the respective term to the sensitivity following the augmented Lagrangian approach
and after solving the RDE checks for convergence.

Once the main optimization loop has reached convergence, given by the condition
||ϕh

k
−ϕh

k−1||L2(Ω)

||ϕh

k−1||L2(Ω)

< ε, a boolean

variable is switched and the sensitivity is modiőed to (4.8), adding the DWP. This second loop is run until the
gray zone is under a given threshold. For this work, the thresholds for convergence are set to ε = 0.01 and
Mnd < 3%.
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Figure 4.6: Flowchart of the full optimization algorithm
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Chapter 5

Numerical results

Since all the code was written in-house it is important to validate the solvers for the state equations, and then the
full topology optimization algorithm for the less complex, better known case of minimization of pressure drop.
In the rest of this work the following choices for the interpolation spaces are adopted: the Taylor-Hood couple
P2/P1 is chosen for the interpolation of velocity and pressure, respectively. This way, the inf-sup condition
is satisőed [38], and no spurious oscillations in the pressure őeld are expected to appear. Temperature T and
design variable ϕ are interpolated with P1 basis functions. The adjoint variables are interpolated using the
same space of the related primal variable.
All the linear problems appearing in the formulation are solved using a multifrontal method.

5.1 Validation of the solver for the state equations

In this subsection the numerical simulations of known benchmark cases are presented: őrst, the lid-driven cavity
is simulated to validate the Newton-Raphson solver of the Navier-Stokes equation, then the numerical simulation
of a ŕow past a heated cylinder is presented as proof of the correct functioning of the coupled nonlinear solver.

5.1.1 Lid-driven cavity

Figure 5.1: Schematics of the test case and the assigned boundary conditions.

With reference to őgure 5.1, consider a 2D square domain of unitary side. No slip boundary conditions (u = 0)
are enforced on all sides but the top one (t, 1) ∈ R

2 s.t. 0 < t < 1, where the condition u = (1, 0) holds. Under
this choice of boundary conditions, pressure is deőned up to a constant, and thus the additional condition∫
Ω
pdΩ = 0 is enforced through a Lagrange multiplier to restore uniqueness. Reynolds number is varied between

100 and 1000, and for each case the velocity streamlines are presented. The results are compared to reference [46]
in őgures 5.2, 5.3 and 5.4. The solutions from the in-house solver are obtained starting from an 80x80 structured
mesh of triangular elements.
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Figure 5.2: Streamlines and pressure for Re = 100

Figure 5.3: Streamlines and pressure for Re = 400

Figure 5.4: Streamlines and pressure for Re = 1000

The plots presented provide numerical proof of the quality of the solver, and it is therefore possible to proceed
with the validation of the coupled solver.
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5.1.2 Flow past a heated cylinder

Figure 5.5: Schematics of the test case for the CHT solver

A benchmark for the coupled CHT solver is presented in this subsection, the reference is given by [47]. The
problem at hand is the laminar steady ŕow of a ŕuid past a heated square cylinder in a rectangular chamber,
schematically represented in őgure 5.5. The characteristic length is given by the size of the cylinder, set to
D = 1. The other parameters of the chamber, with reference to the őgure, are H = 20D,L1 = 10D,L2 = 30D.
As for the boundary conditions, these are prescribed as: horizontal unitary velocity and null temperature on
the inlet, no slip boundary conditions for velocity and homogeneous Neumann for temperature on the walls,
and homogeneous Neumann for both velocity and pressure on the outlet. Reynolds number is set to 10 and 40,
and Prandtl is set to 0.7 to represent air.
The results presented are computed on an unstructured mesh counting 97126 triangles.

Figure 5.6: Streamlines for Re = 10: results from this work on the left, results from the literature on the right

Figure 5.7: Isothermal lines for Re = 10: results from this work on the left, results from the literature on the
right
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Figure 5.8: Streamlines for Re = 40: results from this work on the left, results from the literature on the right

Figure 5.9: Isothermal lines for Re = 40: results from this work on the left, results from the literature on the
right

In őgures 5.6 to 5.9 streamlines and isothermal lines are compared with the reference.
Notice that the isolines of temperature seem jagged, especially in some parts of the domain. This is not due to nu-
merical oscillations, but the different sizes of the elements before and after the cylinder. In őgure 5.10 a zoomed
plot of the isothermal lines for Re = 10 is presented, superimposed to the mesh. Comparing the position of
the nodes with the jagged lines, it is clear that the slight unevenness of the lines is due to the interpolation error.

Figure 5.10: Zoomed down plot of isothermal lines for Re = 10. Notice how the size of the elements explains
the jaggedness in the lines.

No signiőcant discrepancies have been found between the results presented and the published benchmark, and
this proof is thus deemed sufficient to assess the correct functioning of the coupled solver.

5.2 Topology optimization of the pressure drop

The purpose of this section is validating the topology optimizer with a less complex problem, that does not
involve temperature. This is the optimization with respect to the objective functional

Ju =

∫

Ω

Å

1

Re
∇u : ∇u+ αu · u

ã

dΩ
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In order to achieve this it is possible to set ν = 0 in equation (3.25) and discard the energy equation. The
derivation is analogous to the one presented for the coupled problem, except for one term on the right-hand
side of the adjoint momentum equation, and one term in the sensitivity.
More precisely, the resulting adjoint equations are:

− (u · ∇)w −∇T
w · u+∇q −∇ · (ν∇w) + αw = 2

Å

1

Re
∇2

u− αu

ã

on Ω (5.1a)

−∇ ·w = 0 on Ω (5.1b)

w = 0 in Γin ∪ Γw (5.1c)

[n(w · u) +w(u · n)]− rn+
1

Re
(∇w)n = 0 in Γout (5.1d)

and the sensitivity becomes

J ′ = α′
u · (w + u) +

ß

G′(ϕ)(λ+ rG(ϕ)) if G(ϕ) ≥ −λ/r
0 if G(ϕ) < −λ/r

(5.2)

This obviously implies an analogous redeőnition of JDWP and J ′
DWP.

For this section the optimization parameters are set to αmax = 2.5 · 104, αmin = 2.5 · 10−4, κ = 10−4. The
augmented Lagrangian parameters are set to λ0 = 0, z0 = 0.2, γ = 1.025 Two test cases will be considered for
the validation step, the őrst one being the simple duct case, compared to the results in reference [48].

5.2.1 Simple duct

Figure 5.11: Schematics of the test case

In őgure 5.11 a schematic representation of the domain and boundary conditions is presented. A sinusoidal
velocity proőle is enforced on the inlet, with umax = 1, in order to ensure C1 continuity at the wall on the
sides of the inlet. No-slip conditions are imposed on the walls and homogeneous Neumann on the outlet. The
characteristic length of the domain is taken as L = 0.2, and the optimal conőguration is derived for Re = 5
and Re = 150. The results are then compared to the reference [48] and the plots of volume and objective
functional are presented as proof of the correct functioning of the algorithm. The required volume fraction
is set to Vreq = 0.08π in accordance with the reference. This is the portion of the area of a circular annulus
needed to connect inlet and outlet, due to the fact that as Re approaches inőnity, the optimal conőguration
asymptotically tends to this shape.
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Figure 5.12: Results obtained for Re = 5: the solution from this work on the left with velocity streamlines
superimposed, the reference on the right

Figure 5.13: Results obtained for Re = 150: the solution from this work on the left with velocity streamlines
superimposed, the reference on the right

Figure 5.14: Convergence history of the objective functional and the volume constraint, compared for Re=5.

In őgure 5.14, the convergence proőle of the objective functional is presented together with the same plot for
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volume constraint. Two aspects deserve particular attention: the oscillations in the objective functional are due
to the way the augmented Lagrangian method for volume. At each iteration a constant fraction of volume is
added to the domain. If at iteration i the algorithm creates a duct, at iteration i + 1 the sensitivity in said
duct will be 0 but for the volume constraint, since ϕ ∼ 0 where no volume is present. This causes the observed
oscillations, as the parts of the chamber that the algorithm wants to empty of solid at iteration i are őlled with
a bit of solid at the next, then emptied once again, and so on. This goes on until the required fraction of volume
is reached, and in the plot affects the objective functional as shown. In the next section, a tactic to address
this issue is proposed. The second behavior that deserves a comment is the fact that the objective functional
increases for the majority of the iterations. Once again, this is due to the volume constraint. At the beginning
of the algorithm, far from the required fraction of material, the volume constraint dominates the sensitivity and
thus leads the objective far from the minimum. When the constraint is satisőed, the sensitivity can prioritize
the minimization of the objective and thus the quick downwards turn in the latter iterations is explained.

Figure 5.15: Schematics of the test case

In őgure 5.15 a schematic representation of the domain and boundary conditions is presented. A parabolic
velocity proőle is enforced on the inlets, with umax = 1. No-slip conditions are imposed on the walls and
homogeneous Neumann on the outlets. The characteristic length of the domain is taken as l = 1, and the
optimal conőguration is derived for Re = 20 and Re = 200 and compared to the reference [49]. Plots of volume
and objective functional are then presented.

Figure 5.16: Results obtained for Re = 20: the solution from this work on the left, the reference on the right.
Velocity streamlines are superimposed to the optimal conőguration.
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Figure 5.17: Results obtained for Re = 200: the solution from this work on the left, the reference on the right.
Velocity streamlines are superimposed to the optimal conőguration.

Figure 5.18: Convergence history of the objective functional and volume constraint for Re = 200

Notice in őgures 5.16 and 5.17 the higher resolution awarded by the use of adaptive meshing techniques, in
comparison with the reference, while maintaining an analogue shape of the ducts. In őgure 5.18, the behavior
mentioned in the previous section is once again observed. In this case the oscillations are mitigated by a
minor modiőcation in the volume constraint. Applying the volume constraint only where the design variable
ϕ is greater than a given tolerance, here set at 10−4, is sufficient to speed up convergence and smooth the
oscillations observed in the previous case, in plot 5.14. This method should not be used in multi-physics
problems, as important information might be erased, depending on the form of the sensitivity.

5.3 Topology optimization of a heat sink with forced convection

The full optimizer involving the solution of the state and adjoint equation for the coupled problem is now
presented. For this section the optimization parameters are set to αmax = 2.5 · 104, αmin = 2.5 · 10−4,
κ = 10−4, βmax = 20. The augmented Lagrangian parameters are set to λ0 = 0, γ = 1.025. The sensitivity to
the parameter z0 will be studied as a demonstration of the abundance of local minima near the Pareto front, to
the point that changing the rate at which the volume is added to the domain can lead to signiőcantly different
optimized topologies.

Consider the simple test case of a square chamber with an inlet of size L = 1, and side H = 3L. Two channels
entering and exiting the chamber are added, in order to let the ŕow fully develop before entering the chamber
and before reaching the outlet. The boundary conditions are: őxed velocity u = (1, 0) and temperature T = 0
on the inlet, no-slip and adiabatic on walls, and homogeneous Neumann and adiabatic on the outlet. Since
characteristic length and velocity are given (both set to 1) Reynolds number is controlled using the viscosity and
set to Re = 20 for this section. Prandtl number is set to Pr = 6.7, characteristic value for water. The domain is
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represented schematically in őgure 5.19. Despite the symmetry of the domain, the equations are solved without
exploiting it, simulating the whole domain. All the FEM problems are solved on a structured mesh with 35200
elements, shown in őgure 5.20, until the mesh adaptation takes place.

Figure 5.19: Schematic representation of the domain

Figure 5.20: Mesh used before the DWP loop

Some optimal conőgurations are presented as an example of the kind of structures formed, and of the variability
that can be introduced varying z0. This parameter was introduced in section 4.2, and it is a penalization
parameter in the volume constraint. More precisely, this parameter can be seen as regulating how aggressively
the volume constraint is enforced. In practice, increasing it means increasing the constant fraction of volume
added to the domain at each iteration.
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(a) z0 = 0.01 (b) z0 = 0.1 (c) z0 = 1

Figure 5.21: Optimal conőgurations reached for ν = 0.65, varying z0

With such an abundance of local minima, changing the other parameters not strictly bound to the physics, like
αmax and βmax, has a relevant inŕuence on the results. The inŕuence of β has been explored in studies [12]
and [30], among others, and it has been revealed that the geometrical complexity of the structures produced
increases with this parameter. The same can be said for the stabilization parameter κ, with the same study [12]
as a reference.

It is not suggested, however, to change αmax, as increasing/decreasing the porosity of the solid material can
allow/block more of the ŕuid, thus changing the refrigeration provided and signiőcantly affecting the objective
functional as a result. This makes the comparison between geometries obtained with different values of αmax

challenging at the very least.

(a) νJT + (1− ν)Ju (b) (1− ν)Ju (c) νJT

Figure 5.22: Convergence proőles of the various objective functionals for the case ν = 0.65, z0 = 0.01.

(a) νJT + (1− ν)Ju (b) (1− ν)Ju (c) νJT

Figure 5.23: Convergence proőles of the various objective functionals for the case ν = 0.65, z0 = 0.1.

In őgures 5.22 and 5.23 the convergence history for the objective functionals are presented together with their
combination, that represents the actual objective as the algorithm sees it. Notice that differently from the
single-objective minimization shown in the previous section, no oscillations are observed in the objective func-
tional.
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Another aspect that deserves attention is the speed of convergence. Comparing the convergence histories
shown in őgures 5.22, 5.23 the difference is striking. Increasing z0 by one order of magnitude, the iterations
required for convergence are decreased by a factor 2. The trade-off is in complexity of the structures generated
inside the domain. In this way z0 has an impact similar to the stabilization coefficient κ, whose inŕuence on
the result has been studied in [12] and [11], among others.
When dealing with a problem with competitive objective functionals, such as the problem at hand, increasing
one means decreasing the other. The set of all optimal solution in the space (Ju, JT ) is called Pareto frontier.
This means that travelling along the frontier, all the solution that make the most out of the exchange between
the two functionals are met. A proper exploration of the Pareto frontier would require a more sophisticated
algorithm, such as the one employed in [27], but here the computed approximation of the frontier can serve as
a conőrmation of the shifting balance between the two opposing objective functionals. The simulation is run to
convergence for 30 cases: the weight is varied as ν = 0.05 + 0.1i, with i ∈ N = 0, 1, 2..., 9. For each value of ν
the solution is computed for z0 = 1, 0.1, 0.01.

Figure 5.24: Approximation of the Pareto frontier given by the weighted sum method. The color map represents
different values of the weight ν.

Notice in őgure 5.24 how the weighted sum method fails to capture a portion of the Pareto frontier, as going
in the direction JT > 0 there is a progressive shortness of points despite changing the weight coefficients with
even spacing. This is consistent with the results obtained by [27], where the weighted sum method shows the
same inability to approximate the same section of the optimization front. The other points, however, seem
clustered to form the typical convex shape of the Pareto frontier. Still, study [27], shows that with the use of
algorithms sophisticated enough to allow the escape from the local minima, even better, cleaner approximation
of the front can be obtained, and thus better performing optimal conőgurations. Towards the lower left part
of the front, approaching the origin, the algorithm shows a much higher capability to approximate the frontier,
as the thermal functional loses importance and the problem becomes more convex thanks to the pressure drop
objective functional.
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(a) ν = 0.45, z0 = 0.1 (b) ν = 0.45, z0 = 1

(c) ν = 0.85, z0 = 0.01 (d) ν = 0.85, z0 = 0.1

Figure 5.25: Some of the Pareto optimal conőguration reached varying the weight ν and the initial volume
penalization z0. The conőgurations obtained for ν = 0.85 perform far above the conőgurations obtained with
similar parameters, suggesting a good approximation of the Pareto front.

In őgure 5.25 some more obtained geometries are presented. Comparing the results leads to some observations:

• The algorithm often prefers to split the ŕow as soon as possible: this is coherent with the last term of the
energy equation (2.4), that ensures that wherever solid material lies, heat is produced.

• Splittings in the ŕow and the creation of smaller channels are beneőcial to heat dissipation but require a
higher total pressure drop to effectively pump the ŕuid through.

• It appears important for low ν to őll the sides of the chamber with solid, probably to minimize pressure
losses due to residual velocity in the solid domain. For high ν the algorithm often gives less importance
to őlling the corners.

• Raising the value of z0 usually leads to more compact structures and less fragmented bodies in the channel.
When ν is high this leads to designs that favor pressure drop reduction over heat exchange, compared to
those obtained with the same value of ν.
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Figure 5.26: Dimensionless temperature and velocity őeld in the őnal conőguration for case 5.25d.

Velocity magnitude and temperature őeld in the Pareto optimal conőgurations have been plotted in order to
check that no abnormalities are present.
The case shown as an example in őgure 5.26 is the one presented in őgure 5.25d.
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Chapter 6

Conclusions

This academic work encompasses the presentation and extension of the steady incompressible Conjugate Heat
Transfer (CHT) problem within a framework that models interaction with the solid domain. A coupled non-
linear solver has been developed and tested, and then integrated into a topology optimization pipeline. The
overarching goal has been to generate optimized heat sink geometries for a speciőed test case.
Within this context, the adjoint method for topology optimization is introduced and tailored to address the
speciőc intricacies of the problem at hand, with a comprehensive explanation of the computational procedures.
Utilizing the Finite Element Method, both primal and adjoint variables are computed, enabling the determina-
tion of sensitivity through the same method.

The challenges encountered during algorithm development are presented, and post-processing techniques such
as mesh adaptation and the Double Well Potential are proposed as viable options for resolving these challenges.
The multi-objective optimization problem has been modeled using the weighted sum method. This method’s
main advantage is its striking simplicity in the implementation, but as shown in the last section the drawback
is its limited capability to explore the Pareto front, given its tendency to get stuck in local minima. This weak-
ness however does not prevent the algorithm from producing efficient geometries, and the general sensitivity to
parameters allows to őne-tune the algorithm to the desired application. Adding that generally the local minima
are close to each other in terms of őnal performance, but not in terms of shape of the internal structures, the
variability in the results can be seen as an advantage.

Another limitation the algorithm can be somewhat tuned around is the number of iterations needed for con-
vergence, as higher values of z0 generally necessitate fewer iterations, but paying the price in complexity of the
resulting structures.

6.1 Further developments

Regarding future continuations of this work, treatment of the volume constraint and the volume initialization
are in need of an in-depth analysis, as they often work to penalize some conőgurations with respect to others,
as observed by [49].

The natural evolution of this work is the integration in a proper Pareto frontier approximation setting. This
requires extending the algorithm to make it capable of exploring around the local minima: one intuitive way to
do so are adaptive weighting schemes [27], since they can be seen as an improvement on the regular weighted
sum method.

The approach presented in this paper can also be seen as a base-line for multi-ődelity simulations in the
context of industrial applications. The size of the simulations needed by the industry, and the need to solve
multiple set of PDEs at each iteration imply that running the algorithm on a full scale case, possibly in 3D, is
at the moment unfeasible. However, approaches like [50] suggest that surrogate model may play an important
role in the future of this subject.
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Chapter 7

Appendix

7.1 Appendix A: Equivalence between pressure drop and total poten-

tial energy

This section follows closely the similar derivation from [27]. Consider the extended incompressible steady-state
Navier-Stokes equation, presented in equation (2.4), multiply by the velocity u and integrate it over the domain
Ω. The result is ∫

Ω

(u · ∇)u · udΩ+

∫

Ω

∇p · udΩ

−

∫

Ω

1

Re
∇2

u · udΩ+

∫

Ω

α (ϕ)u · udΩ = 0.

Integrating by parts and using the incompressibility condition ∇ · u = 0 yields

∫

Γ

1

2
(u · u)u · ndΓ +

∫

Γ

pu · ndΓ

−

∫

Γ

1

Re
n · ∇uudΓ

+

∫

Ω

1

Re
∇u : ∇udΩ+

∫

Ω

α (ϕ)u · udΩ = 0,

Now, using that u = 0 on Γwall , the equation becomes

∫

Γin ∪Γout

Å

p+
1

2
|u|2
ã

(u · n)dΓ

−

∫

Γin ∪Γout

1

Re
n · ∇uudΓ

+

∫

Ω

1

Re
∇u : ∇udΩ+

∫

Ω

α (ϕ)u · udΩ = 0.

Notice that the second term of this equation vanishes the ŕow on Γin ∪Γout fully developed, i.e. when u = Un,
and therefore ∫

Γin ∪Γout

1

Re
Un (∇uu) dΓ

=

∫

Γin ∪Γout

1

Re
Un⊗ n : ∇udΓ = 0.

Finally, everything is rewritten as

∫

Ω

Å

1

Re
∇u : ∇u+ α (ϕ)u · u

ã

dΩ

=

∫

Γin ∪Γout

Å

p+
1

2
|u|2
ã

(−u · n)dΓ

This means that the total potential energy is equivalent to the total pressure drop for incompressible ŕuids.
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7.2 Appendix B: Newton-Raphson algorithm for Navier-Stokes equa-

tions

A non linear solver is needed for the solution of the linear system arising from the discretization of the Navier-
Stokes equation. In this subsection the method is brieŕy presented and specialized to the solution of this system.
The reasons that lead to the choice of this solution method are robustness and accuracy. Here the fact that the
systems of equations maintain a sizeable dimension is exploited, allowing for such an expensive method.
A Newton-Raphson iteration for vector-valued functions can be formulated as

xk+1 = xk + δkx

where
δk
x
= −

(
∇F

(
xk

))−1
F
(
xk

)

∇F
(
xk

)
denotes the Jacobian of F (x) evaluated at xk. Now recast the Navier-Stokes problem in strong form

as: őnd (u, p) such that

F (u, p) =

Å

− 1
Re△u+ (u · ∇)u+∇p− f

−∇ · u

ã

=

Å

0
0

ã

The deőnition of the Newton correction can be rearranged as

∇F
(
xk

)
δkx = −F

(
xk

)

Now,

• The left-hand side represents the directional gradient, so it can be rewritten using the basic deőnition

∇F
(
xk

)
δk
x
= ∇F

(
u
k, p

) (
δk
u
, δkp

)

= lim
ϵ→0

1

ϵ

(
F
(
u
k + ϵδk

u
, pk + ϵ∇δkp

)
−
(
F
(
u
k, pk

))

= lim
ϵ→0

1

ϵ

Å

−ϵ 1
Re∆δ

k
u
+ ϵuk · ∇δk

u
+ ϵδk

u
· ∇u

k + ϵ2δk
u
· ∇δk

u
+ ϵ∇δkp

−ϵ∇ · δk
u

ã

=

Å

− 1
Re∆δ

k
u
+ u

k · ∇δk
u
+ δk

u
· ∇u

k +∇δkp
−∇ · δk

u

ã

.

• And the right-hand side is

−F
(
xk

)
= −F

(
u
k, pk

)
=

Å

f + 1
Re∆u

k − u
k · ∇u

k −∇pk

∇ · uk

ã

.

Calling f
k
= f + 1

Re∆u
k − u

k · ∇u
k −∇pk, obtain the equations

{
− 1

Re∆δ
k
u
+ u

k · ∇δk
u
+ δk

u
· ∇u

k +∇δkp = f
k

∇ · δk
u
= −∇ · uk

where u
k and pk are the solutions from the previous iteration. This is a system with the update term δk

u
and

δkp as the only unknowns, and it is therefore possible to use the Galerkin method once again: multiply by a test
function, use stokes theorem, and discretize.
The problem is not yet well posed as the choice on boundary conditions is needed. If a Neumann condition
is to be enforced, then no further work is needed. Given Dirichlet boundary conditions, enforce the boundary
value on the initial guess and then homogeneous Dirichelet on the corresponding part of the boundary at each
iteration of the algorithm.
Schematically:

u
0
∣∣
ΓD

= uD

δk
u

∣∣∣
ΓD

= 0 for k > 0,

in order to guarantee u
k+1

∣∣
ΓD

= g always holds following u
k+1 = u

k + δk
u
.
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The weak formulation of the problem is then: őnd δk
u
∈ S0 (same space with homogeneous Dirichelet BCs) and

δku ∈ Q, such that {
a(δk

u
,v) + d(δk

u
,v) + b(v, δkp ) = (f

k
,v) + (τ ,v)ΓN

∀v ∈ V,

b(δk
u
, q) = 0 ∀q ∈ Q,

where each term has been deőned in the previous section, except for the functional

d(δk
u
,v) =

(
u
k · ∇δk

u
,v

)
+
(
δk
u
· ∇u

k,v
)

with u
k solution computed from the previous iteration. Introducing the usual discrete spaces, and subbing in

the discrete counterpart of the terms seen so far, the resulting Galerkin problem is

{
a(δk

uh
,vh) + d(δk

uh
,vh) + b(vh, δ

k
ph
) = (f

k
,vh) + (τ ,vh)ΓN

∀vh ∈ Vh,

b(δk
uh
, q) = 0 ∀q ∈ Qh,

which translates to the linear system

Å

K+D G

GT 0

ãÅ

δk
uh

δkph

ã

=

Ç

f
k

−∇ · uk

å

where the solution vector on the left-hand side refers to the values of the correction in the nodes, while each
entry of the vector on the right is the result of the integral of the shape functions times the ’forcing’ term,
which, remember, is the oriented residual of the previous solution.

This is now a linear system, solvable with standard iterative or direct methods.

7.3 Appendix C: Anisotropic mesh adaptation

In this Appendix, a more in depth look to the mesh adaptation algorithm is presented. The implementation
used in this work has been developed by [45].
The stretching for each point of the domain is encoded in a function M : R

2 → R
2×2 called metrics. the

computation of the metrics is based on the a posteriori error estimate method proposed by Zienkiewicz and
Zhu in [51] and [52]. The idea is to deőne a reconstruction operator P (∇ϕh) which attempts to improve the
approximation offered by the Finite Elements Method, since the gradient of the solution ϕ has worse accuracy of
the solution itself. Then an a-posteriori error estimator can be deőned from the difference ||p(∇ϕh)−∇ϕh||L2(Ω).
Once again there are multiple choices for the recovery operator such as averages and projections of the numerical
gradient ∇ϕh, but the one considered in this work is the one proposed in [53], hereafter denoted by P

r
∆K

(
∇ϕh

)
.

This is an approximation which has degree r over the patch ∆K = {T ∈ Th | T ∪K ̸= ∅}. The objective is

seeking P
r
∆K

(
∇ϕh

)
∈ [Pr (∆K)]

2
such that

∫

∆K

(
∇ϕh − P

r
∆K

(
∇ϕh

))
·wdx = 0 ∀w ∈ [Pr (∆K)]

2
,

where [Pr (∆K)]
2
=
¶

xi1x
j
2 | i+ j ≤ r

©

is the set of polynomials of degree r deőned on patch ∆K . For r = 0,

the explicit formula for the recovered gradient is given by

P
0
∆K

(
∇ϕh

)
=

1

|∆K |

∑

T∈∆K

|T |∇ϕh

∣∣∣∣∣∣
T

this is an area-weighted average of the discrete gradient over the patch ∆K . The process is schematically
represented in őgure 7.1. From now on, whenever the polynomial degree r is not explicitly stated in the
notation, it is assumed to be r = 0.
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Figure 7.1: Schematics of the gradient reconstruction, image credits [54]

Figure 7.2: Isotropic vs anisotropic mesh adaptation, image credits [45]

The key component needed to extend this framework to anisotropic element is the invertible affine function
TK : K̂ → K, mapping the reference element inscribed in the unitary circle centered at the origin to any element
on the mesh. The information regarding this transformation is encoded in the Jacobian matrix, identiőed by
the symbol MK . A polar decomposition yields

MK = BKZK

with BK symmetric positive deőnite and ZK orthogonal matrix.
BK can be further factorized into

BK = RT
KΛKRK

via a spectral decomposition. RT
K = [r1,K , r2,K ] is the matrix containing the right eigenvectors of BK and

ΛK = diag (λ1,K , λ2,K) is the diagonal matrix collecting the corresponding eigenvalues, with λ1,K ≥ λ2,K > 0.
It is also useful to deőne the so-called stretching factor sK = λ1,K/λ2,K ≥ 1.
The anisotropic global error estimator is given by the sum of all the local estimators as

η2 =
∑

K∈Th

η2K

The element-by-element contributions are deőned as

η2K =
1

λ1,Kλ2,K

2∑

i=1

λ2i,K
(
r
T
i,KG∆K

ri,K

)

with G∆K
∈ R

2×2 symmetric positive semi-deőnite matrix with entries

[G∆K
]ij =

∑

T∈∆K

∫

T

ï

P∆K
ϕh − ∇ϕh

∣∣∣
∆K

ò

i

ï

P∆K
ϕh − ∇ϕh

∣∣∣
∆K

ò

j

dx.
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It is now possible to use the local estimator ηK to generate the metric M. In practice, M is approximated with
a piecewise constant function M|K related to the mesh Th by the equation

M|K = RT
KΛ−2

K RK ∀K ∈ Th

This requires solving the minimization problem for the local estimator

min JK (sK , r1,K , r2,K) = sKr
T
1,KĜ∆K

r1,K + s−1
K r

T
2,KĜ∆K

r2,K

s.t. sK ≥ 1,
ri,K · rj,K = δij

The solution of this problem is given when sK = s⋆K and ri,K = r
⋆
i,K , with

s⋆K =

 

θ1
θ2
,

r⋆1,K = t2, r⋆2,K = t1,

where {θi, ti}i=1,2 are the eigen-pairs associated to Ĝ∆K
with θ1 ≥ θ2 > 0 and {ti}i=1,2 orthonormal.

The last piece is obtained combining previous equations into

λ⋆1,K = θ
−1/2
2

Ç

τ2 ∥∇ϕh∥
2
∆K

2|K̂|

å1/2

,

λ⋆2,K = θ
−1/2
1

Ç

τ2 ∥∇ϕh∥
2
∆K

2|K̂|

å1/2

.

where K̂ = T−1
K (K) is the pullback of the element K, τ is a tolerance parameter and

∥∇ϕh∥
2
∆K

=
1

|∆K |

∑

T∈∆K

|T | ∥∇ϕh|T ∥
2
.

Therefore, given the eigenpairs
¶

λ⋆i,K , r
⋆
i,K

©

i=1,2
it is possible to compute the optimal metric M⋆ for all elements

K ∈ Th. Finally, a relaxation technique is employed to avoid big discontinuities in the size of the elements.
That is, calling M⋆

ν the őnal metric and MOLD the old one,

M⋆
ν = νM⋆ + (1− ν)MOLD , ν ∈ [0, 1]
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