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..if I'm going to fall, I don’t want to fall back on anything, I want to fall forward. Every
graduate has the training and the talent to succeed, but do you have the guts to fail? If
you don't fail, you are not even trying, to get something you ve never had, you have to

do something you never did. Not only take risks, but to be open to life, to accept new

views and to be open to new opinions, even though you're scared stiff. It may be

frightening, it will also be rewarding. Because the chances you take, the people you

meet, the people you love, the faith that you have, that’s what’s going to define your life.
If you fall, remember this, fall forward.

— D. WASHINGTON






Abstract

This thesis focuses on language detection and text classification for efficient lan-
guage processing tasks. The aim is to develop robust models that can accurately
identify the language of a given text and classify it into relevant categories.
The research explores different approaches and techniques to achieve optimal
performance in both language detection and text classification. For language
detection, a comparative analysis of various models, including FastText [36],
Spacy[17], and Cybozu [41], is conducted. The results show that the fastest
model performs exceptionally well, especially when combined with a hybrid
solution. The hybrid approach leverages the model’s predictions only when the
text contains more than 15 characters, below that threshold a dictionary check is
performed. Regarding text classification, the study delves into the development
of a reliable model. The thesis includes the implementation and the fine-tune
of several models, including baseline models and more complex one like SVM,
LSTM [16], StartSpace[53] and BERT [9]. This thesis propose an SVM-based hy-
brid model. The hybrid model incorporates user feedback in the classification
process, particularly when the model’s confidence level falls below 50%. This
user-driven approach enhances the classification accuracy and provides flexibil-
ity in scenarios where the model’s confidence may be lower. The experiments
and evaluations conducted demonstrate the effectiveness of the proposed solu-
tions in language detection and text classification tasks. The achieved results
highlight the practical applicability and performance improvements obtained
through the hybrid approaches. The research contributes to the advancement
of language processing techniques and provides valuable insights for future

developments in the field.
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Introduction

In today’s business environment, delivering excellent customer service has
become a critical factor for success across all industries. The increasing ex-
pectations of customers for personalized and high-quality service necessitate
continuous efforts from companies to remain competitive. Within this con-
text, artificial intelligence (AI) and machine learning (ML) play a pivotal role
in enhancing customer experience and service quality. ML techniques and ad-
vanced engineering tools enable companies to analyze vast amounts of data,
gaining valuable insights that can optimize service delivery processes, improve
customer interactions, and offer personalized experiences.

The objective of this projectis to explore the potential of Aland ML in enhanc-
ing customer service and experience within a real-world setting. Specifically,
I will develop AI models and assess their utility in automating service tasks,
such as language identification in a Chat Bot or automatic ticket classification.
Furthermore, I will evaluate the impact of Al-based solutions on service quality,
customer satisfaction, and business performance. With the expertise of PAT
s.r.l.,, I will examine the challenges, opportunities, and best practices associated

with implementing Al-based customer service solutions.

PAT s.R.L. SINCE 1992

This master’s thesis project is being developed in collaboration with PAT s.r.1.,
an ICT company that has been operating in the business-to-business sector since
1992. PAT specializes in Service Management, Virtual Assistance, Customer
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Relationship Management, Customer Care, and Service Desk. Although the
company’s headquarters is located in Montebelluna (TV), it has multiple delivery
offices in Italy, including Lodi, Milan, Rome, Florence, as well as an international
office in Madrid.

PAT’s primary objective is to simplify the management of information and
relationships across different areas of a company, leading to enhanced business
processes, particularly in sectors such as customer service, customer care, service

desk, direct interaction, and internal communication.

OVERVIEW OF THE MAIN SOFTWARE PLATFORM

1. Helpdesk Advanced (HDA): HDA represents a web and mobile-based so-
lution for trouble ticketing that governs services across all organizational
areas, recognizing the crucial role of service management in achieving
success. This Service Desk solution, known as HDA, has been specifically
designed to automate processes and cater to various strategic service gov-
ernance scenarios through highly configurable IT and business processes.
HDA prioritizes an intuitive and user-friendly Service Desk experience,
optimizing the User Experience by providing channels and interfaces that
are easy to navigate and operate. Additionally, HDA empowers users to
generate statistical information in the form of graphs and charts, enabling
the monitoring of service efficiency and effectiveness over time.

2. Engagent & CX Studio: CX Studio, accessible in both Cloud and local envi-
ronments, serves as a multi-channel interaction framework that leverages
Artificial Intelligence and Machine Learning. This framework incorpo-
rates a virtual assistant, enabling real-time interactions 24/7 across various
user-preferred channels, including the web, social networks, WhatsApp,
Microsoft Teams, and more. The CX Studio framework empowers users to
create personalized one-to-one dialogue flows and apply them seamlessly
across all channels, guided by principles of proactivity, engagement, and
customer involvement. With CX Studio, you gain the ability to efficiently
coordinate interactions for different business areas within a single tool.

3. IC Studio: ICstudio is a Customer Relationship Management platform
dedicated to the needs of different company areas, from the sales force
to marketing, from customer care to the call center. ICstudio increases
your business by creating winning and lasting relationships with leads,
prospects, customers and partners.

ZUCCHETTI PARTNER - Al FACTORY LABORATORY

In June 2013, PAT Group established a partnership with Zucchetti, a promi-

nent software house in Italy known for pioneering payroll processing software.
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Over time, Zucchetti has expanded its reach by acquiring several companies that
provide diverse solutions in various areas worldwide.

The AI Factory - Innovation Lab is a recent initiative that brings together
engineers and developers from PAT and Zucchetti. Its primary objective is to
harness the latest advancements in Al and ML technologies and integrate them
into PAT solutions, introducing innovative features.

This master’s thesis is driven by the Al Factory, receiving continuous up-
dates on the state-of-the-art developments. It includes regular reports on key
metrics and achieved results, ensuring that the thesis stays abreast of the latest

advancements in the field.

THESIS GoALs: ENHANCING CUSTOMER EXPERIENCE

THROUGH Al IMPLEMENTATIONS

The aim of this thesis is to investigate the role of artificial intelligence (Al) in
enhancing customer experience within the modern business landscape. Many
businesses have turned to Al as a means to improve customer experience, and
the results have been promising. Through Al-powered chatbots and virtual
assistants, personalized product recommendations, and predictive analytics,
businesses are able to provide customers with more efficient and tailored service
than ever before.

However, implementing Al technologies can be complex and challenging.
To maximize the impact of Al on customer experience, businesses must con-
sider various factors, such as the quality of data, which is a common issue and
limitation when implementing AI models.

Furthermore, it is crucial to acknowledge that customers themselves may not
tully grasp the potential of Al or be aware of their actual needs. This thesis will
analyze the impact of implementing Al models on service quality, highlighting
the importance of effectively integrating Al to enhance customer experience.

LANGUAGE DETECTION

One specific objective of this thesis is to create a language detection model
that can be integrated into the Engagent CX Studio solution introduced in the
previous paragraph to enhance the customer experience. Chatbots have become
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widely used customer service tools, providing customers with a speedy and
efficient means of obtaining information. However, a major challenge of chatbots
is their ability to understand and respond to queries in various languages.

With this aim, I will develop a language detection model that can accurately
identify the language of a customer’s message. This will enable the virtual
assistant to respond appropriately in the correct language, thereby enhancing
the customer experience. Furthermore, this model will eliminate the need for
customers to switch languages or for businesses to maintain separate chatbots
for each language.

In this thesis, [ will test some pre-trained models with the capability to detect

different languages, trying to identify the best one suitable for short texts.

TICKET CLASSIFICATION

Another goal of this thesis is to design a ticket classification model that
can automate the process of categorizing customer support tickets. The data
for this model will come from the HDA platform. When customers contact a
business through HDA with a question or issue, they have the option to select
the topic that is related to the office responsible for handling the ticket and
providing support. However, customers often misclassify the tickets, leading to
the need for support agents to manually redirect them to the appropriate team
or individual for resolution.

This manual categorization process is prone to errors and can be time-
consuming, resulting in delays and frustration for customers. To address this
challenge, I will develop a ticket classification model that can automatically
categorize support tickets based on their content.

To develop this model, I will utilize various natural language processing
(NLP) techniques and text classification algorithms. The model will be trained
on a large corpus of historical support ticket data, with a particular focus on

handling unbalanced datasets.

DATASET STRUCTURE

In this section, I will introduce the structure of the datasets that will be used
in this project. It is important to note that for the two internal datasets (Gaming
and Energy companies), I will not disclose the source due to privacy policy
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considerations. Additionally, the names used in the datasets are not related to

the actual work environments of the companies.

GamING ComPANY CHAT DATASET

The data that compose this dataset are extrapolated from the actual Chat-
Bot in Engagent Pat solution. Each row represents a single message sent by
a customer or the operator’s reply. The dataset contains more than 43,321
messages in different languages (refer to Table 1.1). It will be used to test the
language detection.

The dataset does not include any information about the language, and there-
fore, we do not have any labels. In Chapter 5, we will explore how to address
this problem.

The most important field are summarize in the following list:

1. QuestionID: This is the primary key, a numerical unique identifier asso-
ciated with a single message request.

2. Chat Session:An alphanumeric identifier of the conversation (chat) that
identifies the entire chat session between the operator and the customer.
A chat session may remain open for more than one day, typically until the
problem is resolved.

3. Who: This field indicates whether the message is sent by the operator, the
user, or the system (in the case of a virtual assistant).

4. Text: This field contains the user’s request or the system/operator’s reply.

ENErGY CompPaNYy TiCKET DATASET

This dataset consists of 21,570 unique tickets from the HDA solution. Each
row represents a single ticket opened by a customer. As shown in Table 1.1, the
mean number of characters in this dataset is higher compared to the others due
to its nature.

The same ticket may appear multiple times in the dataset (the same TicketID in
more than one row) because it tracks the forwarding process. This is the reason
why the total number of elements (rows) in the dataset is 38,021. There are sev-
eral reasons why a ticket can be forwarded, and these reasons will be explained

in more detail in the following chapters. The main reason for forwarding a ticket
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is when the customer selects the wrong department, and the ticket needs to be

redirected to the appropriate one for resolution. The most important fields are

summarized in the following list:

1.

TicketID: This is the primary key, a numerical unique identifier associated
with a single ticket.

CredationDate: This field contains the date and time when a ticket is cre-
ated.

3. ClosureDate: This field contains the date and time when a ticket is closed.

4. Subiject: This field represents the subject of the ticket.

Request: This field contains the content text of the ticket, i.e., the actual
request.

. Application: This field indicates the application related to the department

in which the ticket should be resolved. This field is selected by the cus-

tomer. Examples of application names include SAP-DBO?, SIEBEL, OIG,
etc.

Application_FINAL: This field represents the final department in which
the ticket is actually resolved. The total number of applications, and hence
the hypothetical number of classes that will be identified by the model, is
190.

. Action Type: This field provides descriptive information about the action

applied to the ticket. It can have two values: creation and forward. Tickets
that have no forwards will have only one row with the Action Type set to
creation, indicating that the ticket remained in the same department from

creation to closure. Tickets with forwards will have the first row with
Action Type set to creation and additional rows for each forward, with the

Action Type set to forward.

DateTime Forward: This field contains the date and time when the ticket
is forwarded.

PAPALUCA DATASET

The Papaluca dataset [34] will be used to evaluate the performance of the

language detection model. It was created during The Hugging Face Course

Community Event of 2021 and consists of text from different sources, including
the multilingual Amazon Reviews Corpus, XNLI, and STSb Multi MT.

ISAP stands for System Application and Products, we will see different applications starting
with this acronym.
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LANGUAGE DETECTION DATASET

This dataset, available on Kaggle [21] [23], will be used in conjunction with
the previous dataset for language detection. The primary source of this dataset
is Wikipedia [50]. More details can be found in Table 1.1.

Dataset Number of || Number of | Mean number
rOwWs languages || of characters

Gaming Company Chat || 43321 10 54

Energy Company 38021 1 500

Papaluca 10000 20 124

Language Detection 10267 17 107

Table 1.1: Dataset details.

THESIS STRUCTURE

The structure of this thesis is organized to provide a comprehensive under-
standing of the research and implementation process. The thesis is divided into
several sections, each focusing on specific aspects related to enhancing customer
experience through Al implementations in the context of PAT s.r.1.

Chapter 1 provides an introductions to PAT s.r.l, its partnership with Zuc-
chetti and its main software platform. In the introduction the thesis goals are
outlined, with a focus on enhancing customer experience through Al implemen-
tations. Specifically, two key areas of focus are identified: language detection
and ticket classification. In this section is also discussed the dataset structure.

The chapter 2 explores the importance of NLP in a business scenario. Com-
mon NLP tasks are introduced, with a focus on text classification presenting a
comparative study of algorithms and approaches. It covers text representation
techniques and main approaches for text classification. An in-depth exploration
of BERT (Bidirectional Encoder Representations from Transformers) is provided,
explaining how it works, pre-trained models, fine-tuning, and its limitations and
challenges. At the end, evaluation metrics for NLP models are discussed.

The main tools and library used in the entier project are discussed in chap-
ter 3 and than the chapter 4 focuses on a case study of PAT s.rl., analyzing
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ticket misclassification and its impact on business productivity. An empirical
evaluation of performance and efficiency, comparing correct and wrong ticket
classifications, and thus, the forward and waste of time due to misclassifications.

Chapter 5 concerns data exploration and preprocessing techniques to en-
hance the performance of both AI models implemented. It includes considera-
tion and some test to deal with class imbalance.

The chapter 6 delves into the implementation of language detection models
and present a comprehensive comparison and evaluation of various approaches.
Specifically it focuses on three models: FastText, Spacy, and Cybozu. Through
this analysis, the aim is to assess the effectiveness and performance of each
model in accurately detecting the language of a given text.

Chapter 7 revolves around the development and evaluation of a ticket clas-
sification model. It embarks on a systematic and rigorous study to design and
implement a model that effectively categorizes tickets based on their content.
The chapter encompasses a detailed examination of the model development
process and model selection. Various techniques and algorithms are employed
to optimize the model’s performance and achieve accurate ticket classification.
In the final chapters 8 and 9 introduce the deployment part underlining the
use of Docker and Kubernetes, the future works and the final conclusion of the
thesis.

The Figure 1.1 illustrates the timeline of the development process, high-
lighting the iterative nature of the analysis, preprocessing, and implementation
stages.

The timeline begins with the data sourcing phase, where the relevant data
sources are identified and collected. Subsequently, the exploring data analysis
(EDA) phase takes place, during which the collected data is thoroughly exam-
ined to gain insights and understand its characteristics. This analysis phase
helps in making informed decisions about the preprocessing steps and model
design.

The preprocessing stage follows the data analysis, where the collected data
is cleaned, transformed, and prepared for model training. This step ensures that
the data is in a suitable format and quality for effective model development. The
iterative nature of the development process allows for revisiting the analysis
and preprocessing stages if necessary.

Once the data is preprocessed, the model implementation phase begins. This
phase involves selecting an appropriate model architecture, training the model
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on the preprocessed data, and fine-tuning it for optimal performance, before
going in the last stage, the deployment.

Itis important to emphasize that the development process is not strictly linear
but rather iterative (dotted lines in the figure). This means that adjustments and
refinements in the analysis and preprocessing stages can be made based on the
outcomes of subsequent stages.

1 1
Y 1
4 N\ 4 N 4
—— ORIGINAL DATASET ANALYSIS & EDA PREPROCESSING
N J N\ J _
A
1
]
1
1
DEPLOYMENT | [ EVALUATON | [
A . MODEL

IMPLEMENTATION

APPLICATION FINE TUNING
J N J N

Figure 1.1: Thesis structure.






Natural language processing

Natural Language Processing (NLP) is a field of artificial intelligence that
aims to enable computers to understand, interpret, and generate human lan-
guage. It involves the study of how machines can analyze and process human
text in order to comprehend and respond in a manner that closely resembles
natural language. NLP combines knowledge in different fields, including not
only computer science but also linguistics and cognitive psychology.

This field is continuously evolving and rapidly transforming the way we inter-
act with technology, while unlocking new opportunities for innovation across

industries.

Wny NLP IN A BUISNESS SCENARIO?

There are several reasons why NLP has become one of the most common
technological advancements in the global business scenario. Nowadays, more
and more companies are implementing this tool as it provides advantages not
only regarding customer services but also internal productivity.

Investments in this field are increasing exponentially. According to a 2019
Statista report [44], the NLP market is projected to reach 43.0 billion dollars by
2025, as shown in Figure 2.1.

Actually, observing the trend in the year that this thesis is written, the first
part of 2023, we are two years behind. The market size value updated in 2022 is
USD 15.7 billion, but latest research confirms the direction that the NLP market
will take in the next few years. A MarketsandMarkets study [26] projects that
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Market in million US. dollars

50 000

43289.9

40 000 37330.7

30 356.6
30000
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Figure 2.1: An histogram that represent the growth of the NLP market.

the NLP market is poised to reach USD 49.4 billion by 2027.

CUSTOMER SERVICE AND PROCESS AUTOMATION

NLP is used in customer care and provides support for various entities.
As previously specified, it is also high-quality internal support because this
tool saves considerable time for customer service agents, as I will underline
in Chapter 4. Assignments related to understanding, analysis, and responses
are all automated, thanks to Al and deep learning, which complement NLP in
the best way. Thus, it plays a significant role in process automation. In the
business environment, various unstructured data are collected, such as emails,
chat conversations, and customer feedback. These data sources are used to
trigger automated workflows and business processes. In Chapter 7, I will show
an example of a customer service task that will be automated, specifically the
ticket classification task, which automates the process of retrieving information
by extracting features from text requests and directing tickets to the appropriate
department or customer agent.

MANAGE BIG AMOUNT OF DATA

Companies that operate in the sports betting business can generate more
than 10,000 tickets daily, which represents a huge quantity. Managing large
amounts of data can be challenging for businesses. However, NLP can help

12
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businesses handle and manage large volumes of data effectively, especially un-
structured data, which accounts for 80% of all data generated by businesses. By
using NLP techniques, businesses can extract valuable insights and actionable
intelligence from data sources, such as customer feedback. NLP can also be used
to categorize and tag data, extract relevant keywords, and identify patterns and
trends. This enables businesses to make data-driven decisions and improve
business processes, even when dealing with large amounts of data, all within a

reasonable timeframe.

Common NLP task

In everyday life, many of us use NLP applications without even realizing
it. Spell-checkers, online search engines, translators, and voice assistants like
Apple Siri, Amazon Alexa, Samsung Bixby, or Google Assistant all incorporate
NLP technology. Table 2.1 illustrates various NLP tasks, and the following
sections provide a brief explanation of the most common ones, highlighting

their interesting capabilities and potential.

Word Sentence Text Text Pair Text

Tagging Parsing Classification || Matching Generation

Word Constituency Sentiment Semantic Language

segmentation | analysis analysis textual modeling
similarity

Shallow Semantic Text Natural Machine

syntax parsing classification languange translation

chunking inference

Name entity Dependency Temporal Relation Simplification

recognition parsing processing prediction

Part-of-speech Coreference Summarizing

tagging resolution

Semantic role Dialogue

labeling

Word sense Question

disambiguation answering

Table 2.1: Natural Language Processing tasks.
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TEXT CLASSIFICATION

Text classification is a task that involves assigning tags or labels to text based
on its content (see Figure 2.2). This type of classifier has multiple applications,
such as structuring or organizing text. I will explore this task in more detail

later on.

Input

(text) — "I need to change my username and password"

— > — > (ohenge crecentias |

!

Output
(label)

Model

[Text Classification]

Figure 2.2: Text classification process.

L ANGUAGE MODELING

Language modeling is an NLP task that includes next sentence prediction,
which we use every day when typing something, such as in the Google search
bar. In the next section, I will focus on BERT [9], which has been trained for both

next sentence prediction and named entity recognition.

NAME ENTITY RECOGNITION

Named entity recognition (NER) is a powerful and useful task used to iden-
tify entities such as persons, locations, or organizations within the text (see
figure 2.3). One of the most important and delicate applications of NER is
anonymization. For example, if a bank company desires to obtain statistics
or perform analysis on their data, they must ensure the masking of sensitive

customer information to prevent disclosure.

14
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"Hi I am Mario Rossi, | live in Milan and work for the Company & co.,
my phone number is 1234567899."

Label colors:
PERSON LOCATION ORGANIZATION NUMBER

Figure 2.3: NER process.

SENTIMENT ANALYSIS

Sentiment analysis is another common task that involves analyzing a piece
of text to determine the underlying sentiment, emotion, or opinion expressed
by the author (figure 2.4). The goal of sentiment analysis is to identify whether
text is positive, negative. Sentiment analysis is commonly used in business
and marketing to evaluate customer satisfaction, track brand reputation, and

monitor public opinion on social media.

"This service is always unavaible, [
- " NEGATIVE
I will close my account
"l don't hate washing dishes.” ——> NEUTRAL

Figure 2.4: Sentiment analysis process.

Focus oN TexT cLASSIFICATION: A COMPARATIVE STUDY

OF ALGORITHMS AND APPROACHES

Text Classification could be both, supervised and unsupervised learning task,
in this specific case it will be treated as the first one since I need to categorize
the ticket in the correct department (label), it involves automatically assigning
predefined categories or labels to a given text document. This kind of NLP
approach is suitable for sentiment analysis, ticket classification, toxic/spam fil-

tering etc. .
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Text classification include several challenges, such as handling noisy data, deal-
ing with high-dimensional feature space and identifying relevant features for
different categories.

To handle noisy data the role of data analysis and preprocessing is crucial but it
is more understandable seen in practise, I will do a deep focus on Chapters 4 and
5, in this section I will focus on the theory of the text representation and I will
discover the main machine learning (ML) and deep learning (DL) approaches
used to handle with the problem, in a way to have the knowledge base to face
the technical details of the implementation in the next chapters.

TEXT REPRESENTATION TECHNIQUES

Text representation is a mandatory requirement in NLP, the primary reason
why I need it is that the computers cannot understand raw text as is written by
humans. Therefore, I need to convert it into a format that the computers can
understand and process.

Text representation involves converting data into a numerical form, which can
be used as input of ML/DL algorithms. This process is also known as feature
extraction or vectorization. The choice of text representation technique is im-

portant and can impact significantly the performance of Al models.

Bac oF Worps (BOW)

The BOW model is a simply commonly used approach to represent a text
document as bag of its words, the idea behind the procedure is keeping track of
the frequency of each word neglecting the grammar.

The first step to follow is creating a dictionary of unique words in the text corpus.
For each word in the vocabulary is associated an integer index, then, for each
document in the corpus, it’s constructed a vector with the same length to the
vocabulary size, and the frequency of of each word in the document is placed in
the corresponding value of the vector.

The resulting vectors are called bag-of-words, an example is shown in table 2.2.
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Document the cat sat in hat with
the cat sat 1 1 1 0 0 0
the cat sat in the hat 2 1 1 1 1 0
the cat with the hat 2 1 0 0 1 1

Table 2.2: Bag of words example.

TERM FREQUENCY-INVERSE DOCUMENT FREQUENCY (TF-IDF)

TF-IDF is a widely used technique for text representation in NLP. It is based
on the statistical distribution of the words in the document, it is a combination
of two metrics:

B frequency(w, d)
TF(w, d) = max{frequency(w, d) : t € d} @1)
N |D|
IDF(i) = log A<D wed) (2.2)

Where the equation 2.1, the term frequency (TF), is the number of times a word
appears in the document divided by the total number of words inside the same
document, while the equation 2.2, the inverse document (IDF), take track of the
rarity, a measure of how important a term is to a document in the corpus, IDF
is calculated as the logarithm of the total number of documents in the corpus
divided by the number of documents in which the word appears.

The final TF-IDF score is calculated multiplying those two terms together, by
this way we are able to identify the most relevant terms in the document. This
method is a powerful tool for information retrieval and text classification tasks,
as it provides a simple effective way to represent the text putting emphasis on
the content.

The figure 2.5 display an example of the TF-IDF score of two words {the, with},
of the third document in table 2.2, the score referring to the word the is equal
to 0, this is because the that particular word is present in every document in
the corpus, so it gives no relevant information. On the other side, the score of

the word with is more relevant since it appears in only one document, that’s the
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reason why its score is 0.22.

cathat

2 1
TF e — ¢ TFw, = —
th 5 th 5

IDFie = log (%) =0 IDF,;1n, = log (%) =048

l l

TF — IDFy, =0 TF — IDF,;;, = 0.22

Figure 2.5: TD-IDF example.

In table 2.3 is shown the entire TF-IDF coding.

Document the cat sat in hat with
the cat sat 0 0 0.06 0 0 0
the cat sat in the hat 0 0 0.03 0.08 0.03 0
the cat with the hat 0 0 0 0 0.04 0.2

Table 2.3: TE-IDF example.

WORD EMBEDDING

Word embeddings are techniques for representing words as vectors in a high-
dimensional space. The basic idea is to map words to points in a continuous
vector space, where each dimension of the vector represents a different feature
or attribute of the word. Word embeddings are typically learned using neural
network models, such as Word2Vec [29] or GloVe [35] (unfortunately there are
no Italian pre-trained models for them, so they cannot be used in this project),
which are trained on large corpora of text data. These models try to predict the

context in a given text, by learning a dense, low-dimensional representation of
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the words that captures their semantic and syntactic properties. The resulting
word embeddings can be used as input to a wide range of NLP tasks, such as
text classification, sentiment analysis, and machine translation, and have been
shown to outperform traditional bag-of-words models in many cases.

The main characteristic of the words embedding is that they preserve informa-
tion about the context of the document.

MAIN APPROACHES FOR TEXT CLASSIFICATION

To solve the task under consideration I will explore several approaches across
subfields of artificial intelligence like machine learning and also deep learning
that is part of ML itself, DL techniques include the use of neural networks
(NNs) and recurrent neural networks (RNNSs) [39] which are use to solved more
complex tasks, but as I will show they require also more resources, regarding

DL, I will focus on it later on a dedicated section for BERT.

MACHINE LEARNING: NAIVE BAYES, LOGISTIC REGRESSION, SVM

Naive Bayes is a common simple probabilistic algorithm used in NLP for
text classification. It is based on Bayes Theorem of probability [3] and uses the
naive assumption of conditionally independence of the features (words) to the
class labels. It has been shown to perform well in many text classification tasks
[49], but, in the real life the assumption on which this algorithm is based on is
almost impossible to adopt.

The Support Vector Machine is one of the most used and powerful super-
vised machine learning algorithm used for text classification tasks. The main
idea of SVM is to find the best hyperplane that separates the data into different
classes, the goal is to maximize the margin between the hypothetical optimal
hyperplane line between the support vectors of different classes, as is shown in
figure 2.6.

Logistic regression is a widely used statistical method in the field of NLP
for text classification tasks. It is a classification algorithm that is used to model
the probability of a certain class or category. It takes a set of input features
(such as the presence or absence of certain words in a document) and uses them
to predict the probability of a particular class. Logistic regression is a popular
choice for text classification due to its simplicity and efficiency.
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x2

support
vector

support
vector

\ 4

x1

Figure 2.6: Optimal Hyperplane of SVM.

DEEP LEARNING: STARSPACE, LSTM

StarSpace is a neural network model used for text classification, developed by
Facebook researchers [53]. It is based on the idea of learning a low-dimensional
embedding of words, phrases, and sentences that preserves semantic similarity.
The model uses a multi-task learning objective that combines multiple tasks
such as classification, regression, and ranking in a single model. It achieves this
by using a shared embedding layer for all tasks and multiple task-specific output
layers. The shared embedding layer is trained to minimize the distance between
similar items in the embedding space and maximize the distance between dis-
similar items. The model can handle large-scale datasets and is computationally
efficient, making it suitable for practical applications. It has been shown to out-
perform existing methods on several benchmark datasets in various NLP tasks.
I will show in the next chapters how its performances are efficient without using
too many resources.

Long Short-Term Memory [16] (LSTM) is a type of Recurrent Neural Net-
work (RNN) that has shown great promise in modeling sequential data such
as speech, audio, and text. LSTMs address the vanishing gradient problem
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that can occur in standard RNNs by introducing a gated cell mechanism that
allows for long-term memory storage and retrieval. The LSTM cell contains
three gates: the input gate, the forget gate, and the output gate. These gates
control the information flow into, out of, and within the cell, allowing for selec-
tive information retention and removal. The LSTM has been shown to achieve
state-of-the-art results in a variety of natural language processing tasks such as
language modeling, machine translation, sentiment analysis, and named entity

recognition.

BERT

BERT (Bidirectional Encoder Representations from Transformers) is a pow-
erful language representation model that has played a leading role in the field
of NLP in recent years. Developed by Google in 2018 [9], BERT is a deep neural
network architecture that is pre-trained on massive amounts of text data and
can be fine-tuned for various NLP tasks, such as text classification, question-
answering, and text generation.

One of the main advantages of BERT, thanks to the Transformer architecture
[48], is its ability to understand the context and meaning of words in a sentence
by considering the surrounding words. Unlike traditional language models that
process text from left-to-right or right-to-left, BERT is a bidirectional model that
reads the entire input sequence of a sentence in both directions, allowing it to
capture the context and meaning of words more accurately.

However, as I will proof later on, despite its success, BERT still faces some limita-
tions and challenges, such as its high computational cost and the need for large
amounts of training data. Nonetheless, the use of pre-trained BERT models has
become prevalent in NLP applications, and many pre-trained models are now

available for use by researchers and business developers.

How BERT works

As is mentioned before, the strength of BERT, is the ability to understand the

context, this is achieved using Transformer, let’s focus on its functioning.
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¢
®

ATtTENTION Is ALL YOou NEED

Figure 2.7: An RNN architecture.

Transformer is a deep learning model (architecture on figure 2.9) introduced
in the paper Attention Is All You Need [48] in 2017, with the goals to go over the
limitations of RNNs in sequence modeling tasks. One of the main issue of
a RNN is that the vectors generated intermediately for every word (/" in the
figure 2.7) they are not truly represent the context of the word itself, after all the
context depends on the word that comes before and the one that comes after,
but as shown in figure 2.7 is clear that the signal comes from only the word that
is just before it.

Even bidirectional RNNs (BRNNSs) suffer of this phenomenon because they just
look at the context left-to-right and right-to-left separately and then concatenate
the results, this could cause some loss of the meaning.

The key innovation is the self-attention mechanism, which allows the model
to capture global dependencies between input and output sequences without
the need for recurrent connections, and keeping track on which part each word
needs to focus on, a simple example is shown in figure 2.8, for each word is

create a vector with weights (in the figure represented with darker color the
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most related) that represent the relation with the others word.

Francesco

Legend

[l Strong relation
B Lignt relation

. Weak relation

Not related

Francesco

Figure 2.8: An simple example of self-attention mechanism.

How SELF ATTENTION SCORE IS COMPUTED

Let’s go more deeper in the details of how the Attention score is computed
in the Transformer architecture, shown in figure 2.9, which represent the archi-
tecture of a Transformer NN, there are an encoder and a decoder, the first one
is used to encode the input sequence into a fixed-length vector representation,
while the decoder is used to decode the output sequence from the encoded
representation.

The Attention score is calculated in the Multi-Head Attention section, each
input token is going to have three representations: Query, Key and Value vector.
The query vector is used to determine which other tokens are most relevant to
the current token. The key vector is used to calculate the similarity between the
query vector and the key vectors of all the other tokens. The value vector is used
to compute a weighted sum of the values of all other tokens, where the weights
are determined by the attention scores.

The combination of those vector will populate the self-attention matrix:

. QKT
self — attention = softmax 1% (2.3)
Vdk

In the formula 2.3 the QK', known as dot product attention, performs the dot
product between query and key vectors, so for every words we will have how
much attention we want to focus on all the others. The denominator Vdj, that
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Figure 2.9: The Transformer - model architecture (from original paper).
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is the square root of the dimension of the key vector, is used to minimize the
variance, the softmax is applied to have the distribution probability and than its
output multiplied by V, the value vectors, will give us the attention-score.

BERT: ENCODER-ONLY TRANSFORMERS

BERT uses the Transformer architecture as the basis for its model. Specif-
ically, it uses a variant of the Transformer known as the encoder-only Trans-
former. In the encoder-only Transformer, the input is passed through a series
of encoding layers, each of which is composed of multi-head self-attention and
feed-forward neural network sub-layers. The output of the final encoding layer
is used to represent the input text. The input text to BERT is first processed by a
special tokenization method called WordPiece tokenization. This method breaks
down words into smaller subwords or pieces, allowing the model to handle
out-of-vocabulary words and improve generalization.

For example, in figure 2.10, the word playing it’s been splitted into play, ##ing.
The double hash symbol (##) is used to indicate that a subword is part of a larger
word.

Additionally, BERT also uses special tokens to mark the beginning and end of a
sentence, as well as to indicate the presence of a sentence pair in the input. The
[CLS] token is inserted at the beginning of the input sequence, and the [SEP]
token is inserted at the end of each sentence or sentence pair.

The [CLS] token is also used to represent the entire input sequence in BERT’s
classification tasks, where the output of the [CLS] token is fed into a final clas-

sification layer.

N ™ s ™ ™ £ N Y e ™
Input ([CLSI my (dogw is ( cute [SEP] ( he ( likes W( playw ##ing ( [SEP] W

Token

Embeddings E[CLS] Emy Edcg Eis Ecute E[SEP] Ehe El|ke5 Eplay E"lng E:SEP]
+ L + +* + -+ -+ + += - +

Segment

Embeddings EA EA EA EA EA EA EB EB EB EB EB
= L 2 L +*- L -+ =+ = L ] -+ L

Position

Embeddings EU El E: E3 E4 ES E6 E7 ES EQ E10

Figure 2.10: BERT input representation (from original paper).
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ﬁsp Mask LM Mask LM \ /@MAD Start/End Span\
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Masked Sentence A - Masked Sentence B Question P Paragraph
Unlabeled Sentence Aand B Pair Question Answer Pair
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Figure 2.11: Overall pre-training and fine-tuning procedures for BERT. Apart
from output layers, the same architectures are used in both pre-training and
fine-tuning (from original paper).

PRE-TRAINED MODELS

The capability of BERT to learn general understanding of language is achieved
by pre-training the model on large corpus of text using an unsupervised learn-
ing approach, without relying on labeled data. This step is presented in the left
part of figure 2.11. Two tasks, namely masked language modeling (MLM) and
next sentence prediction (NSP), were used for pre-training the model.

In MLM, BERT randomly masks some words in the input sentence and
attempts to predict the original masked words based on the context provided
by the remaining sentence.

For NSP, BERT tries to predict whether two input sentences are consecutive or
not. This task helps BERT to understand the relationships between different
sentences and to learn the context between them.

There are several pre-trained models available for text classification tasks.
In this particular study, models were selected that are pre-trained even in the
Italian language, which is the primary language of the datasets being examined.
Table 2.4 presents the principal characteristics of the models that will be tested
in the subsequent chapters.

1In this cell and later on the thesis in Main sources will be mentioned training data corpus,
which are online platforms with all large-scale collections of texts in multiple languages, the data
are available for download and can be used for research and other purposes such as building
natural language processing models.
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Model Main sources! || Corpus size || Parameters || Tokens

Italian XXL [24] Wikipedia ~ 81GB ~ 110M ~ 13B
OPUS [32]
OSCAR [33]

XLM-RoBERTa [8] || Wikipedia ~ 2.5TB ~ 355M ~ B/T
Crawl [7]

AIBERTo [37] Wikipedia ~ 270GB ~ 370M ~ B
Twitter

UmBERTo [47] Wikipedia ~ 7GB ~ 110M ~ B

(RoBERTa based) OSCAR [33]

GilBERTo [13] Wikipedia ~71GB ~ M ~ 11B

(RoBERTa based) OSCAR [33]

Table 2.4: Some of pre-trained models that could be used for fine-tuning.

Fine-TuNING

Fine-tuning in BERT involves taking the pre-trained models and training
them on a specific downstream task, in the right part of the figure 2.11 the
process for example applied to NER task is shown. In this case I will fine-tune it
for text classification. Usually the pre-trained model is used in conjunction with
a task-specific architecture, for example a linear dense layer, dropout layer etc..
The parameters of both architectures, BERT model and the task-specific one are
then fine-tuned using supervised learning.

The fine-tuning include several steps, including the selection of an appro-
priate BERT pre-trained model, since the characteristics of the model will play
a fundamental role in the prediction phase, for example a model that has been
trained on a large dataset which include Italian text inside, will work better
in this project since the text that I will use for fine-tune it will be mainly in
Italian. Another important factor is the choice of the architecture that follows
the pre-trained model, which will have some particular characteristics of the

specific-task (number of output classes etc.).

LIMITATION AND CHALLENGING IN USING BERT

Despite its impressive performance, BERT has some limitation and chal-

lenges that I need to consider, let’s summarize some of them.
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CoMPUTATIONAL RESOURCES

BERT models are computationally expensive to train and require a large
amount of memory to store, this can make it difficult for small/medium orga-
nizations to utilize BERT effectively, to fine-tune BERT in this project it’s been
used Google Colab [14] and Kaggle [21] online platform because without them

the training phase without using a GPU would been to much expensive to face.

DoMAIN-SPECIFIC VOCABULARY

BERT’s pre-training is based on a general vocabulary, texts are taken from
the web, Wikipedia documents, tweet etc., that may not be suitable for certain
domains or languages. Text could include some particular pattern like product
code, or some specific word that has a particular meaning for the companies
in exam but in general have a completely different explanation. This can result
in poor performance when using BERT for tasks that require domain-specific

vocabulary.

MULTILINGUAL SUPPORT

As already mentioned before since I am dealing with human natural lan-
guage I need to take in consideration models that has been pre-trained on text
that are suitable for this specific language domain and there are still many lan-
guages that are not well represented in BERT’s pre-training corpus, this is a
limitation for task that require support for less used languages.

EVALUATION METRICS

Choosing the right evaluation metrics is an important step when developing
Al models in NLP, especially when dealing with unbalanced datasets. This is
because accuracy alone is not always a reliable indicator of model performance
when datasets are unbalanced, where one class of data may dominate over the
other. In such cases, accuracy can be misleading, as the model can achieve high
accuracy even by classifying almost all instances as the dominant class. Let’s
suppose that the test-set of data contains 95 elements of class A, and only 5
elements of class B, a model that always predicts class A will achieve 95% of

accuracy, it is way off base.
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Therefore, in addition to accuracy, I need to use evaluation metrics that account

for class imbalance, such as precision, recall and F1-score.

relevant elements
I 1

false negatives true negatives

©e o © o o

How many retrieved How many relevant Harmonic mean between
items are relevant? items are retrieved? precision and recall

F1= 2 _Precision - Recall

Precision = —— Recall= — >
Precision + Recall

retrieved elements

Figure 2.12: A graphical representation of precision, recall and F1-score.

The figure 2.12 shows how those metrics are computed. Precision measures
how many of the positive predictions made by the model are actually correct,
and it is calculated by dividing true positives by the sum of true positives and
false positives.

Recall measures how many of the actual positive instances are identified
correctly by the model, and it is calculated by dividing true positives by the sum
of true positives and false negatives.

F1-score is a harmonic mean of precision and recall, and works also for cases
where the datasets are imbalanced as it requires both precision and recall to
have a reasonable value. Even if you have a small number of positive cases vs
negative cases, the formula will weight the metric value down if the precision
or recall of the positive class is low.

Regarding the evaluation I will refer to two different ways to calculate the
average metrics, (macro avg./weighted avg.), they are often used for multi-class
classification problems:

e Macro Average (macro avg): The macro average calculates the metric
independently for each class and then takes the unweighted average across
all classes. It gives equal importance to each class and treats them as
equally important in the calculation of the average metric. It is useful

when you want to evaluate the overall performance of the classifier without
considering class imbalance.
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o Weighted Average (weighted avg): The weighted average calculates the
metric for each class, but takes into account the class imbalance by weight-
ing the average by the number of samples in each class. It gives more
importance to the metrics of classes with a larger number of samples, as
they have a greater impact on the overall average. It is useful when you
have class imbalance and you want to have a more representative average
that considers the contribution of each class based on their sample size.
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Main tool and libraries

Before going throw the details of implementation in this section I will brief
introduce the main tools that I have used to do the analysis and development.

PROGRAMMING LANGUAGES

The are several programming languages used in the development of Al
models, for this project I will use Python [11], version 3.7 and 3.10, that is one of
the most widely used programming languages in the world of Al, particularly
in machine learning and natural language processing. Its extensive library of
open-source modules and tools makes it an ideal choice for processing large
datasets and building complex models.

Regarding the deployment part I will use Groovy [12], it is a programming
language based on Java designed to enhance its capabilities by providing ad-
ditional features for scripting and meta-programming. Groovy is a dynamic
language, which means that it is able to adapt to a wide range of programming
styles and can be used for various purposes, including web development, script-
ing, and automation. In this project I will use Groovy to build the adapter that is
used to integrate, through API, the Language Detection model in the Engagent
Pat solution.
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(a) Python logo. (b) Groovy logo.

Figure 3.1: Programming languages logos.

MAIN PYTHON LIBRARIES

As just mentioned in the previous paragraph, one of the main advantages

using Python is the large amount of libraries available without any subscriptions

or payment. Here I will discover the main Python libraries used for this project.

BaseLINE: PANDAs, Numpy, MATPLOTLIB

PANDAS

Pandas [28] is one of the most important and commonly used open-source

library in Python. It offers a range of tools for working with large quantity of data,

including Dataframe, a particular data structure for efficient data processing,

powerful data analysis tools, and data visualization capabilities.

The key advantages of Pandas library include:

1.

Flexibility: It is highly flexible, it can handle different data format includ-
ing spreadsheet data, comma-separated values (CSV) files, and relational
database.

. Data processing capabilities: It provides a range of data processing capa-

bilities, including handling missing data, merging and joining data sets,
and filtering and aggregating data.

Powerful data analysis tools: It provides a range of powerful data anal-
ysis capabilities, including statistical analysis, time series analysis, and
exploratory data analysis, for example it allows the calculation of standard
deviation on thousands values in a very effective way and with a simple
command.

. Data visualization: It provides powerful data visualization capabilities,

through integration with other libraries such as Matplotlib [18], allowing
users to create visually appealing and informative charts and graphs.
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i
Hlpqndas
Figure 3.2: Pandas logo.

Numry

Another popular open-source library is Numpy [15], it is used for numerical
computing and data analysis in Python. It provides powertful tools for working
with matrices, vectors and other data structures. Numpy is an essential tools for

data scientist and engineers who work with huge amount of data.

The main advantages of Numpy are broadcasting, which is a powerful fea-
ture that allows operations between elements in arrays with different sizes and
shapes, and interoperability with other libraries and tools, including Pandas

and Matplotlib [18] making it easy to use.

’:’ NumPy

Figure 3.3: Numpy logo.

MATPLOTLIB

Matplotlib [18] is the most common used library for creating static, animated,
and interactive visualizations in Python. It allows users to create many types of
plots, including line plots, scatter plots, bar plots, histograms, and more. Almost

all the graph that I will show in the next chapters are generated using this library.
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matpl:tlib

Figure 3.4: Matplotlib logo.

Nrrk: NATURAL LANGUAGE TOOLKIT AND SCIKIT-LEARN

There are several libraries that provide tools for working with natural lan-
guage processing and machine learning tasks in Python, two of them are nltk
and scikit-learn. NLTK [5] is a library designed for working with human lan-
guage data, including text pre-processing and analysis. It provides different
tools for NLP tasks such as tokenization, stemming, tagging, and parsing.

Scikit-learn library is used for machine learning tasks, It provides simple and
efficient tools for data mining and data analysis, for example it allows handling
with splitting the dataset in train-set, validation-set and test-set in a easy and

efficient way and a lot of other useful functions.

‘Eewm

Figure 3.5: Scikit-learn logo.

SPACY, LANGDETECT AND FAsTTEXT

Python documentation offers different libraries to deal with NLP pipelines,
in this section I will discover Spacy [17] by Explosion Al department, langdetect
[41] by Cybozu Lab. (original project in Java) and FastText [36] powered by
Facebook Inc., in particular I will use an implementation of their tools to detect
the languages.

Spacy library is an open-source library that provides different functionalities
for text processing, tokenization, name entity recognition and more, one of the
most interesting feature is that it offers pre-trained models that can detect the
language of a given text. It is able to detect more than 72 languages.
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Langdetect library is based on the features extraction of the n-grams of the
word. It works by analyzing the character distribution of the input text and
comparing it to the character distributions of various languages. The library
currently supports over 55 languages.

FastText is an open-source, lightweight library that provides efficient and

accurate text classification and representation learning. One of its features is the
ability to perform language detection quickly.
FastText’s language detection is based on the classification of n-grams, which
are contiguous sequences of n items from the input text. In the case of language
detection, the n-grams are characters or character sequences. FastText first
trains a language classification model on large amounts of text data in different
languages. The model learns to associate each language with its characteristic n-
grams. When given a text input, FastText breaks it down into n-grams and uses
the model to predict the language of the input based on the n-grams present. The
model outputs the most likely language of the input, along with a confidence
score. More details on this approach will be presented in Chapter 6.

Spacy Cybozu'lLabs fastText

(a) SpaCy logo. (b) Cybozu Lab Inc.. (c) FastText logo.

Figure 3.6: Principal libraries for language detection.

TENSORFLOW AND TRANSFORMER

Tensorflow [1] is another open-source machine learning framework developed
by Google commonly used. It provides a comprehensive set of tools for building
and training machine learning models such as neural networks, decision tree,
regression models etc.. The library is written in Python but it offers support for
different programming languages (Java, C++ etc.). One of the most important
APl is Keras which allows users to build and train models quickly and easily.

Transformer library by Hugging Face [51] is used for working with a variety
of transformer-based models, including BERT and others. It provides APlIs for
fine-tuning and adapting pre-trained models for specific tasks. The Hugging

Face Transformers library also provides access to a large number of pre-trained
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transformer-based models, including multilingual models which can be used
for a variety of natural language processing tasks, including text classification,
named entity recognition, and sentiment analysis.

Since the Hugging Face Transformers library is a powerful tool for working with

transformer-based models in Python, it will play a main role in this project.

Laad
TensorFlow

(a) TensorFlow logo. (b) Hugging Face logo.

Figure 3.7: Main tools for dealing with NLP and machine learning.

TooLs

To develop and deploy a project, it is essential to have access to a set of tools
and software services that can facilitate the process. There are several cloud-
based platforms that provide the necessary infrastructure and services to build
and deploy machine learning models. In this section, I will discuss some of the

main software services and tools used to develop and deploy the entire project.

JerBrains: PYCHARM AND INTELLIJ

PyCharm and Intelli] IDEA are integrated development environments (IDEs)
developed by JetBrains [19] for Python and Java development, respectively. Py-
Charm provides developers with an integration with various tools and frame-
works commonly used in Python development. Intelli] IDEA is an IDE for Java
that includes support for several other programming languages, such as Groovy,
making it a versatile choice for developers. Both of them offer to developers ad-
vanced features such as code completion, debugging, and testing. PyCharm
and Intelli] IDEA are widely used by developers for their ease of use, versatility,

and extensive support for various programming languages and frameworks.
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(a) JetBrains logo. (b) PyCharm logo. (c) Intelli] logo.

Figure 3.8: Commonly used IDEs for development.

CoraB/KAGGLE

Google Colab [14] and Kaggle [21] are cloud-based platforms that provide a
free environment for running machine learning and data analysis tasks. Google
Colab (short for "Collaboratory") is a service that allows users to write and run
Python code in a Jupyter Notebook, with access to free GPUs and TPUs. It is a
part of Google Drive and can be accessed via a web browser. Google Colab also
allows users to store, share, and collaborate on notebooks with others.

Kaggle provides both a Jupyter notebook environment and a cloud-based
machine learning workbench. These platforms are useful for exploring, analyz-
ing, and visualizing data, as well as for training and deploying machine learning
models. Users can compete with other data scientists to solve real-world prob-
lems and also collaborate with others on open-source projects. Kaggle also
offers various learning resources, including courses and tutorials, to help users
improve their data science and machine learning skills.

Both of them could be a good solution for users to scale up their computa-
tional resources as needed. In this project, they will be used with a free license,
thus with some limitations on the use of GPUs (around 20 hours per week).

They also offer a subscription to have unlimited access.

¢ J kaggle

(a) Google Colab logo. (b) Kaggle logo.

Figure 3.9: Main cloud-based environment to develop AI models and more.
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Docker AND KUBERNETES

DockEer

Docker [10] is a platform for developing, deploying, and running applica-
tions using containerization technology. This technology allows developers to
package an application into a lightweight and portable container that can run on
any infrastructure, whether it is a laptop, a testing environment, or a production
server. The reason for this is due to the fact that a container contains not only
the application itself but everything that the application needs to run, including
the code, dependencies, and system libraries. Thus, Docker is like a layer of
abstraction between the application and the underlying operating system and
hardware.

Containers are built from images, which are essentially pre-configured templates
that specify the application and its dependencies.

Docker provides a command line interface (CLI) and a graphic user interface
(GUI) for managing containers and images. Users can create, run, stop, and
delete containers, as well as build and push images to Docker registries for others
to use. Using Docker both models, language detection and ticket classification
will be transferred in an internal server (test environment) in a way that they

could be tested without worrying about the infrastructure.

KUBERNETES

Kubernetes [22] is an open-source container orchestration platform that auto-
mates the deployment, scaling, and management of containerized applications.
It was originally developed by Google and is now maintained by the Cloud Na-
tive Computing Foundation (CNCF). It provides a way to automate the deploy-
ment and scaling of containers, as well as manage containerized applications in
a distributed environment.

At its core, Kubernetes is built around the concept of a cluster, which is a set
of worker nodes that run containerized applications. Each worker node runs a
container runtime, such as Docker, and is managed by the Kubernetes control
plane. The Kubernetes control plane is responsible for managing the overall
state of the cluster, including deploying and scaling applications, monitoring
and logging, and handling failover and recovery.

Nowadays, many companies choose Kubernetes for their production work-
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loads to ensure scalability, reliability, and high availability.
u

docker

(a) Docker logo. (b) Kubernetes logo.

Figure 3.10: Main tools for dealing with containers and images side by side.
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Analysis of Ticket Misclassification
and its Impact on Business
Productivity: A Case Study of PAT srl
for Implementing an Al Model for

Process Optimization

Most of the time, customers do not recognize the problem, or better, they
don’t know what they need to improve their business productivity because they
are not able or they don’t have the attitude to correctly identify the points on

which to intervene.

In this chapter, I will delve into the problem of ticket misclassification in
the system of trouble ticketing. As I have already said, the misclassification of
tickets can cause significant delays in resolving customer issues, leading to cus-
tomer dissatisfaction and negative impacts on the overall customer experience.
Therefore, it is essential to explore the use of AI models and why we need them
to help customers correctly classify their tickets and reduce the likelihood of

misclassification.

The goal of this analysis is to underline the problem end expose it up to the

customer.
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Focus on ProbucTtive TiIME: AN EmPIriCcAL EvAaLU-

ATION OF PERFORMANCE AND EFFICIENCY

The dataset used for this analysis is the Energy Company (more details in the
Chapter 1, on table 1.1). First, I will compare the resolution time (RT) of those
tickets that are correctly classified to the tickets that are wrongly classified. After
that, I will focus on the number of forwards to check if the number of forwards of
a misclassified ticket is higher compared to a ticket in which its correct category
has been detected in one shot.

COMPARISON BETWEEN CORRECT AND WRONG CLASSIFICATION

To perform this analysis, I need to focus on 4 particular components of the
dataset: the CreationDate and the ClosureDate. Their differences will give the

resolution time of a ticket, computed as follows:

RT = ClosureDate — CreationDate (4.1)

The other fields needed for this analysis are Application, in which the customer’s
choice is stored, and Application_FINAL, which represents the final correct de-
partment. With these ticket details, I can detect the misclassifications. Thus,
if:

Application ! = Application_FINAL — Wrong classification 4.2)

RESOLUTION TIME DISTRIBUTION

In the figure 4.1 is displayed the distribution of the RT of the entire tickets
in the dataset, most of the tickets are solved in less then 10 days, anyway there
could be some cases, the outliers tickets, in which the time needed to close the
ticket is very high. There are several reasons why the RT of a ticket could take
even more that 40 days, the solution process could be complex depending of
the nature of the ticket, or maybe is needed some additional information and so

the ticket stays in the status suspended until the customer gives the information
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necessary to complete the procedure, another reason concern the holiday period
in which there are fewer operators that works on the ticket resolution. Anyway

those cases represent only the 5% of the dataset, so I can neglect them.

Resolution time distribution

16000

14000

12000

10000

8000

Tickets

6000

4000

2000

0 0dO00h 28d22h 57d20h 86d 19 h 115d 17 h 144d 16 h 173d 14 h 202d13h
RT

Figure 4.1: Resolution Time distribution.

APPLICATIONS ANALYSIS

The RT of a ticket is strictly related to the complexity of the issue described
inside. Let’s assume that I have two tickets, A and B. The first is wrongly
classified, and the second (B) has the right destination.

The content of ticket A refers to a log-in issue, the user forgot it’s credentials
(assume that the user doesn’t know how to recover them), a problem that takes
5 minutes to be solved, but the ticket arrives to the wrong department and it
takes 1 day to be submitted to the right one, so RT(A) is equal to 1 day and 5
minutes.

Ticket B, instead, underlines a connection problem, maybe a server is down and
to understand the problem and to solve it’s required more time, so RT(B) is equal
to 2 days.

In this case the time needed to solve a wrong classified ticket is lower but,
actually there is 1 day of wasting time, so comparing all the tickets together
putting on one side the correct one and on the other side the misclassifications

doesn’t make any sense.
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For this reason, I will compare the RT between tickets that belong to the same
application, so the content and the possible issue are comparable.
For this kind of analysis, since I want to focus on the loss in terms of time
perceived from the customer, I have considered 1 day composed of 24 hour,

considering also the weekend and the holiday.

In table 4.1 and in the figure 4.2 is possible to see the results of the analysis,
the Loss field is simply the difference between correct and wrong RT, I can notice
that in some applications there are a substantial quantity of time wasted.

For example, the application STAMPE_ISU which represent the 3.05% of the
total amount of tickets, the error rate is quite high, so the impact of that loss (3
days and 11 hours) could be important.

Application_FINAL || Ticket Error Mean RT Mean RT Loss

of total || rate Correct Wrong

classification || classification

SAP-DBO 6,70% 12,34% || 2d12h 6d08h 3d20h
SIEBEL 6,65% 17,24% | 3d18h 6d07h 2d13h
SAP-BI 5,75% 32,39% | 3d23h 6d14h 2d15h
SAP-BW/4 HANA 4,81% 7,26% 3d23h 7d07h 3d8h
SAP-FI/CA 3,57% 19,25% | 4d12h 8d02h 3d10h
OIG 3,54% 18,39% || 8d14h 19d22h 11d8h
STAMPE_ISU 3,05% 40,65% | 5d01h 8d12h 3d1lh
SAP-SSA 2,61% 14,73% | 3d23h 9d23h 6d
SAP-WM 1,80% 9,39% 5d02h 9d16h 4d14h
SAP-MM 1,62% 16,85% || 11d23h 12d23h 1d
SAP-EBDM 1,58% 28,31% || 5d 08 h 10d 06 h 4d22h
SAP-BW 1,51% 9,23% 3d21h 14d19h 10d22h
SAP-MDG 0,96% 63,64% || 13d00h 16d04h 3d4h
SAP-HR 0,69% 40,68% || 3d15h 6d17h 3d2h
SAP-SD 0,65% 19,82% || 14d01h 20d14h 6d13h
SAP-WASTE 0,63% 14,68% || 10d 06 h 15d16h 5d10h

Table 4.1: The first 15th classes in which is underlined a loss in terms of time
between tickets with correct classification and tickets misclassified.
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Figure 4.2: Graphical representation of the comparison between resolution time
of correct/wrong classification.

FORWARDS AND WASTE OF TIME DUE TO FORWARDS

In this section, I will analyze the comparison of the number of forwards
between the correctly classified tickets and the wrongly classified ones. The
forwarding of tickets could happen also when the agent who receives the ticket
cannot solve the problem and forwards it to a higher level of expertise. But most
of the time, the reason is simply a misclassification.

The comparison of the number of forwards between correctly classified tick-
ets and the wrongly classified ones, shown in table 4.2 and in figure 4.3, will help
us understand the impact of misclassification on the efficiency and productivity
of the trouble-ticketing system.

Based on the comparison of resolution time and mean number of forwards
between correctly classified tickets and wrongly classified ones, it can be con-
cluded that misclassified tickets lead to higher resolution time and more for-
warding actions. This finding highlights the importance of accurately classifying
tickets in the trouble ticketing system. The longer resolution time and increased
forwarding actions not only negatively impact the customer experience but also
increase the workload of the support team. Thus, an Al model that can help
in the accurate classification of tickets can lead to a more efficient resolution of
customer issues and a better overall experience. In the following sections, I will

45



4.1. FOCUS ON PRODUCTIVE TIME: AN EMPIRICAL EVALUATION OF PERFORMANCE
AND EFFICIENCY

Application_FINAL Ticket Error Mean Forwards || Mean Forwards
of total || rate Correct Wrong
classification classification
Salesforce Heravendi 7.60% 4.39% 0.1 0.9
SAP-DM Operations 6.52% 59.67% || 0.47 1.16
SAP-DBO 6.17% 13.97% || 0.33 1.59
Siebel 6.13% 16.72% || 0.42 1.35
SAP-BI 5.54% 33.39% || 0.5 1.37
SAP-BW/4 HANA 4.80% 7.63% 0.55 1.16
OIG 3.52% 19.47% | 1.31 0.66
SAP-FI/CA 3.48% 19.57% || 0.49 1.56
STAMPE_ISU 2.82% 39.57% || 0.71 1.46
BEAM 2.53% 63.19% || 0.4 1.23
SAP-SSA 2.46% 15.09% || 0.44 1.99
LIMS 1.81% 2.56% 0.26 2.8
SAP-WM 1.74% 12.27% | 0.55 1.67
SAP-MM 1.59% 16.57% || 0.56 1.11
SAP-PM 1.51% 58.46% || 0.7 1.36
SAP-EBDM 1.44% 27.97% || 0.46 2.06
SAP-BW 1.44% 12.86% | 0.17 0.6
SAP-DM Commerciale 1.43% 59.22% || 0.94 1.11
SAP-MD 1.37% 74.92% | 1.22 1

Table4.2: Applications in which is underlined that the mean number of forwards
of tickets with correct classification is lower than tickets misclassified.

discuss the development and evaluation of an Al model to help address this

issue.
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Figure 4.3: Graphical representation of the comparison between number of
forward of correct/wrong classification.
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Data Exploration and Preprocessing

for Improving the Performance of the
Al Model

The quality of data is one of the most important factors that affect the perfor-
mance of the Al model. Preprocessing is an essential step in developing accurate
and effective Al models in NLP. It involves cleaning and transforming raw data
into a format that can be easily understood by the model. Preprocessing can
significantly impact the quality of the model’s output. Poorly preprocessed data
can lead to incorrect or inconsistent results, especially when dealing with noisy
text data in real-world scenarios. In this chapter, I will explore what we mean
by noisy data and discuss the steps taken to overcome this problem in both the
datasets used for the language detection and ticket classification models. By the
end of this chapter, I will have the input data ready for the development/training
phase.

LANGUAGE DETECTION: CHAT BOT DATASET ANALYSIS

To perform correct preprocessing, I need to understand data as thoroughly
as possible. Additionally, I need to keep the final objective in mind. In this case,
my aim is to detect the language. Therefore, even so-called stopwords (such as

grammar, conjunctions, adverbs, etc.) and punctuation, which usually do not
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add useful information, could be significant factors in determining the correct
language.

Let’s begin with data exploration. I will examine various useful details, such
as the distribution of lengths, and inspect the data for any particular patterns or
text structures that may affect the detection.

PRELIMINARY TEXT ANALYSIS

The figure 5.1 displays the length distribution of the Question field in the
dataset used for the language detection model. In this case, there is a small
portion of the dataset, less than 1%, with a length greater than 500. All of
these questions are ignored or excluded from further analysis. As expected,
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Figure 5.1: Question length distribution.

the average length is around 54 characters (indicated by the red dashed line).
This observation indicates that I should be careful when cleaning the text. It’s
important to note that performing good preprocessing doesn’t always mean
removing as much data as possible. In this case, I want to avoid losing too much
information.
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TEXT EMPIRICAL INSPECTION

When attempting to detect the language in a specific context, especially in a
business scenario, it is possible to encounter an unknown vocabulary universe.
Table 5.1 displays a few examples of user questions, where certain patterns may
refer to specific product names or IDs. Since the structure of these patterns could
be numeric or alphanumeric, they have the potential to confuse the language
detector.

Usually, the presence of specific patterns in long texts should not pose a

Question Language
Salve io ho un *Product name*'in aa/bb /123 it

No, Ineed the new codes for the following *Product name* - abc123 || en

Necesito asistencia tecnica para la *IDProduct* de 80 cm es

Table 5.1: Some example of user questions.

problem. However, when texts are short, the noise introduced by these patterns
must be taken into consideration.

To address this issue, I can employ regular expressions. In the context of text
preprocessing for NLP, regular expressions are used to eliminate noisy patterns
such as URLs, special characters, HTML tags, or other irrelevant information
that might interfere with the analysis.

Regular expressions are powerful tools used to match and manipulate text
patterns. They consist of a sequence of characters that define a search pattern
and are employed to find, replace, and extract text data. By defining specific
patterns to match and replace, regular expressions assist in cleaning the text
data and improving the accuracy of downstream tasks.

Thanks to regular expressions, all the noisy data such as Product name, ID-
Product, and others were removed. This implies a highly accurate analysis and

manual research to identify and remove them from the text.

In the entire thesis when the symbol (*) appears it means that the word, or part of it, contains
some information strictly related to the actual company, for this reason it will be censured.
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CHAT CONCATENATION

Introducing the dataset, I mentioned that there is no information about the
language of the messages. This is why I used the Papaluca and Language
detection labeled datasets from the web [34, 23] to evaluate the accuracy of the
models.

However, this also means that I need to find a method to evaluate the results
on the internal dataset. The best solution would be to manually label all the
messages, but this would require a significant amount of time and resources.
Additionally, relying on a single person to do the labeling could introduce errors.

As I will show later on, all the models perform quite well on medium-to-
long text. Therefore, one possibility is to compare the prediction results of each
individual message with the prediction of the concatenated messages belonging
to the same chat.

By concatenating all the messages grouped by Chat Session (see Figure 5.2)
the distribution changes. In this case, the mean number of characters is around

253, resulting in a higher probability of success in language detection. Let’s in-
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Figure 5.2: Question length distribution, with concatenated Question grouped
by Chat Session.

troduce a new measure to evaluate the performance of the models in this dataset.
Since I do not have the certainty of correct predictions due to the missing labels,

I cannot rely on accuracy as a metric. Instead, I will refer to the correspondence
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between the predictions of the concatenated messages and the predictions of
the individual messages.

The problem arises when predicting the language in a concatenated chat. I
obtain one result for the entire chat, but if the chat is composed of multiple
messages, [ will have multiple results. So, how do I compare them together?

To address this issue, two approaches will be examined. The first, simpler
approach is to assign the language detected by concatenating the entire chat
session as the label for each message and then determine the correspondence.
Alternatively, in Figure 5.3, a probability distribution has been created for the
results. The result to be compared with the chat concatenation result is chosen
by selecting the highest probability. This approach takes into account the pos-
sibility that sometimes a single message may consist of just one word, such as
menu, which could be a multilingual word or may not provide enough infor-
mation to determine the language even for a human being. Therefore, the first
method may not be the most appropriate in such cases.

By combining the results of both evaluations, I can gain insight into the correct-
ness and robustness of the predictions for individual messages.

MSG 1 T

MSG 2 T IT: 50%
CHAT SESSION |:> EN: 25%

MSG 3 EN PT: 25%

MSG 4 PT

Figure 5.3: Choice of language to compare with the result of the chat concate-
nation due to the probability distribution.

TICKET CLASSIFICATION: TROUBLE TICKETING DATASET

The Energy Company dataset under examination in this case includes labels,
indicating that I am dealing with a multi-classification problem. In this scenario,

preliminary analysis and text preprocessing are crucial to comprehend the data
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and make appropriate adjustments or assumptions to enable optimal learning
by the models. It is important to emphasize that preprocessing can be modified
even after implementing the model, as discussed in Chapter 1 in the thesis
structure section (see Figure 1.1). By analyzing the prediction results, I can

revisit and adjust or add preprocessing steps based on those results.

DATASET OVERVIEW

Let’s delve deeper into the analysis of the dataset’s features. The first aspect
to consider is the number of unique tickets. Since the goal is to classify the
correct class, I can neglect information related to the creation, closure, and
forwarding time in this phase. Instead, I will focus on the columns Subject,
Request, Application, and Application_FINAL.

Table 5.2 provides a summary of the most important features of the dataset.
It’s worth noting that sometimes the user does not make any choice regarding
the application. However, this does not impact the training process since the
column that will be used as the label is Application_FINAL.

Features Description
Number of rows 38021
Number of unique tickets 21570
Number of classes 190

Null value in Application column 1510
Language Italian

Table 5.2: Some useful details about the Energy Company dataset.

LABEL DISTRIBUTION

In Figure 5.4 and Table ?? below it, it’s possible to observe the ticket distri-
bution for the first fifty applications. It is evident that I am facing one of the
most common challenges in the NLP environment: class imbalance. The table
displays only 30% of the total applications, yet I can already see a significant dif-
ference in ticket counts between the first application, SALESFORCE ***VENDI,
with 1640 tickets, and SAP-FI, with only 91 tickets. This indicates that during
the implementation phase, I must set a threshold for the number of tickets. All
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classes that do not meet this threshold will be excluded to ensure consistency in
the training process, more on this in Chapter 7.

Dealing with an unbalanced dataset can be a complex task, and I will try to
address this problem in the last section of this chapter.

Application_FINAL Ticket Ticket Application_FINAL Ticket Ticket
of total of total
SALESFORCE 1640 7.6% HDA 232 1.1%
**VENDI
SAP-DM Operations 1406 6.5% SALESFORCE GWM 221 1%
SAP-DBO 1331 6.2% DOC1 218 1%
SIEBEL 1322 6.2% GEOCALL 214 0.9%
SAP-BI 1195 5.5% ORACLE HCM 193 0.9%
SAP-BW/4 HANA 1035 4.8% SAP-SDD 188 0.8%
OIG 760 3.5% Sito **Comm 180 0.8%
SAP-FI/CA 751 3.5% SAP-SRP 165 0.7%
STAMPE_ISU 609 2.8% Portale Web Terzisti 165 0.7%
BEAM 546 2.5% SAP-SD 150 0.7%
SAP-SSA 530 2.5% SAP-HR 147 0.7%
Sito Gruppo*** 513 2.4% SAP-EHS DPI 141 0.7%
HRNext-Payroll 404 1.9% SAP-WASTE 133 0.6%
LIMS 390 1.8% SAP-Data Service 127 0.6%
ARCHIFLOW 385 1.8% YUBIK LEGALE 122 0.6%
Protocollo
SAP-WM 375 1.7% HEROKU 121 0.6%
SAP-MM 344 1.6% SAP 111 0.5%
SAP-PM 325 1.5% Sito In*** 105 0.5%
SAP-EBDM 311 1.4% xxx Altro 104 0.5%
SAP-BW 311 1.4% ESRI GIS 104 0.5%
SAP-DM Commerciale 309 1.4% HRNext-MasterData 100 0.5%
SAP-MD 295 1.4% SAP-SRM 98 0.5%
SAP-MDG 264 1.2% SAP-FO 92 0.4%
YuBSC 245 1.1% SAP-CRM/Nuovo CCT || 91 0.4%
HRNext-Time 235 1.1% SAP-FI 91 0.4%

Table 5.3: First fifty Application_FINAL details.

LENGTH DISTRIBUTION

Tickets in this dataset describe several problems or information request, as we

cannotice in the figure 5.5 the mean length is equal to 500 characters, as expected
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Application FINAL distribution

1750

1500

1250

1
BEAM
SAP-SSA
Sito Gruppolllll { ]
HRNext-Payroll

SAP ]
Sito IS | ]

xxx ALTRO {]

0OIG
SAP-FI/CA

LIMS

ARCHIFLOW Protocollo

YuBSC

HRNext-Time

HDA

SALESFORCE GWM

DOC1

GEOCALL

ORACLE HCM ]
SAP-FO ]

SAP-CRM/Nuovo CCT{7]
SAP-FI {]

SIEBEL

Occurency
=
N w ~ o
w o w o
o o o o o
SAP-BI
SAP-BW/4 HANA

SAP-WM
SAP-MM
SAP-PM
SAP-EBDM |
SAP-BW ]
SAP-DM Commerciale
SAP-MD
SAP-MDG

SAP-SDD

Sito HEEEComm

SAP-SRP{_]

Portale Web Terzisti{]
SAP-SD ||

SAP-HR ]

SAP-<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>