




...if I’m going to fall, I don’t want to fall back on anything, I want to fall forward. Every

graduate has the training and the talent to succeed, but do you have the guts to fail? If

you don’t fail, you are not even trying, to get something you’ve never had, you have to

do something you never did. Not only take risks, but to be open to life, to accept new

views and to be open to new opinions, even though you’re scared stiff. It may be

frightening, it will also be rewarding. Because the chances you take, the people you

meet, the people you love, the faith that you have, that’s what’s going to define your life.

If you fall, remember this, fall forward.

— D. WASHINGTON





Abstract

This thesis focuses on language detection and text classification for efficient lan-

guage processing tasks. The aim is to develop robust models that can accurately

identify the language of a given text and classify it into relevant categories.

The research explores different approaches and techniques to achieve optimal

performance in both language detection and text classification. For language

detection, a comparative analysis of various models, including FastText [36],

Spacy[17], and Cybozu [41], is conducted. The results show that the fastest

model performs exceptionally well, especially when combined with a hybrid

solution. The hybrid approach leverages the model’s predictions only when the

text contains more than 15 characters, below that threshold a dictionary check is

performed. Regarding text classification, the study delves into the development

of a reliable model. The thesis includes the implementation and the fine-tune

of several models, including baseline models and more complex one like SVM,

LSTM [16], StartSpace[53] and BERT [9]. This thesis propose an SVM-based hy-

brid model. The hybrid model incorporates user feedback in the classification

process, particularly when the model’s confidence level falls below 50%. This

user-driven approach enhances the classification accuracy and provides flexibil-

ity in scenarios where the model’s confidence may be lower. The experiments

and evaluations conducted demonstrate the effectiveness of the proposed solu-

tions in language detection and text classification tasks. The achieved results

highlight the practical applicability and performance improvements obtained

through the hybrid approaches. The research contributes to the advancement

of language processing techniques and provides valuable insights for future

developments in the field.
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1
Introduction

In today’s business environment, delivering excellent customer service has

become a critical factor for success across all industries. The increasing ex-

pectations of customers for personalized and high-quality service necessitate

continuous efforts from companies to remain competitive. Within this con-

text, artificial intelligence (AI) and machine learning (ML) play a pivotal role

in enhancing customer experience and service quality. ML techniques and ad-

vanced engineering tools enable companies to analyze vast amounts of data,

gaining valuable insights that can optimize service delivery processes, improve

customer interactions, and offer personalized experiences.

The objective of this project is to explore the potential of AI and ML in enhanc-

ing customer service and experience within a real-world setting. Specifically,

I will develop AI models and assess their utility in automating service tasks,

such as language identification in a Chat Bot or automatic ticket classification.

Furthermore, I will evaluate the impact of AI-based solutions on service quality,

customer satisfaction, and business performance. With the expertise of PAT

s.r.l., I will examine the challenges, opportunities, and best practices associated

with implementing AI-based customer service solutions.

1.1 PAT s.r.l. since 1992

This master’s thesis project is being developed in collaboration with PAT s.r.l.,

an ICT company that has been operating in the business-to-business sector since

1992. PAT specializes in Service Management, Virtual Assistance, Customer

1
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Relationship Management, Customer Care, and Service Desk. Although the

company’s headquarters is located in Montebelluna (TV), it has multiple delivery

offices in Italy, including Lodi, Milan, Rome, Florence, as well as an international

office in Madrid.

PAT’s primary objective is to simplify the management of information and

relationships across different areas of a company, leading to enhanced business

processes, particularly in sectors such as customer service, customer care, service

desk, direct interaction, and internal communication.

1.1.1 Overview of the Main Software Platform

1. Helpdesk Advanced (HDA): HDA represents a web and mobile-based so-
lution for trouble ticketing that governs services across all organizational
areas, recognizing the crucial role of service management in achieving
success. This Service Desk solution, known as HDA, has been specifically
designed to automate processes and cater to various strategic service gov-
ernance scenarios through highly configurable IT and business processes.
HDA prioritizes an intuitive and user-friendly Service Desk experience,
optimizing the User Experience by providing channels and interfaces that
are easy to navigate and operate. Additionally, HDA empowers users to
generate statistical information in the form of graphs and charts, enabling
the monitoring of service efficiency and effectiveness over time.

2. Engagent & CX Studio: CX Studio, accessible in both Cloud and local envi-
ronments, serves as a multi-channel interaction framework that leverages
Artificial Intelligence and Machine Learning. This framework incorpo-
rates a virtual assistant, enabling real-time interactions 24/7 across various
user-preferred channels, including the web, social networks, WhatsApp,
Microsoft Teams, and more. The CX Studio framework empowers users to
create personalized one-to-one dialogue flows and apply them seamlessly
across all channels, guided by principles of proactivity, engagement, and
customer involvement. With CX Studio, you gain the ability to efficiently
coordinate interactions for different business areas within a single tool.

3. IC Studio: ICstudio is a Customer Relationship Management platform
dedicated to the needs of different company areas, from the sales force
to marketing, from customer care to the call center. ICstudio increases
your business by creating winning and lasting relationships with leads,
prospects, customers and partners.

1.1.2 Zucchetti partner - AI Factory Laboratory

In June 2013, PAT Group established a partnership with Zucchetti, a promi-

nent software house in Italy known for pioneering payroll processing software.
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Over time, Zucchetti has expanded its reach by acquiring several companies that

provide diverse solutions in various areas worldwide.

The AI Factory - Innovation Lab is a recent initiative that brings together

engineers and developers from PAT and Zucchetti. Its primary objective is to

harness the latest advancements in AI and ML technologies and integrate them

into PAT solutions, introducing innovative features.

This master’s thesis is driven by the AI Factory, receiving continuous up-

dates on the state-of-the-art developments. It includes regular reports on key

metrics and achieved results, ensuring that the thesis stays abreast of the latest

advancements in the field.

1.2 Thesis goals: Enhancing Customer Experience

through AI implementations

The aim of this thesis is to investigate the role of artificial intelligence (AI) in

enhancing customer experience within the modern business landscape. Many

businesses have turned to AI as a means to improve customer experience, and

the results have been promising. Through AI-powered chatbots and virtual

assistants, personalized product recommendations, and predictive analytics,

businesses are able to provide customers with more efficient and tailored service

than ever before.

However, implementing AI technologies can be complex and challenging.

To maximize the impact of AI on customer experience, businesses must con-

sider various factors, such as the quality of data, which is a common issue and

limitation when implementing AI models.

Furthermore, it is crucial to acknowledge that customers themselves may not

fully grasp the potential of AI or be aware of their actual needs. This thesis will

analyze the impact of implementing AI models on service quality, highlighting

the importance of effectively integrating AI to enhance customer experience.

1.2.1 Language detection

One specific objective of this thesis is to create a language detection model

that can be integrated into the Engagent CX Studio solution introduced in the

previous paragraph to enhance the customer experience. Chatbots have become
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widely used customer service tools, providing customers with a speedy and

efficient means of obtaining information. However, a major challenge of chatbots

is their ability to understand and respond to queries in various languages.

With this aim, I will develop a language detection model that can accurately

identify the language of a customer’s message. This will enable the virtual

assistant to respond appropriately in the correct language, thereby enhancing

the customer experience. Furthermore, this model will eliminate the need for

customers to switch languages or for businesses to maintain separate chatbots

for each language.

In this thesis, I will test some pre-trained models with the capability to detect

different languages, trying to identify the best one suitable for short texts.

1.2.2 Ticket classification

Another goal of this thesis is to design a ticket classification model that

can automate the process of categorizing customer support tickets. The data

for this model will come from the HDA platform. When customers contact a

business through HDA with a question or issue, they have the option to select

the topic that is related to the office responsible for handling the ticket and

providing support. However, customers often misclassify the tickets, leading to

the need for support agents to manually redirect them to the appropriate team

or individual for resolution.

This manual categorization process is prone to errors and can be time-

consuming, resulting in delays and frustration for customers. To address this

challenge, I will develop a ticket classification model that can automatically

categorize support tickets based on their content.

To develop this model, I will utilize various natural language processing

(NLP) techniques and text classification algorithms. The model will be trained

on a large corpus of historical support ticket data, with a particular focus on

handling unbalanced datasets.

1.3 Dataset structure

In this section, I will introduce the structure of the datasets that will be used

in this project. It is important to note that for the two internal datasets (Gaming

and Energy companies), I will not disclose the source due to privacy policy

4



CHAPTER 1. INTRODUCTION

considerations. Additionally, the names used in the datasets are not related to

the actual work environments of the companies.

1.3.1 Gaming Company Chat Dataset

The data that compose this dataset are extrapolated from the actual Chat-

Bot in Engagent Pat solution. Each row represents a single message sent by

a customer or the operator’s reply. The dataset contains more than 43,321

messages in different languages (refer to Table 1.1). It will be used to test the

language detection.

The dataset does not include any information about the language, and there-

fore, we do not have any labels. In Chapter 5, we will explore how to address

this problem.

The most important field are summarize in the following list:

1. QuestionID: This is the primary key, a numerical unique identifier asso-
ciated with a single message request.

2. Chat Session:An alphanumeric identifier of the conversation (chat) that
identifies the entire chat session between the operator and the customer.
A chat session may remain open for more than one day, typically until the
problem is resolved.

3. Who: This field indicates whether the message is sent by the operator, the
user, or the system (in the case of a virtual assistant).

4. Text: This field contains the user’s request or the system/operator’s reply.

1.3.2 Energy Company Ticket Dataset

This dataset consists of 21,570 unique tickets from the HDA solution. Each

row represents a single ticket opened by a customer. As shown in Table 1.1, the

mean number of characters in this dataset is higher compared to the others due

to its nature.

The same ticket may appear multiple times in the dataset (the same TicketID in

more than one row) because it tracks the forwarding process. This is the reason

why the total number of elements (rows) in the dataset is 38,021. There are sev-

eral reasons why a ticket can be forwarded, and these reasons will be explained

in more detail in the following chapters. The main reason for forwarding a ticket
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is when the customer selects the wrong department, and the ticket needs to be

redirected to the appropriate one for resolution. The most important fields are

summarized in the following list:

1. TicketID: This is the primary key, a numerical unique identifier associated
with a single ticket.

2. CreationDate: This field contains the date and time when a ticket is cre-
ated.

3. ClosureDate: This field contains the date and time when a ticket is closed.

4. Subject: This field represents the subject of the ticket.

5. Request: This field contains the content text of the ticket, i.e., the actual
request.

6. Application: This field indicates the application related to the department
in which the ticket should be resolved. This field is selected by the cus-
tomer. Examples of application names include SAP-DBO1, SIEBEL, OIG,
etc.

7. Application_FINAL: This field represents the final department in which
the ticket is actually resolved. The total number of applications, and hence
the hypothetical number of classes that will be identified by the model, is
190.

8. Action Type: This field provides descriptive information about the action
applied to the ticket. It can have two values: creation and forward. Tickets
that have no forwards will have only one row with the Action Type set to
creation, indicating that the ticket remained in the same department from
creation to closure. Tickets with forwards will have the first row with
Action Type set to creation and additional rows for each forward, with the
Action Type set to forward.

9. DateTime Forward: This field contains the date and time when the ticket
is forwarded.

1.3.3 Papaluca dataset

The Papaluca dataset [34] will be used to evaluate the performance of the

language detection model. It was created during The Hugging Face Course

Community Event of 2021 and consists of text from different sources, including

the multilingual Amazon Reviews Corpus, XNLI, and STSb Multi MT.

1SAP stands for System Application and Products, we will see different applications starting
with this acronym.
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1.3.4 Language Detection dataset

This dataset, available on Kaggle [21] [23], will be used in conjunction with

the previous dataset for language detection. The primary source of this dataset

is Wikipedia [50]. More details can be found in Table 1.1.

Dataset Number of
rows

Number of
languages

Mean number
of characters

Gaming Company Chat 43321 10 54

Energy Company 38021 1 500

Papaluca 10000 20 124

Language Detection 10267 17 107

Table 1.1: Dataset details.

1.4 Thesis structure

The structure of this thesis is organized to provide a comprehensive under-

standing of the research and implementation process. The thesis is divided into

several sections, each focusing on specific aspects related to enhancing customer

experience through AI implementations in the context of PAT s.r.l.

Chapter 1 provides an introductions to PAT s.r.l., its partnership with Zuc-

chetti and its main software platform. In the introduction the thesis goals are

outlined, with a focus on enhancing customer experience through AI implemen-

tations. Specifically, two key areas of focus are identified: language detection

and ticket classification. In this section is also discussed the dataset structure.

The chapter 2 explores the importance of NLP in a business scenario. Com-

mon NLP tasks are introduced, with a focus on text classification presenting a

comparative study of algorithms and approaches. It covers text representation

techniques and main approaches for text classification. An in-depth exploration

of BERT (Bidirectional Encoder Representations from Transformers) is provided,

explaining how it works, pre-trained models, fine-tuning, and its limitations and

challenges. At the end, evaluation metrics for NLP models are discussed.

The main tools and library used in the entier project are discussed in chap-

ter 3 and than the chapter 4 focuses on a case study of PAT s.r.l., analyzing
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ticket misclassification and its impact on business productivity. An empirical

evaluation of performance and efficiency, comparing correct and wrong ticket

classifications, and thus, the forward and waste of time due to misclassifications.

Chapter 5 concerns data exploration and preprocessing techniques to en-

hance the performance of both AI models implemented. It includes considera-

tion and some test to deal with class imbalance.

The chapter 6 delves into the implementation of language detection models

and present a comprehensive comparison and evaluation of various approaches.

Specifically it focuses on three models: FastText, Spacy, and Cybozu. Through

this analysis, the aim is to assess the effectiveness and performance of each

model in accurately detecting the language of a given text.

Chapter 7 revolves around the development and evaluation of a ticket clas-

sification model. It embarks on a systematic and rigorous study to design and

implement a model that effectively categorizes tickets based on their content.

The chapter encompasses a detailed examination of the model development

process and model selection. Various techniques and algorithms are employed

to optimize the model’s performance and achieve accurate ticket classification.

In the final chapters 8 and 9 introduce the deployment part underlining the

use of Docker and Kubernetes, the future works and the final conclusion of the

thesis.

The Figure 1.1 illustrates the timeline of the development process, high-

lighting the iterative nature of the analysis, preprocessing, and implementation

stages.

The timeline begins with the data sourcing phase, where the relevant data

sources are identified and collected. Subsequently, the exploring data analysis

(EDA) phase takes place, during which the collected data is thoroughly exam-

ined to gain insights and understand its characteristics. This analysis phase

helps in making informed decisions about the preprocessing steps and model

design.

The preprocessing stage follows the data analysis, where the collected data

is cleaned, transformed, and prepared for model training. This step ensures that

the data is in a suitable format and quality for effective model development. The

iterative nature of the development process allows for revisiting the analysis

and preprocessing stages if necessary.

Once the data is preprocessed, the model implementation phase begins. This

phase involves selecting an appropriate model architecture, training the model
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Natural language processing

Natural Language Processing (NLP) is a field of artificial intelligence that

aims to enable computers to understand, interpret, and generate human lan-

guage. It involves the study of how machines can analyze and process human

text in order to comprehend and respond in a manner that closely resembles

natural language. NLP combines knowledge in different fields, including not

only computer science but also linguistics and cognitive psychology.

This field is continuously evolving and rapidly transforming the way we inter-

act with technology, while unlocking new opportunities for innovation across

industries.

2.1 Why NLP in a buisness scenario?

There are several reasons why NLP has become one of the most common

technological advancements in the global business scenario. Nowadays, more

and more companies are implementing this tool as it provides advantages not

only regarding customer services but also internal productivity.

Investments in this field are increasing exponentially. According to a 2019

Statista report [44], the NLP market is projected to reach 43.0 billion dollars by

2025, as shown in Figure 2.1.

Actually, observing the trend in the year that this thesis is written, the first

part of 2023, we are two years behind. The market size value updated in 2022 is

USD 15.7 billion, but latest research confirms the direction that the NLP market

will take in the next few years. A MarketsandMarkets study [26] projects that
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businesses handle and manage large volumes of data effectively, especially un-

structured data, which accounts for 80% of all data generated by businesses. By

using NLP techniques, businesses can extract valuable insights and actionable

intelligence from data sources, such as customer feedback. NLP can also be used

to categorize and tag data, extract relevant keywords, and identify patterns and

trends. This enables businesses to make data-driven decisions and improve

business processes, even when dealing with large amounts of data, all within a

reasonable timeframe.

2.2 Common NLP task

In everyday life, many of us use NLP applications without even realizing

it. Spell-checkers, online search engines, translators, and voice assistants like

Apple Siri, Amazon Alexa, Samsung Bixby, or Google Assistant all incorporate

NLP technology. Table 2.1 illustrates various NLP tasks, and the following

sections provide a brief explanation of the most common ones, highlighting

their interesting capabilities and potential.

Word
Tagging

Sentence
Parsing

Text
Classification

Text Pair
Matching

Text
Generation

Word
segmentation

Constituency
analysis

Sentiment
analysis

Semantic
textual
similarity

Language
modeling

Shallow
syntax
chunking

Semantic
parsing

Text
classification

Natural
languange
inference

Machine
translation

Name entity
recognition

Dependency
parsing

Temporal
processing

Relation
prediction

Simplification

Part-of-speech
tagging

Coreference
resolution

Summarizing

Semantic role
labeling

Dialogue

Word sense
disambiguation

Question
answering

Table 2.1: Natural Language Processing tasks.
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2.3. FOCUS ON TEXT CLASSIFICATION: A COMPARATIVE STUDY OF ALGORITHMS

AND APPROACHES

Text classification include several challenges, such as handling noisy data, deal-

ing with high-dimensional feature space and identifying relevant features for

different categories.

To handle noisy data the role of data analysis and preprocessing is crucial but it

is more understandable seen in practise, I will do a deep focus on Chapters 4 and

5, in this section I will focus on the theory of the text representation and I will

discover the main machine learning (ML) and deep learning (DL) approaches

used to handle with the problem, in a way to have the knowledge base to face

the technical details of the implementation in the next chapters.

2.3.1 Text representation techniques

Text representation is a mandatory requirement in NLP, the primary reason

why I need it is that the computers cannot understand raw text as is written by

humans. Therefore, I need to convert it into a format that the computers can

understand and process.

Text representation involves converting data into a numerical form, which can

be used as input of ML/DL algorithms. This process is also known as feature

extraction or vectorization. The choice of text representation technique is im-

portant and can impact significantly the performance of AI models.

Bag of Words (BOW)

The BOW model is a simply commonly used approach to represent a text

document as bag of its words, the idea behind the procedure is keeping track of

the frequency of each word neglecting the grammar.

The first step to follow is creating a dictionary of unique words in the text corpus.

For each word in the vocabulary is associated an integer index, then, for each

document in the corpus, it’s constructed a vector with the same length to the

vocabulary size, and the frequency of of each word in the document is placed in

the corresponding value of the vector.

The resulting vectors are called bag-of-words, an example is shown in table 2.2.
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Document the cat sat in hat with

the cat sat 1 1 1 0 0 0

the cat sat in the hat 2 1 1 1 1 0

the cat with the hat 2 1 0 0 1 1

Table 2.2: Bag of words example.

Term frequency-inverse document frequency (TF-IDF)

TF-IDF is a widely used technique for text representation in NLP. It is based

on the statistical distribution of the words in the document, it is a combination

of two metrics:

TF(F, 3) =
frequency(F, 3)

<0G{frequency(F, 3) : C ∈ 3}
(2.1)

IDF(8) = log

(

|� |

|{3 ∈ � : F ∈ 3}|

)

(2.2)

Where the equation 2.1, the term frequency (TF), is the number of times a word

appears in the document divided by the total number of words inside the same

document, while the equation 2.2, the inverse document (IDF), take track of the

rarity, a measure of how important a term is to a document in the corpus, IDF

is calculated as the logarithm of the total number of documents in the corpus

divided by the number of documents in which the word appears.

The final TF-IDF score is calculated multiplying those two terms together, by

this way we are able to identify the most relevant terms in the document. This

method is a powerful tool for information retrieval and text classification tasks,

as it provides a simple effective way to represent the text putting emphasis on

the content.

The figure 2.5 display an example of the TF-IDF score of two words {the, with},

of the third document in table 2.2, the score referring to the word the is equal

to 0, this is because the that particular word is present in every document in

the corpus, so it gives no relevant information. On the other side, the score of

the word with is more relevant since it appears in only one document, that’s the
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the words that captures their semantic and syntactic properties. The resulting

word embeddings can be used as input to a wide range of NLP tasks, such as

text classification, sentiment analysis, and machine translation, and have been

shown to outperform traditional bag-of-words models in many cases.

The main characteristic of the words embedding is that they preserve informa-

tion about the context of the document.

2.3.2 Main approaches for text classification

To solve the task under consideration I will explore several approaches across

subfields of artificial intelligence like machine learning and also deep learning

that is part of ML itself, DL techniques include the use of neural networks

(NNs) and recurrent neural networks (RNNs) [39] which are use to solved more

complex tasks, but as I will show they require also more resources, regarding

DL, I will focus on it later on a dedicated section for BERT.

Machine learning: Naive Bayes, logistic regression, SVM

Naive Bayes is a common simple probabilistic algorithm used in NLP for

text classification. It is based on Bayes Theorem of probability [3] and uses the

naive assumption of conditionally independence of the features (words) to the

class labels. It has been shown to perform well in many text classification tasks

[49], but, in the real life the assumption on which this algorithm is based on is

almost impossible to adopt.

The Support Vector Machine is one of the most used and powerful super-

vised machine learning algorithm used for text classification tasks. The main

idea of SVM is to find the best hyperplane that separates the data into different

classes, the goal is to maximize the margin between the hypothetical optimal

hyperplane line between the support vectors of different classes, as is shown in

figure 2.6.

Logistic regression is a widely used statistical method in the field of NLP

for text classification tasks. It is a classification algorithm that is used to model

the probability of a certain class or category. It takes a set of input features

(such as the presence or absence of certain words in a document) and uses them

to predict the probability of a particular class. Logistic regression is a popular

choice for text classification due to its simplicity and efficiency.
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that can occur in standard RNNs by introducing a gated cell mechanism that

allows for long-term memory storage and retrieval. The LSTM cell contains

three gates: the input gate, the forget gate, and the output gate. These gates

control the information flow into, out of, and within the cell, allowing for selec-

tive information retention and removal. The LSTM has been shown to achieve

state-of-the-art results in a variety of natural language processing tasks such as

language modeling, machine translation, sentiment analysis, and named entity

recognition.

2.4 BERT

BERT (Bidirectional Encoder Representations from Transformers) is a pow-

erful language representation model that has played a leading role in the field

of NLP in recent years. Developed by Google in 2018 [9], BERT is a deep neural

network architecture that is pre-trained on massive amounts of text data and

can be fine-tuned for various NLP tasks, such as text classification, question-

answering, and text generation.

One of the main advantages of BERT, thanks to the Transformer architecture

[48], is its ability to understand the context and meaning of words in a sentence

by considering the surrounding words. Unlike traditional language models that

process text from left-to-right or right-to-left, BERT is a bidirectional model that

reads the entire input sequence of a sentence in both directions, allowing it to

capture the context and meaning of words more accurately.

However, as I will proof later on, despite its success, BERT still faces some limita-

tions and challenges, such as its high computational cost and the need for large

amounts of training data. Nonetheless, the use of pre-trained BERT models has

become prevalent in NLP applications, and many pre-trained models are now

available for use by researchers and business developers.

2.4.1 How BERT works

As is mentioned before, the strength of BERT, is the ability to understand the

context, this is achieved using Transformer, let’s focus on its functioning.
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Model Main sources1 Corpus size Parameters Tokens

Italian XXL [24] Wikipedia
OPUS [32]
OSCAR [33]

≈ 81�� ≈ 110" ≈ 13�

XLM-RoBERTa [8] Wikipedia
Crawl [7]

≈ 2.5)� ≈ 355" ≈ �/)

AlBERTo [37] Wikipedia
Twitter

≈ 270�� ≈ 370" ≈ �

UmBERTo [47]
(RoBERTa based)

Wikipedia
OSCAR [33]

≈ 7�� ≈ 110" ≈ �

GilBERTo [13]
(RoBERTa based)

Wikipedia
OSCAR [33]

≈ 71�� ≈ " ≈ 11�

Table 2.4: Some of pre-trained models that could be used for fine-tuning.

2.4.3 Fine-Tuning

Fine-tuning in BERT involves taking the pre-trained models and training

them on a specific downstream task, in the right part of the figure 2.11 the

process for example applied to NER task is shown. In this case I will fine-tune it

for text classification. Usually the pre-trained model is used in conjunction with

a task-specific architecture, for example a linear dense layer, dropout layer etc..

The parameters of both architectures, BERT model and the task-specific one are

then fine-tuned using supervised learning.

The fine-tuning include several steps, including the selection of an appro-

priate BERT pre-trained model, since the characteristics of the model will play

a fundamental role in the prediction phase, for example a model that has been

trained on a large dataset which include Italian text inside, will work better

in this project since the text that I will use for fine-tune it will be mainly in

Italian. Another important factor is the choice of the architecture that follows

the pre-trained model, which will have some particular characteristics of the

specific-task (number of output classes etc.).

2.4.4 Limitation and challenging in using BERT

Despite its impressive performance, BERT has some limitation and chal-

lenges that I need to consider, let’s summarize some of them.
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Computational Resources

BERT models are computationally expensive to train and require a large

amount of memory to store, this can make it difficult for small/medium orga-

nizations to utilize BERT effectively, to fine-tune BERT in this project it’s been

used Google Colab [14] and Kaggle [21] online platform because without them

the training phase without using a GPU would been to much expensive to face.

Domain-specific Vocabulary

BERT’s pre-training is based on a general vocabulary, texts are taken from

the web, Wikipedia documents, tweet etc., that may not be suitable for certain

domains or languages. Text could include some particular pattern like product

code, or some specific word that has a particular meaning for the companies

in exam but in general have a completely different explanation. This can result

in poor performance when using BERT for tasks that require domain-specific

vocabulary.

Multilingual Support

As already mentioned before since I am dealing with human natural lan-

guage I need to take in consideration models that has been pre-trained on text

that are suitable for this specific language domain and there are still many lan-

guages that are not well represented in BERT’s pre-training corpus, this is a

limitation for task that require support for less used languages.

2.5 Evaluation metrics

Choosing the right evaluation metrics is an important step when developing

AI models in NLP, especially when dealing with unbalanced datasets. This is

because accuracy alone is not always a reliable indicator of model performance

when datasets are unbalanced, where one class of data may dominate over the

other. In such cases, accuracy can be misleading, as the model can achieve high

accuracy even by classifying almost all instances as the dominant class. Let’s

suppose that the test-set of data contains 95 elements of class A, and only 5

elements of class B, a model that always predicts class A will achieve 95% of

accuracy, it is way off base.
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Therefore, in addition to accuracy, I need to use evaluation metrics that account

for class imbalance, such as precision, recall and F1-score.

Figure 2.12: A graphical representation of precision, recall and F1-score.

The figure 2.12 shows how those metrics are computed. Precision measures

how many of the positive predictions made by the model are actually correct,

and it is calculated by dividing true positives by the sum of true positives and

false positives.

Recall measures how many of the actual positive instances are identified

correctly by the model, and it is calculated by dividing true positives by the sum

of true positives and false negatives.

F1-score is a harmonic mean of precision and recall, and works also for cases

where the datasets are imbalanced as it requires both precision and recall to

have a reasonable value. Even if you have a small number of positive cases vs

negative cases, the formula will weight the metric value down if the precision

or recall of the positive class is low.

Regarding the evaluation I will refer to two different ways to calculate the

average metrics, (macro avg./weighted avg.), they are often used for multi-class

classification problems:

• Macro Average (macro avg): The macro average calculates the metric
independently for each class and then takes the unweighted average across
all classes. It gives equal importance to each class and treats them as
equally important in the calculation of the average metric. It is useful
when you want to evaluate the overall performance of the classifier without
considering class imbalance.
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• Weighted Average (weighted avg): The weighted average calculates the
metric for each class, but takes into account the class imbalance by weight-
ing the average by the number of samples in each class. It gives more
importance to the metrics of classes with a larger number of samples, as
they have a greater impact on the overall average. It is useful when you
have class imbalance and you want to have a more representative average
that considers the contribution of each class based on their sample size.

30



3
Main tool and libraries

Before going throw the details of implementation in this section I will brief

introduce the main tools that I have used to do the analysis and development.

3.1 Programming languages

The are several programming languages used in the development of AI

models, for this project I will use Python [11], version 3.7 and 3.10, that is one of

the most widely used programming languages in the world of AI, particularly

in machine learning and natural language processing. Its extensive library of

open-source modules and tools makes it an ideal choice for processing large

datasets and building complex models.

Regarding the deployment part I will use Groovy [12], it is a programming

language based on Java designed to enhance its capabilities by providing ad-

ditional features for scripting and meta-programming. Groovy is a dynamic

language, which means that it is able to adapt to a wide range of programming

styles and can be used for various purposes, including web development, script-

ing, and automation. In this project I will use Groovy to build the adapter that is

used to integrate, through API, the Language Detection model in the Engagent

Pat solution.

31















3.3. TOOLS

3.3.3 Docker and Kubernetes

Docker

Docker [10] is a platform for developing, deploying, and running applica-

tions using containerization technology. This technology allows developers to

package an application into a lightweight and portable container that can run on

any infrastructure, whether it is a laptop, a testing environment, or a production

server. The reason for this is due to the fact that a container contains not only

the application itself but everything that the application needs to run, including

the code, dependencies, and system libraries. Thus, Docker is like a layer of

abstraction between the application and the underlying operating system and

hardware.

Containers are built from images, which are essentially pre-configured templates

that specify the application and its dependencies.

Docker provides a command line interface (CLI) and a graphic user interface

(GUI) for managing containers and images. Users can create, run, stop, and

delete containers, as well as build and push images to Docker registries for others

to use. Using Docker both models, language detection and ticket classification

will be transferred in an internal server (test environment) in a way that they

could be tested without worrying about the infrastructure.

Kubernetes

Kubernetes [22] is an open-source container orchestration platform that auto-

mates the deployment, scaling, and management of containerized applications.

It was originally developed by Google and is now maintained by the Cloud Na-

tive Computing Foundation (CNCF). It provides a way to automate the deploy-

ment and scaling of containers, as well as manage containerized applications in

a distributed environment.

At its core, Kubernetes is built around the concept of a cluster, which is a set

of worker nodes that run containerized applications. Each worker node runs a

container runtime, such as Docker, and is managed by the Kubernetes control

plane. The Kubernetes control plane is responsible for managing the overall

state of the cluster, including deploying and scaling applications, monitoring

and logging, and handling failover and recovery.

Nowadays, many companies choose Kubernetes for their production work-
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4
Analysis of Ticket Misclassification

and its Impact on Business

Productivity: A Case Study of PAT srl

for Implementing an AI Model for

Process Optimization

Most of the time, customers do not recognize the problem, or better, they

don’t know what they need to improve their business productivity because they

are not able or they don’t have the attitude to correctly identify the points on

which to intervene.

In this chapter, I will delve into the problem of ticket misclassification in

the system of trouble ticketing. As I have already said, the misclassification of

tickets can cause significant delays in resolving customer issues, leading to cus-

tomer dissatisfaction and negative impacts on the overall customer experience.

Therefore, it is essential to explore the use of AI models and why we need them

to help customers correctly classify their tickets and reduce the likelihood of

misclassification.

The goal of this analysis is to underline the problem end expose it up to the

customer.

41



4.1. FOCUS ON PRODUCTIVE TIME: AN EMPIRICAL EVALUATION OF PERFORMANCE

AND EFFICIENCY

4.1 Focus on Productive Time: An Empirical Evalu-

ation of Performance and Efficiency

The dataset used for this analysis is the Energy Company (more details in the

Chapter 1, on table 1.1). First, I will compare the resolution time (RT) of those

tickets that are correctly classified to the tickets that are wrongly classified. After

that, I will focus on the number of forwards to check if the number of forwards of

a misclassified ticket is higher compared to a ticket in which its correct category

has been detected in one shot.

4.1.1 Comparison between correct and wrong classification

To perform this analysis, I need to focus on 4 particular components of the

dataset: the CreationDate and the ClosureDate. Their differences will give the

resolution time of a ticket, computed as follows:

RT = ClosureDate − CreationDate (4.1)

The other fields needed for this analysis are Application, in which the customer’s

choice is stored, and Application_FINAL, which represents the final correct de-

partment. With these ticket details, I can detect the misclassifications. Thus,

if:

Application ! = Application_FINAL → Wrong classification (4.2)

Resolution time distribution

In the figure 4.1 is displayed the distribution of the RT of the entire tickets

in the dataset, most of the tickets are solved in less then 10 days, anyway there

could be some cases, the outliers tickets, in which the time needed to close the

ticket is very high. There are several reasons why the RT of a ticket could take

even more that 40 days, the solution process could be complex depending of

the nature of the ticket, or maybe is needed some additional information and so

the ticket stays in the status suspended until the customer gives the information
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For this reason, I will compare the RT between tickets that belong to the same

application, so the content and the possible issue are comparable.

For this kind of analysis, since I want to focus on the loss in terms of time

perceived from the customer, I have considered 1 day composed of 24 hour,

considering also the weekend and the holiday.

In table 4.1 and in the figure 4.2 is possible to see the results of the analysis,

the Loss field is simply the difference between correct and wrong RT, I can notice

that in some applications there are a substantial quantity of time wasted.

For example, the application STAMPE_ISU which represent the 3.05% of the

total amount of tickets, the error rate is quite high, so the impact of that loss (3

days and 11 hours) could be important.

Application_FINAL Ticket
of total

Error
rate

Mean RT
Correct
classification

Mean RT
Wrong
classification

Loss

SAP-DBO 6,70% 12,34% 2 d 12 h 6 d 08 h 3 d 20 h

SIEBEL 6,65% 17,24% 3 d 18 h 6 d 07 h 2 d 13 h

SAP-BI 5,75% 32,39% 3 d 23 h 6 d 14 h 2 d 15 h

SAP-BW/4 HANA 4,81% 7,26% 3 d 23 h 7 d 07 h 3 d 8 h

SAP-FI/CA 3,57% 19,25% 4 d 12 h 8 d 02 h 3 d 10 h

OIG 3,54% 18,39% 8 d 14 h 19 d 22 h 11 d 8 h

STAMPE_ISU 3,05% 40,65% 5 d 01 h 8 d 12 h 3 d 11 h

SAP-SSA 2,61% 14,73% 3 d 23 h 9 d 23 h 6 d

SAP-WM 1,80% 9,39% 5 d 02 h 9 d 16 h 4 d 14 h

SAP-MM 1,62% 16,85% 11 d 23 h 12 d 23 h 1 d

SAP-EBDM 1,58% 28,31% 5 d 08 h 10 d 06 h 4 d 22 h

SAP-BW 1,51% 9,23% 3 d 21 h 14 d 19 h 10 d 22 h

SAP-MDG 0,96% 63,64% 13 d 00 h 16 d 04 h 3 d 4 h

SAP-HR 0,69% 40,68% 3 d 15 h 6 d 17 h 3 d 2 h

SAP-SD 0,65% 19,82% 14 d 01 h 20 d 14 h 6 d 13 h

SAP-WASTE 0,63% 14,68% 10 d 06 h 15 d 16 h 5 d 10 h

Table 4.1: The first 15th classes in which is underlined a loss in terms of time
between tickets with correct classification and tickets misclassified.
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Application_FINAL Ticket
of total

Error
rate

Mean Forwards
Correct
classification

Mean Forwards
Wrong
classification

Salesforce Heravendi 7.60% 4.39% 0.1 0.9

SAP-DM Operations 6.52% 59.67% 0.47 1.16

SAP-DBO 6.17% 13.97% 0.33 1.59

Siebel 6.13% 16.72% 0.42 1.35

SAP-BI 5.54% 33.39% 0.5 1.37

SAP-BW/4 HANA 4.80% 7.63% 0.55 1.16

OIG 3.52% 19.47% 1.31 0.66

SAP-FI/CA 3.48% 19.57% 0.49 1.56

STAMPE_ISU 2.82% 39.57% 0.71 1.46

BEAM 2.53% 63.19% 0.4 1.23

SAP-SSA 2.46% 15.09% 0.44 1.99

LIMS 1.81% 2.56% 0.26 2.8

SAP-WM 1.74% 12.27% 0.55 1.67

SAP-MM 1.59% 16.57% 0.56 1.11

SAP-PM 1.51% 58.46% 0.7 1.36

SAP-EBDM 1.44% 27.97% 0.46 2.06

SAP-BW 1.44% 12.86% 0.17 0.6

SAP-DM Commerciale 1.43% 59.22% 0.94 1.11

SAP-MD 1.37% 74.92% 1.22 1

Table 4.2: Applications in which is underlined that the mean number of forwards
of tickets with correct classification is lower than tickets misclassified.

discuss the development and evaluation of an AI model to help address this

issue.
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5
Data Exploration and Preprocessing

for Improving the Performance of the

AI Model

The quality of data is one of the most important factors that affect the perfor-

mance of the AI model. Preprocessing is an essential step in developing accurate

and effective AI models in NLP. It involves cleaning and transforming raw data

into a format that can be easily understood by the model. Preprocessing can

significantly impact the quality of the model’s output. Poorly preprocessed data

can lead to incorrect or inconsistent results, especially when dealing with noisy

text data in real-world scenarios. In this chapter, I will explore what we mean

by noisy data and discuss the steps taken to overcome this problem in both the

datasets used for the language detection and ticket classification models. By the

end of this chapter, I will have the input data ready for the development/training

phase.

5.1 Language detection: Chat bot dataset analysis

To perform correct preprocessing, I need to understand data as thoroughly

as possible. Additionally, I need to keep the final objective in mind. In this case,

my aim is to detect the language. Therefore, even so-called stopwords (such as

grammar, conjunctions, adverbs, etc.) and punctuation, which usually do not
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5.1.2 Text empirical inspection

When attempting to detect the language in a specific context, especially in a

business scenario, it is possible to encounter an unknown vocabulary universe.

Table 5.1 displays a few examples of user questions, where certain patterns may

refer to specific product names or IDs. Since the structure of these patterns could

be numeric or alphanumeric, they have the potential to confuse the language

detector.

Usually, the presence of specific patterns in long texts should not pose a

Question Language

Salve io ho un *Product name*1in aa/bb/123 it

No, I need the new codes for the following *Product name* - abc123 en

Necesito asistencia tecnica para la *IDProduct* de 80 cm es

Table 5.1: Some example of user questions.

problem. However, when texts are short, the noise introduced by these patterns

must be taken into consideration.

To address this issue, I can employ regular expressions. In the context of text

preprocessing for NLP, regular expressions are used to eliminate noisy patterns

such as URLs, special characters, HTML tags, or other irrelevant information

that might interfere with the analysis.

Regular expressions are powerful tools used to match and manipulate text

patterns. They consist of a sequence of characters that define a search pattern

and are employed to find, replace, and extract text data. By defining specific

patterns to match and replace, regular expressions assist in cleaning the text

data and improving the accuracy of downstream tasks.

Thanks to regular expressions, all the noisy data such as Product name, ID-

Product, and others were removed. This implies a highly accurate analysis and

manual research to identify and remove them from the text.

1In the entire thesis when the symbol (*) appears it means that the word, or part of it, contains

some information strictly related to the actual company, for this reason it will be censured.
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and make appropriate adjustments or assumptions to enable optimal learning

by the models. It is important to emphasize that preprocessing can be modified

even after implementing the model, as discussed in Chapter 1 in the thesis

structure section (see Figure 1.1). By analyzing the prediction results, I can

revisit and adjust or add preprocessing steps based on those results.

5.2.1 Dataset overview

Let’s delve deeper into the analysis of the dataset’s features. The first aspect

to consider is the number of unique tickets. Since the goal is to classify the

correct class, I can neglect information related to the creation, closure, and

forwarding time in this phase. Instead, I will focus on the columns Subject,

Request, Application, and Application_FINAL.

Table 5.2 provides a summary of the most important features of the dataset.

It’s worth noting that sometimes the user does not make any choice regarding

the application. However, this does not impact the training process since the

column that will be used as the label is Application_FINAL.

Features Description

Number of rows 38021

Number of unique tickets 21570

Number of classes 190

Null value in Application column 1510

Language Italian

Table 5.2: Some useful details about the Energy Company dataset.

Label distribution

In Figure 5.4 and Table ?? below it, it’s possible to observe the ticket distri-

bution for the first fifty applications. It is evident that I am facing one of the

most common challenges in the NLP environment: class imbalance. The table

displays only 30% of the total applications, yet I can already see a significant dif-

ference in ticket counts between the first application, SALESFORCE ***VENDI,

with 1640 tickets, and SAP-FI, with only 91 tickets. This indicates that during

the implementation phase, I must set a threshold for the number of tickets. All
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classes that do not meet this threshold will be excluded to ensure consistency in

the training process, more on this in Chapter 7.

Dealing with an unbalanced dataset can be a complex task, and I will try to

address this problem in the last section of this chapter.

Application_FINAL Ticket Ticket
of total

Application_FINAL Ticket Ticket
of total

SALESFORCE
***VENDI

1640 7.6% HDA 232 1.1%

SAP-DM Operations 1406 6.5% SALESFORCE GWM 221 1%

SAP-DBO 1331 6.2% DOC1 218 1%

SIEBEL 1322 6.2% GEOCALL 214 0.9%

SAP-BI 1195 5.5% ORACLE HCM 193 0.9%

SAP-BW/4 HANA 1035 4.8% SAP-SDD 188 0.8%

OIG 760 3.5% Sito ***Comm 180 0.8%

SAP-FI/CA 751 3.5% SAP-SRP 165 0.7%

STAMPE_ISU 609 2.8% Portale Web Terzisti 165 0.7%

BEAM 546 2.5% SAP-SD 150 0.7%

SAP-SSA 530 2.5% SAP-HR 147 0.7%

Sito Gruppo*** 513 2.4% SAP-EHS DPI 141 0.7%

HRNext-Payroll 404 1.9% SAP-WASTE 133 0.6%

LIMS 390 1.8% SAP-Data Service 127 0.6%

ARCHIFLOW
Protocollo

385 1.8% YUBIK LEGALE 122 0.6%

SAP-WM 375 1.7% HEROKU 121 0.6%

SAP-MM 344 1.6% SAP 111 0.5%

SAP-PM 325 1.5% Sito In*** 105 0.5%

SAP-EBDM 311 1.4% xxx Altro 104 0.5%

SAP-BW 311 1.4% ESRI GIS 104 0.5%

SAP-DM Commerciale 309 1.4% HRNext-MasterData 100 0.5%

SAP-MD 295 1.4% SAP-SRM 98 0.5%

SAP-MDG 264 1.2% SAP-FO 92 0.4%

YuBSC 245 1.1% SAP-CRM/Nuovo CCT 91 0.4%

HRNext-Time 235 1.1% SAP-FI 91 0.4%

Table 5.3: First fifty Application_FINAL details.

Length distribution

Tickets in this dataset describe several problems or information request, as we

can notice in the figure 5.5 the mean length is equal to 500 characters, as expected

55







5.2. TICKET CLASSIFICATION: TROUBLE TICKETING DATASET

ID UTENTE: 12345678 (URL [1]) ha inviato un

messaggio usando il form contatti su URL [2].

Buongiorno, segnalo blocco in [ID SERVER]

[FIRMA UTENTE]

[1] URL

[2] URL

Inside the tickets there are a lot of words or symbols that do not add any

useful information, even the so called stopwords or link to some website, all of

them are removed with the same method used in the previews section, regular

expression.

Lemmatization

Lemmatization is the process of grouping inflected words together to ana-

lyze them as a single unit, identified by the word’s lemma or dictionary form.

Simplemma is a library [42] that offers a straightforward and multilingual ap-

proach to find base forms without requiring morphosyntactic information. It

is designed to be fast, user-friendly, and suitable for a wide range of cases, al-

though it may not be as powerful as more complex lemmatization solutions.

Simplemma is particularly useful in low-resource contexts, educational settings,

or as a baseline system for lemmatization and morphological analysis. Cur-

rently, it supports 49 languages.

This process is beneficial for reducing the size of the vocabulary. By reducing

words to their lemmas, the vocabulary size decrease by 9% in this case. Table 5.5

presents some examples of lemmatization applied to a verb and a plural word.

Words Lemma

giocare, giocato, giochiamo, gioco giocare

informazioni, informazione informazione

Table 5.5: Example of lemmatization process.
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the training step already finished, the synthetic text can be generated as the

following steps:

1. Seed word: The start term can be particularly chosen or used with the
weighted random select. The weight of each term is determined by the
probability of the occurrence of term in the corpus.

2. Next term: The next terms can be generated by weighted random select.
The weight of each term is determined by the probability of the occurrence
of term when previous term is given. Which can be calculated by the
following equation:

Wti = P(ti |ti−1) (5.1)

When C8 denotes the considering term, C8−1 denotes the previous term. ,C8

denotes the weight of C8 that is the probability of the occurrence of term
when previous term is given.

In practise, based on its original paper in Python there is the library Markov-

ify [27] which implement the methods required to generate data, in this project

I have generate text for some minority classes. In tables 5.7 5.8 some examples:

Original ticket Application_FINAL

Il processo fase che presenta il malfunzionamento: Tipo
Sottotipo TipoOperazione Servizio Dispositiva Contratti In-
dica il tuo Nome Cognome e Telefono per eventuali contatti
relativi a questo TK *OPERATOR NAME* Qual è il com-
portamento anomalo riscontrato nel processo fase L order
*ORDER ID* risulta in attesa conferma.

SALESFORCE
****VENDI

Si segnala l interruzione del *SERVER ID* in data
*DATE* Errore: *ERROR CODE* lanciato *DATE*, variante
INR_NUMERI, nome utente *USERNAME* La sessione int.
è stata interrotta con l errore di run time sopra citato

SAP-DM Operations

Si richiede di sbloccare il seguente *PROCESS ID* Grazie,
saluti

SAP-SSA

Table 5.7: Some original ticket from the Energy company dataset.

The results achieved so far are satisfactory. However, as I will discuss in the

subsequent chapters when evaluating the model with the dataset trained using

synthetic data, there is no substantial improvement in performance. The reason

for this is quite evident. The synthetic data generation method works best when

classes have a substantial corpus and a large vocabulary size to train on. In this
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Synthetic ticket Application_FINAL

Il processo fase Che Salesforce quando si è attivato solo il
Cambio offerta sia *** che *** deve scendere il tipo voltura
corretto Dopo esserti confrontato con i colleghi che lavorano
su partenr community si richiede bonifica dello stato della
pratica Rif. *ID PRATICA*

SALESFORCE
****VENDI

Si segnalano le seguenti *PROCESS ID* in errore per: In-
serire i dati nel tracciato XML non ci consente di iniziare le
lavorazioni per la corretta prosecuzione della campagna di
telelettura.

SAP-DM Operations

Si richiede gentilmente di sbloccare i seguenti *PROCESS
ID* in stato *STATE ID* e fase *ID* consolidato. Grazie

SAP-SSA

Table 5.8: Some examples of synthetic tickets generated with Markov Chains.

case, some minority classes have less than 5 tickets, resulting in an insufficient

vocabulary size to generate high-quality synthetic data. In Chapter ??, I will

explore a more powerful method that can be used for this purpose, albeit at a

higher resource cost.

5.3 Train, validation and Test split

During model implementation and evaluation, splitting the dataset into train,

validation, and test sets is a critical step. The following are the key characteristics

of each set:

• Train set: The training set is used to train the model. It consists of labeled
examples that the model uses to learn the underlying patterns and rela-
tionships between input features and target outputs. The model adjusts
its parameters based on the training data to minimize errors and enhance
its predictive capabilities.

• Validation set:The validation set is used to fine-tune the model during the
training process. It helps in assessing the model’s performance on unseen
data and optimizing its hyperparameters. By evaluating the model on the
validation set, I can make adjustments and improvements to enhance its
performance.

• Test set:The test set is used to evaluate the final performance of the trained
model. It serves as an unbiased measure of how well the model can
generalize to unseen data. The test set should be representative of the
real-world data the model will encounter. By evaluating the model on the
test set, I can obtain an unbiased estimate of its performance and assess its
ability to make accurate predictions in practical applications.
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Language detection models

evaluation: FastText, Spacy, Cybozu

6.1 Models overview

n this section, I will walk through all the implementation steps of the Lan-

guage Detection model. I will first examine the details of the approach used by

the three tested tools and then compare their performances to make a choice.

Additionally, I will perform some postprocessing to optimize the model for the

intended purpose.

6.1.1 N-gram approach

As mentioned in Chapter 3, both Cybozu’s solution and Fasttext are based

on the n-gram approach.

To illustrate this approach, consider Table 6.1. If we focus on the 2-gram

approach, we would break down the sentence into all possible pairs of consec-

utive words. Each pair is considered a feature and is assigned a weight based

on its frequency in the training data. These weights are then used to classify

new text based on the presence or absence of these features. Both Cybozu Lab

and Fasttext employ variations of the n-gram approach for language detection.

Cybozu Lab uses 5-gram character sequences, treating each word as a separate

entity by splitting the characters. On the other hand, Fasttext combines n-gram

character and word sequences.
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Sentence The quick brown fox jumps over the lazy dog

1-gram [The], [quick], [brown], [fox], [jumps], [over], [the], [lazy], [dog]

2-gram [The quick], [quick brown], [brown fox], [fox jumps], [jumps over],
[over the], [the lazy], [lazy dog]

Table 6.1: 1-gram and 2-gram approach applied to the words sequence.

This approach is effective because it captures not only individual words but also

the context in which they appear. Some words alone may not provide suffi-

cient information to determine the language they belong to, but considering the

surrounding context enhances the accuracy of language detection.

6.1.2 Neural network based

Fasttext utilizes a neural network in addition to the n-gram approach to

improve accuracy. It employs supervised learning, training on a large corpus of

text with known language labels to create language-specific models for language

detection.

In contrast, spaCy’s language detection algorithm does not rely on the n-gram

approach. It employs a convolutional neural network (CNN) model trained

on extensive text data in various languages. The model uses character-level

embeddings and convolutional layers to extract features from input text. These

features are then passed through a fully connected neural network to predict

the language.

Pretrained models

Each method utilizes pretrained models. In the case of the langdetect()

method in Cybozu’s detector, there is no need to manually load any language

model. It employs an internal set of probability models that are built into the

library for language detection.

For Fasttext and spaCy, pretrained models need to be loaded. SpaCy offers

various tools, including language detection, and users can download the most

suitable model for their specific task from the official spaCy model hub [43].[20],

more details in the table 6.2.
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Model’s name Main sources Size

SpaCy en_core_web_sm OntoNotes 5 [31]
ClearNLP Constituent-to-Dependency
Conversion [6]
WordNet 3.0 [52]

12MB

Fasttext lid.176.bin Wikipedia
Tabotea [46]
SETimes [40]

126MB

Table 6.2: Details on pretrained models used for the language detector.

6.2 Model evaluation

In this section, I will present the results of the tests conducted on the dataset.

First, I will analyze the two labeled datasets, namely the Papaluca dataset and

the Language Detection Dataset, to assess the real accuracy performance. Then,

I will evaluate the performance on the internal dataset using the methods ex-

plained in the previous chapters.

6.2.1 Test results

In table 6.3 is shown that every methods perform well on the test dataset,

SpaCy and Cybozu achieve the same results and it seems that Fasttext outper-

formed them in terms of accuracy.

Method Accuracy on Language
Detection dataset

Accuracy on Papaluca dataset

Cybozu 95% 92%

SpaCy 95% 92%

Fasttext 99% 96%

Table 6.3: Accuracy on the test dataset.

Regarding the internal Gaming Company Chat Dataset, I compared the lan-

guage detected in a single chat message with the language detected using the

entire conversation as input. I used the two methods described in Chapter 5.

Additionally, an important aspect to evaluate is the time required to detect the

languages. The final model will be used to detect language in a large amount of
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data, not just in a ChatBot. The results are presented in Tables 6.4 and 6.5 below.

The correspondence metric suggests that Fasttext is slightly more consistent

Method Correspondence Mean time
per single string

Languages detected 1

Cybozu 79% 17.3 ms 39/37

SpaCy 79% 5.19 ms 39/37

Fasttext 88% 19.2 �B 80/58

Table 6.4: Correspondence on the internal gaming dataset using the the output
of the language detected with the entire conversation as input.

Method Correspondence Mean time
per single string

Languages detected1

Cybozu 81% 17.3 ms 39/37

SpaCy 81% 5.19 ms 39/37

Fasttext 89% 19.2 �B 80/58

Table 6.5: Correspondence on the internal gaming dataset using the personal-
ized method in figure 5.3.

in its results, as there is less difference between message-to-message detection

and chat-to-chat detection. It is important to note that at this stage, I am not

evaluating the accuracy of the detection, but rather the robustness on short text

data.

Regarding the time differences between the methods, Fasttext performs the

best on average, while Cybozu’s solution is the slowest.

As expected, the correspondence values in Table 6.4 are slightly lower com-

pared to those in Table 6.5, which confirms the information presented in Chapter

5.

Another aspect to highlight is the number of languages detected. When using

the entire chat session as input, fewer languages are detected. This indicates

1The first number refers to the number of languages detected with each single chat messages

as input, the second instead refers to the number of languages detected using the entire chat

conversation as input.
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that the methods are more precise when applied to long text data.

6.3 Hybrid solution

Based on the analysis of the results, the critical point is the length of the

sentences. When the message is too short, the models tend to detect the wrong

language. To address this issue, I propose a hybrid solution.

The hybrid approach involves using the language detection model when I

am reasonably confident that the detected language is correct. However, under

certain conditions, I will perform a search in a special dictionary created based

on the context in which I am working.

Before discussing the solution in detail, I need to define some preliminary

steps, which are explained in the following sections.

6.3.1 Reduce the number of languages

During the tests on the internal dataset, it became evident that the number

of detected languages is overestimated. Since I am working within a specific

context and are aware of the languages used by the final users, I can reduce the

number of detectable languages by defining a vector of admitted languages.

This vector is used to filter the model’s output. It is one of the conditions

applied during the postprocessing step. If the detected language is not present

in this vector, the default language will be used. The default language can be

pre-defined or chosen based on the browser language. In this project, the vector

of admitted languages consists of the following eight principal languages:

admitted languages = [Italian, English, German, French, Spanish,

Portuguese, Polish, Russian]

6.3.2 Configuration utils

I have already discussed the issue of short text. To address this problem, a

special dictionary has been created for each admitted language. These dictionar-

ies contain words that I want to associate with a specific language. The goal is

to populate these dictionaries in a personalized way. For example, I can decide

that the word menu should be associated with the Italian language because I

know that the majority of final users are in Italy. This prevents situations where
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words are misidentified as belonging to a different language, as would be the

case with Fasttext’s identification of menu as id: Indonesian.

The words that populate the dictionary can be personalized for each customer

based on the context and business environment. In this case, a pre-detection was

performed, and the most frequent words for each language were selected. After

manual inspection, these words were inserted into the respective dictionaries.

6.3.3 Postprocessing: Hybrid Choice

I have all the necessary components to delve into the details of how the

final decision is made. Figure 6.1 represents the structure of the postprocessing

algorithm implementation.

The first step is to make a prediction using the original pretrained model. If

the output probability and the text length exceed their corresponding thresholds

(the threshold for probability, Th_prob, is set to 70%), and the detected language

is in the admitted languages vector, the model’s result is chosen.

If both thresholds are not met, the algorithm performs a check in the dic-

tionary. The dictionary check works as follows: each word in the message is

checked for its presence in the dictionary, and the dominant language associated

with the words is chosen. It is possible that no words are found in the dictio-

nary. In this situation, if the language predicted by the model is allowed (i.e.,

present in the admitted languages vector), I trust the model’s prediction, even if

the probability is lower than the threshold. Otherwise, the default language is

chosen.

The dictionary check can be performed even if the conditions for choosing the

model’s prediction after the first step are met. This occurs when the probability

is high, but the language is not allowed. In this case, if the text length is below

the threshold (to save resources and time), the check is performed.

6.3.4 Choice of char threshold

As explained in the previous section, I activate the hybrid solution when the

text length falls below a certain character threshold. To determine the optimal

threshold, a grid search was performed on the truncated text of the Language

Detection Dataset, using only the first N characters in each sentence (N = [5,

10, 15, 20, 30, 50]). The grid search was conducted using Fasttext, given

its fast performance.
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Method Correspondence2 Mean time
per single string

Languages detected

Cybozu 84% (+5%) 32.6 ms 8

SpaCy 90% (+2%) 9.8 ms 8

Fasttext 84% (+5%) 6.6 �B 8

Table 6.7: Correspondence with hybrid approach on the internal gaming dataset
using the the output of the language detected with the entire conversation as
input.

Method Correspondence2 Mean time
per single string

Languages detected

Cybozu 89% (+8%) 32.6 ms 8

SpaCy 89% (+8%) 9.8 ms 8

Fasttext 94% (+5%) 6.6 ms 8

Table 6.8: Correspondence with hybrid approach on the internal gaming dataset
using the personalized method in figure 5.3.

Fasttext

Upon examining the results achieved with the hybrid approach, each model

demonstrates a higher correspondence, indicating increased robustness to short

text. The time required for prediction is slightly longer due to the postprocessing

operation, but it remains reasonable.

The final model selected for deployment is Fasttext by Facebook Inc. It has

shown to be the most robust model for short messages and it is faster compared

to the other models. As mentioned earlier, this model will be utilized not only in

a Chat Bot system but also in the creation of a Python library, as described

in Chapter 8. The library will enable users to perform language detection

and generate statistics on the number of languages detected in a dataset. This

emphasizes the importance of fast predictions, as even a small difference in the

prediction time of a single string can become crucial when applied to a large

amount of data.
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7
Ticket classification model

development and performance

evaluation

In this chapter, I will discuss the implementation of a ticket classification

model using various machine learning algorithms and natural language pro-

cessing (NLP) techniques. I will focus specifically on the internal Energy Com-

pany Ticket Dataset. My aim is to develop an effective model for classifying tickets

in the context of the HDA Pat software.

To begin, I will introduce the baseline models that serve as reference points

for evaluating approaches. These baseline models provide a benchmark against

which I can compare the performance of the models.

Next, I will delve into the implementation details of the models I experi-

mented with. Specifically, I will explore the Support Vector Machine (SVM),

StarSpace, Long Short-Term Memory network (LSTM), and Bidirectional En-

coder Representations from Transformers (BERT) models. For each model, I

will provide an overview, explain the architecture and training approach, and

present the results of the experiments.

Finally, I will analyze the strengths and weaknesses of each model and pro-

pose a solution that best aligns with the requirements of the HDA Pat software.
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7.1 Baseline models and SVM

When developing a ticket classification model, it is crucial to establish a

baseline performance that can serve as a reference point for evaluating the

effectiveness of more complex models. Baseline models are relatively simple

algorithms that provide a basic level of classification metrics.

In this section, I will discuss the Support Vector Machine and two widely

used baseline models: Naive Bayes and Logistic Regression.

7.1.1 Naive Bayes

Let’s start with the implementation of a simple model, Naive Bayes. As

already mentioned in Chapter 2, this algorithm is based on the Bayes Theorem

of probability. Naive Bayes is known for its simplicity and efficiency, making it

a popular choice for text classification tasks.

As an initial step, I will consider the entire dataset. The details of the division

between the training and test sets can be found in Table 7.1. Additionally, Table

7.2 provides a partial distribution of the classes, allowing us to examine how the

models perform on both majority and minority classes.

Subset Number of ticket Number of classes

Train set 19393 190

Test set 2177 190

Table 7.1: Dataset splitting details for baseline models.

Thanks to the scikit-learn Python library, developing a Naive Bayes classifier

is an easy task. The Multinomial Naive Bayes classifier is already predefined in

the package. By calling sklearn.naive_bayes.MultinomialNB() and fitting it

to the data, I can obtain the first results, which are shown in Table 7.3.

Is possible to observe that the performance of the Naive Bayes classifier is

poor. Even with the applied preprocessing, there is only a slight improvement,

but the results are still unsatisfactory. By examining Table 7.4, which shows the

results of training with the preprocessed dataset, it is understandable that this is

primarily due to several classes having a lack of tickets. This problem highlights

how class imbalance negatively affects the performance. This is evident from the
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Class Ticket % of total

SALESFORCE ****VENDI 1640 7.6%

SAP-DBO 1331 6.2%

SIEBEL 1322 6.2%

SAP-BI 1195 5.5%

OIG 760 7.7%

HRNext-MasterData 100 0.5%

AZURE DataBricks 66 0.3%

App Prevent. Lavori 40 0.2%

Sito Estenergy 10 0.01%

RPA-DOE 8 0.001%

Table 7.2: Partial class distribution of classes used to show results of the first
part of the model evaluation that regards the baseline models and the SVM.

Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

12%/44% 6%/39% 6%/32% 39% 0.3s 0.03s

With
preprocessing

14%/47% 8%/44% 9%/38% 44% 0.3s 0.04s

Table 7.3: Naive Bayes classification results.

macro average, which is less than 10%. However, it does confirm the simplicity,

usability, and efficiency of the Naive Bayes classifier, as it does not require many

resources and provides quick results.

7.1.2 Logistic regression

The Logistic Regression algorithm was implemented using the same data

split as shown in Table 7.1. The logistic regression model is readily available

in the scikit-learn library as sklearn.linear_model.LogisticRegression().

Let’s evaluate the results obtained from this implementation:

Looking at the results in Table 7.5 and 7.6, the logistic regression algorithm

outperforms the Naive Bayes algorithm. The overall metrics show significant

improvement, but the macro average still highlights the problem of class im-
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Class Precision Recall F1-score Support

SALESFORCE
****VENDI

81% 95% 87% 164

SAP-DBO 72% 83% 77% 133

SIEBEL 79% 89% 84% 132

SAP-BI 73% 80% 76% 120

OIG 80% 87% 83% 76

HRNext-MasterData 80% 40% 53% 10

AZURE DataBricks 40% 57% 47% 7

App Prevent. Lavori 33% 25% 29% 4

Sito Estenergy 0% 0% 0% 1

RPA-DOE 0% 0% 0% 1

Table 7.4: Naive Bayes single classes results: In the first half the results of
the most populated classes, in the second half minority classes (Support field
refering to test set).

Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

34%/65% 25%/68% 27%/64% 68% 161.4s 0.05s

With
preprocessing

35%/66% 25%/68% 27%/64% 68% 150.5s 0.05s

Table 7.5: Logistic regression classification results.

balance in the distribution. Another noteworthy factor from Table 7.5 is the

increased training time compared to the Naive Bayes algorithm. Logistic re-

gression may struggle with high-dimensional data, as is often the case in text

classification tasks, where the feature space can be large, especially when using

techniques like bag-of-words or TF-IDF. This can result in increased computa-

tional requirements and potential sparsity issues.

7.1.3 Support Vector Machine

Support Vector Machines (SVM) are widely used for text classification due

to their ability to handle high-dimensional data and capture complex decision
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Class Precision Recall F1-score Support

SALESFORCE
****VENDI

74% 96% 84% 164

SAP-DBO 52% 80% 63% 133

SIEBEL 70% 89% 78% 132

SAP-BI 52% 80% 63% 120%

OIG 63% 86% 73% 76

HRNext-MasterData 100% 20% 33% 10

AZURE DataBricks 67% 29% 40% 7

App Prevent. Lavori 0% 0% 0% 4

Sito Estenergy 0% 0% 0% 1

RPA-DOE 0% 0% 0% 1

Table 7.6: Logistic Regression single classes results: In the first half the results
of the most populated classes, in the second half minority classes.

boundaries. In this section, I will discuss the results obtained from training

SVM models for text classification and explore different possibilities for training

SVMs, focusing specifically on approaches well-suited for text classification

tasks.

One crucial aspect to consider is the choice of the kernel function, which

plays a significant role in SVMs by mapping the data to a higher-dimensional

feature space. In text classification, commonly used kernel functions include

linear, polynomial, and radial basis function (RBF) kernels. In the following

tables, namely Tables 7.7, 7.8, and 7.9, you can compare the results of different

kernel implementations. The kernel functions used are as follows:

• sklearn.svm.LinearSVC(): This function is optimized for liner kernel imple-
mentation.

• sklearn.svm.SVC(kernel=’poly | rbf’, degree=2): This is used to test the poly-
nomial and the RBF kernels.

It is evident that the best solution is to use the linear kernel with its optimized

function. By examining the performance metrics, it is the superior choice in

terms of both metrics and training time. It outperforms the polynomial and RBF

kernels, particularly in terms of robustness on the minority classes. However, it

is worth noting that even though the linear kernel performs better, there is still

space for improvement in terms of the minority classes’ performance.
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Linear kernel Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

54%/75% 49%/76% 50%/75% 76% 5.4s 0.01s

With
preprocessing

55%/75% 51%/77% 52%/75% 77% 3.5s 0.01s

Table 7.7: SVM classification results using liner kernel.

Polynomial
kernel (d=2)

Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

40%/70% 26%/66% 30%/64% 66% 445.4s 18.7s

With
preprocessing

40%/71% 26%/66% 29%/64% 66% 351.4s 15.4s

Table 7.8: SVM classification results using polynomial kernel.

RBF kernel Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

41%/70% 29%/70% 32%/67% 70% 351s 19.2s

With
preprocessing

42%/71% 30%/70% 33%/67% 70% 272.3s 16s

Table 7.9: SVM classification results using Radial Basis Function kernel.

7.1.4 First consideration after the baseline models and SVM

implementation

It appears that SVM has outperformed both Naive Bayes and Logistic Re-

gression in terms of performance. Naive Bayes algorithm is the fastest (0.3s),

while SVM with a polynomial kernel (degree = 2) is the slowest (6m) when

preprocessing is applied. Preprocessing has shown a general improvement in

metrics, but it is clear that using a restricted vocabulary leads to a less resource-

intensive training phase. However, SVM also faces the same problem as the

baseline models. The analysis of the single class results in tables 7.10, 7.6, and

7.4 reveals that the precision, recall, and f1-score for the minority classes are

very low, sometimes even 0%. This indicates the need to revisit the analysis and

preprocessing steps in order to find a solution to this issue, if one exists.
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Class Precision Recall F1-score Support

SALESFORCE
****VENDI

81% 95% 87% 164

SAP-DBO 72% 83% 77% 133

SIEBEL 79% 89% 84% 132

SAP-BI 73% 80% 76% 120

OIG 80% 87% 83% 76

HRNext-MasterData 80% 40% 53% 10

AZURE DataBricks 40% 57% 47% 7

App Prevent. Lavori 33% 25% 29% 4

Sito Estenergy 0% 0% 0% 1

RPA-DOE 0% 0% 0% 1

Table 7.10: Support Vector Machine single classes results (linear kernel): In the
first half the results of the most populated classes, in the second half minority
classes.

7.2 Refining Analysis and Preprocessing for Improved

Model Performance

Given the initial results, it is necessary to review the preprocessing phase to

address the class distribution issue. In some cases, there are not enough tickets

belonging to certain classes to ensure proper training. Therefore, classes that

fall below a certain ticket threshold will be removed.

In this section, I will conduct several tests to determine the optimal threshold

for improving the macro average, which is a significant metric for evaluating

performance on minority classes. For instance, if I set the threshold at 1000

tickets, it means that I will train the models only with those classes that have at

least 1000 tickets. I will perform tests using the following threshold values:

Ticket_threshold = [1000, 600, 400, 200, 50, 25]

7.2.1 Model robustness on different ticket threshold

In table 7.11, you can find the corresponding details of the datasets used for

the grid search of the correct threshold. It is important to note that the threshold
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was applied to the entire dataset, so it is not directly related to the minimum

number of tickets used for training.

Ticket threshold Number
of ticket

% of total Number
of classes

1000 7929 36.8% 6

600 10049 46.6% 8

400 12042 55.8% 13

200 16716 77.5% 29

50 20193 93.6% 62

25 20804 96.4% 80

Table 7.11: Dimension of different dataset depending on ticket threshold.

The results in table 7.12 suggest, as expected, that with a consistent number

of tickets and a balanced dataset, all the models perform well. The SVM achieves

around 90% accuracy. The Naive Bayes algorithm starts to consistently decrease

in performance from a threshold of 400, while the logistic regression algorithm

collapses starting from a threshold of 50. The SVM, once again, is the only model

that maintains good performance across all tested thresholds. Even in the last

stage, it still achieves an F1-score of 70%, which is a good result considering the

dataset’s unbalance and the presence of 80 classes.

7.2.2 Final threshold choice: 25 tickets

After careful analysis and consideration, I have determined that setting a

threshold of at least 25 tickets per class for the training phase is the optimal

choice. This decision is based on several factors, including the performance of

the SVM model and the usability of the resulting classification system.

As observed in the previous paragraph, the SVM performs well even when the

threshold is set to 25 tickets. Another important consideration is the practical

usability of the model. While high performance and accuracy are important, it

is equally crucial to cover a diverse range of classes in the ticket classification

system. By choosing a threshold of 25 tickets per class, I can include a broader

spectrum of classes in the training set, making the model more versatile and

applicable to real-world scenarios. On the other hand, setting a higher thresh-

old, such as 1000 tickets per class, might yield higher performance scores, but it
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Ticket threshold Model Precision Recall F1-score Accuracy

1000 SVM 89% 88% 88% 89%

1000 Log. Reg. 86% 86% 86% 86%

1000 N. Bayes 81% 78% 79% 79%

600 SVM 88% 87% 88% 88%

600 Log. Reg. 85% 83% 84% 84%

600 N. Bayes 82% 71% 74% 74%

400 SVM 90% 89% 90% 89%

400 Log. Reg. 88% 86% 87% 85%

400 N. Bayes 86% 70% 75% 73%

200 SVM 85% 81% 83% 84%

200 Log. Reg. 83% 75% 77% 79%

200 N. Bayes 75% 41% 46% 57%

50 SVM 82% 72% 75% 79%

50 Log. Reg. 78% 57% 62% 73%

50 N. Bayes 35% 20% 22% 48%

25 SVM 77% 67% 70% 78%

25 Log. Reg. 69% 48% 53% 71%

25 N. Bayes 27% 16% 17% 45%

Table 7.12: Results of ticket threshold grid-search.

would significantly limit the number of classes covered.

Therefore, I believe that the chosen threshold strikes a balance between perfor-

mance and usability. It ensures that the model performs well while covering

a sufficient number of classes, enabling it to handle a diverse range of ticket

classification tasks effectively.

From this point forward, I will continue to use the SVM due to its good perfor-

mances. However, I will set aside the baseline models since their performances

on minority classes make their usability not worthwhile.

7.2.3 Concatenation of the Subject field

During the model implementation, it was discovered that some tickets had

an empty or uninformative request field, while the relevant information was
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mentioned in the subject field. This is another case in which I came back to

analysis and preprocessing (Figure 1.1). In table 7.13, there are a few examples

of this. To make the training more effective, a decision was made to concatenate

the subject field with the request field, treating them as a single text input. This

approach allowed the inclusion of additional information from the subject field,

enhancing the training data and potentially improving the model’s performance

in understanding the tickets. By leveraging both fields together, the model can

benefit from a more comprehensive representation of the ticket content, leading

to more accurate classification and better decision-making.

In table 7.14, I have retrained the SVM model with this modification on the

data. The overall performances have improved as a result.

Subject Request

RNO in errore In allegato tematica

problema nell’aggiornamento di due voci
del listino prezzi

Buongiorno, in allegato tk
per ****

BONIFICA PUNTI LATO SAP Vedi allegato.

problemi lentezza sap e immagini fatture
non disponibili

Si apre ticket come da
oggetto

Table 7.13: Some examples of uninformative request.

Precision Recall F1-score Accuracy

SVM 78%/81% 74%/81% 75%/80% 81%

Table 7.14: Results of SVM by concatenating the Subject and Request fields.

After considering all the factors discussed in this section, the table 7.15

presents detailed information about the dataset utilized for the model imple-

mentations in the subsequent sections.

7.3 Long Short Term Frequency Memory

Once I have refined the dataset, I am ready to test more complex models.

Let’s start with Long Short-Term Memory (LSTM). In this section, I will try a
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Subset Number of ticket Number of classes

Train/Validation set 18723 80

Test set 2081 80

Table 7.15: Dataset splitting details after refining the analysis and preprocessing.

simple architecture, and I will use the same test dataset that has been used up

until this point. The validation set will consist of 20% of the training set.

7.3.1 LSTM network architecture

The implementation of the network is done using sequential node by keras,

here’s breakdown of the different components:

1. Embedding Layer:

• Input: The input to the model is a sequence of integers representing
words in the text.

• Output: The embedding layer maps each word index to a dense vector
representation of fixed size (100). It learns to represent words in a
continuous space, capturing semantic relationships between words.

2. SpatialDroupout1D:

• Input: The output of the embedding layer.

• Output: SpatialDropout1D applies dropout, a regularization tech-
nique, to the embeddings by randomly setting a fraction of features
to 0 at each timestep during training. It helps prevent overfitting and
encourages the model to learn more robust representations.

3. LSTM Layer:

• Input: The output of the SpatialDropout1D layer.

• Output: LSTM layer, it processes the input sequence, updates its inter-
nal state, and generates an output at each timestep. The LSTM layer
in this architecture has 100 units (output dimensions) and applies
dropout and recurrent dropout with a rate of 0.3.

4. Dense Layer:

• Input: The output of the LSTM layer.
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• Output: The dense layer is a fully connected layer that maps the LSTM
layer’s output to the number of classes (80) in the classification task.
It uses the softmax() activation function to produce class probabilities,
this function is commonly used for multiclass classification.

Regarding the loss function, the model is compiled with the categorical cross-

entropy loss, which is suitable for multi-class classification problems. The Rec-

tifiedAdam optimizer from the TensorFlow library is applied with a learning rate

of 0.01.

7.3.2 LSTM test results

I trained the LSTM model for 10 epochs, and the results of the prediction are

shown in table 7.16. One notable observation is the training time, which takes

minutes rather than seconds. It is important to note that I am using the Kaggle

platform with GPUs, and this extended training time is primarily due to the

complexity of the LSTM network.

Upon analyzing the results, it becomes evident that LSTM requires a signifi-

cant amount of memory to store and update the cell. Examining the figures 7.1

and 7.2, it is apparent that the quality and size of the dataset alone are not suf-

ficient to prevent overfitting. Therefore, considering the overall results and the

resource requirements, I have concluded that LSTM networks are not suitable

for this specific type of text classification.

LSTM Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

58%/68% 52%/68% 53%/67% 68% 30m 43s 9s

With
preprocessing

57%/68% 51%/68% 52%/67% 68% 31m 31s 10s

Subject
concatenated

62%/72% 57%/72% 57%/71% 72% 28m 7s 12s

Table 7.16: LSTM model classification results (complete classification report on
Appendix A).
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7.4 StarSpace

StarSpace, introduced in Chapter 2, is an embedding-based model that fo-

cuses on dense representations of words and documents. It can capture the

semantic relationships between them by leveraging co-occurrence patterns in

the training data. StarSpace embeddings can be used as input features for

downstream classification models. In this project, a Zucchetti private library

was utilized, which implements the original network but with a more user-

friendly interface. It accepts a list of text along with their corresponding labels

as input. Additionally, it allows setting the number of epochs and provides other

useful optional parameters. For instance, a list of stopwords can be specified to

be excluded during training.

If SVM fails to capture the context of a sentence and LSTM is too resource-

intensive, StarSpace could provide a middle ground. One of its most significant

advantages is scalability and efficiency, making it an ideal solution for large-scale

text classification tasks.

7.4.1 StarSpace test results

In Table 7.17, is displayed the test results of StarSpace. The training time

is slightly longer than SVM but significantly shorter than LSTM, confirming

its efficiency. The overall results are good, although StarSpace also suffers

from data imbalance, as indicated by the approximately 10% difference between

macro average and weighted average metrics.

An important aspect to evaluate here is the improvement related to the ap-

plication of preprocessing, to notice in this case the differences between perfor-

mances are more evident with respect to the previous models, especially using

the concatenation of Subject field , the reason could be related to several factors,

the fact that StarSpace is more sensible to the context means also that is less

robust to the noise, like links, special characters etc., so in this kind of models

the preprocessing part plays a crucial role.

7.5 BERT Fine Tuning

The architecture of BERT was introduced in Chapter 2. In this section, the

focus will be on the fine-tuning aspect of BERT.
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StarSpace Precision Recall F1-score Accuracy Time
to train

Time
to predict

Without
preprocessing

64%/73% 60%/73% 61%/72% 73% 2m 17s 11s

With
preprocessing

67%/75% 61%/75% 62%/74% 75% 2m 22s 10s

Subject
concatenated

73%/78% 69%/78% 70%/78% 78% 2m 42s 11s

Table 7.17: StarSpace model classification results (complete classification report
on Appendix A).

The output of BERT consists of multiple layers, the number of which depends

on the specific variant of BERT being used. The original BERT model developed

by Google includes 12 transformer layers for BERT-base and 24 layers for the

larger model, BERT-large.

In this master’s thesis, two task-specific architectures that handle the output

of the BERT layer using different approaches were discovered:

• 4-layer concatenation: For each input token in the sequence, BERT pro-
duces a corresponding contextualized embedding. These embeddings
capture the representation of each token based on its context within the
input sequence. The token-level output of BERT is a matrix of shape
[batch size, sequence length, hidden size], where each element represents
the embedding for a specific token in the input sequence. In literature
there are several ways in which this layers it’s been used [45], we will try
to concatenate last four layers to capture a deeper representation of the
input text.

• Pooler output: BERT also generates a pooler representation that summa-
rizes the entire input sequence. The pooler output is obtained by applying
a pooling operation (typically mean or max pooling) over the token-level
embeddings. This results in a fixed-size vector of length equal to the hid-
den size. The pooler output provides a high-level representation of the
entire sequence and can be useful for tasks that require a sequence-level
understanding.

7.5.1 BERT based Network Architecture

As previously discussed the architecture is a TensorFlow-based model using

BERT as the underlying transformer model. The two approaches mentioned in

the previous section share the same initial part:
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1. Input Layers:

• input_ids: This layer represents the input sequence as a tensor of
integer IDs. It has a shape of (512,).

• attention_masks: This layer represents the attention mask for the input
sequence, indicating which tokens should be attended to and which
should be ignored. It also has a shape of (512,).

2. BERT Model:

• bert_model: It initializes a BERT model using TFAutoModel from Trans-
former library, passing the name of the pre-trained BERT model to be
used. This BERT model is then made trainable.

• bert_output: It applies the BERT model to the input data and retrieves
the output, which includes the hidden states, pooler output and other
relevant information.

From this point the architecture structure differs depending on the approach,

in the following paragraph will be explained the two procedure.

First approach: 4-layer concatenation

• Hidden states: The above mentioned bert_output includes the hidden
states, they contains the embeddings of the hidden layers, as initial step
they are stacked to form a tensor representing all the hidden states through-
out the model layers.

• Concatenation: The last 4 hidden states are concatenated to capture a
broader context from the input sequence.

• Dense layer: The resulting concatenated tensor is passed through a dense
layer with 1536 units (the reason of this number is simply related to the
high resources consuming, it’s been decide to half the complexity) and
a ReLU activation function to extract higher-level features. To prevent
overfitting, a dropout layer is applied, which randomly drops out 30% of
the neuron outputs.

Second approach: Pooler layer

• Pooler output: bert_output includes also the pooler output, it represents
the contextualized representation of the [CLS] token, which can be con-
sidered as a representation of the entire input sequence. It captures the
overall semantic meaning of the input.
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• Dense layer: The pooler output is passed through a dense layer with 384
units and even here a ReLU activation function and a dropout layer with
a randomly drops out of 30%.

Finally the output of those two different approaches is passed to a final dense

layer with as many units as the final number of classes (80) using softmax() as

activation function. The model is then trained with a RectifiedAdam optimizer

with learning rate of 24−5 (the choice of learning rate is based on studies done

in [45]) and categorical cross-entropy as loss function.

7.5.2 BERT test results

I have tested both approaches for each models introduced in the Chapter 2,

the tables 7.18 and 7.19 display the evaluation results.

When considering the last 4 layers concatenation approach, the Gilberto and

Italian XXL models demonstrate the best overall performances. They both per-

form well, even in terms of macro average. The RoBERTa, AlBERTo and UmBERTo

models are comparable, achieving good results but slightly lower than the first

two.

Observing the results of the second approach, which uses the pooler layer,

it appears that theItalian XXL model achieves the best performances in terms of

precision, recall, F1-score, and accuracy, especially in the weighted average. It is

followed by Gilberto, which is still better than RoBERTa, AlBERTo and UmBERTo,

which show relatively lower performances.

Regarding training time, there is a consistent increase in resource consump-

tion. On average, all models took more than 2 hours to complete training.

However, the most important factor to consider is the prediction time. If the

architecture lacks sufficient memory or computational power, this mechanism

could potentially cause a blockage in an entire business environment. It is worth

noting that some customers generate thousands of tickets per day, so this must

be taken into account when choosing the right models

Based on the results, the GilBERTo model (with 4 layers concatenation) and

the Italian XXL model (with the pooler output) consistently delivered the best

overall performances (complete classification reports on Appendix A). There-

fore, one of them would be the recommended choice.

I have decided to used the Italian XXL model for the tests in the next sections.

The reason for this choice is related to the corpus size. GilBERTo model has

been trained on a larger amount of data, which allows it to capture more diverse
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patterns and language nuances. This can potentially enhance its performance

on real-world data.

Pre-trained
model

Precision Recall F1-score Accuracy Time
to train

Time
to predict

Italian XXL 73%/80% 72%/78% 72%/78% 78% 2h 20m 17s 1m 57s

RoBERTa 73%/77% 67%/76% 67%/75% 76% 2h 37m 23s 2m 1s

AlBERTo 75%/77% 68%/77% 69%/77% 77% 2h 28m 37s 2m 0s

UmBERTo 71%/78% 68%/78% 68%/78% 78% 2h 20m 58s 2m 2s

GilBERTo 76%/80% 72%/80% 73%/79% 80% 2h 25m 19s 2m 7s

Table 7.18: Pretrained models result using the 4-layer concatenation approach.

Pre-trained
model

Precision Recall F1-score Accuracy Time
to train

Time
to predict

Italian XXL 76%/79% 68%/79% 70%/78% 79% 2h 24m 50s 2m 2s

RoBERTa 69%/75% 62%/76% 63%/75% 76% 2h 35m 57s 1m 56s

AlBERTo 71%/75% 65%/75% 66%/74% 75% 2h 25m 48s 2m 7s

UmBERTo 62%/75% 62%/77% 60%/75% 77% 2h 19m 39s 2m 0s

GilBERTo 72%/78% 67%/79% 67%/77% 79% 2h 19m 27s 2m 2s

Table 7.19: Pretrained models result using the pooler output approach.

7.6 Test Markov chain

In the development of ML models, one common challenge is the quality of

the data. While powerful and efficient models and algorithms are available, they

perform best when working with balanced and high-quality datasets. However,

in real-world environments, it is often difficult to obtain such datasets, and data

may be dirty and completely unbalanced.

To address this problem, I will test the performance of a Markov Chain Text

Generator, as introduced in Chapter 5. The models I have chosen to test are

SVM and BERT, using the Italian base XXL pretrained model. These models

will be evaluated with different splits of the dataset. The aim is to test whether

adding synthetic data improves the training phase when classes are balanced, as

well as whether performance improves even when the classes are unbalanced.

To achieve this, I have divided the dataset using the following ticket thresholds:
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Ticket_threshold = [1000, 400, 200, 50]

To avoid introducing redundancy, I have decided not to augment each class to

the same number of tickets. The maximum increase is around 20% for each

class.

For all the tests that will be introduced, the test set does not contain any syn-

thetic tickets. The data generated by the Markov Chain were added only during

the training/validation phase. Regarding the evaluation metrics, I will consider

only the weighted average. This choice is made because by adding synthetic

data, I may lose unbalanced information. The weighted average provides a more

comprehensive measure of overall model performance.

Categories with at least 1000 tickets

In the table 7.20 are the details of the dataset augmented, it’s been added

the 24% of tickets (2704), in this case since I have a large corpus of each class I

have decided to augment each one to 1640 tickets (the same number as the most

populated one).

Original With synthetic data

Number of classes 6 6

Train/Validation set 7136 9840 (+24%)

Test set 793 793

Table 7.20: Dataset details after the addition of synthetic tickets (ticket_threshold
= 1000).

Observing the results achieved in tables 7.24 and 7.25, it is evident that BERT

has shown improvement in performance, while SVM seems to have achieved

worse results. However, in this situation where there are fewer and balanced

classes, the overall performances are still good.

Categories with at least 400 tickets

In table 7.21, the details of the augmented dataset are provided. In this case,

14% of tickets (1467) were added. It should be noted that the number of tickets

per class is not the same for all classes, as the augmentation was applied only to
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classes that had less than 1000 tickets. This decision was made considering that

majority classes already had a substantial corpus of sentences.

Original With synthetic data

Number of classes 13 13

Train/Validation set 10837 12304 (+14%)

Test set 1205 1205

Table 7.21: Dataset details after the addition of synthetic tickets (ticket_threshold
= 400).

The results achieved in tables 7.24 and 7.25 indicate a similar situation to the

previous test. Even in the case of BERT, training the model with synthetic data

does not lead to significant improvement in performance.

Categories with at least 200 tickets

In table 7.22, the details of the augmented dataset using classes with at least

200 tickets are provided. In this case, 36% of the tickets (5460 tickets) were

added. As there are more classes to augment, a higher number of synthetic data

points were generated. The same increment percentage used in previous tests

was maintained for consistency.

Original With synthetic data

Number of classes 29 29

Train/Validation set 15044 20504 (+36%)

Test set 1672 1672

Table 7.22: Dataset details after the addition of synthetic tickets (ticket_threshold
= 200).

Based on the results achieved in tables 7.24 and 7.25, both SVM and BERT

demonstrate improvements in their performances. The range of applications

that I am considering is becoming more consistent. Let’s now wait for the

results of the last ticket threshold to make final overall considerations.
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Categories with at least 50 tickets

In the case of the threshold considering classes with at least 50 tickets, the

dataset details are provided in table 7.23. In this scenario, 15% of the tickets

(2550 tickets) were added. Considering the higher imbalance present in this

threshold, it was decided not to increase the number of tickets for each class

significantly. The rationale behind this decision is that training the generator

using only 50 tickets may result in redundancy.

Original With synthetic data

Number of classes 62 62

Train/Validation set 18173 20723 (+15%)

Test set 2020 2020

Table 7.23: Dataset details after the addition of synthetic tickets (ticket_threshold
= 50).

The results achieved in tables 7.24 and 7.25 surely underline the decreasing

of the overall performances due to addition of classes and imbalance but also

show that the trend of the results of the models using synthetic data is the same.

Ticket threshold Dataset Precision Recall F1-score Accuracy

1000 Original 90% 90% 90% 90%

1000 Synthetic 89% 89% 89% 89%

400 Original 89% 89% 89% 89%

400 Synthetic 88% 88% 88% 88%

200 Original 84% 84% 83% 84%

200 Synthetic 85% 85% 85% 85%

50 Original 79% 79% 79% 79%

50 Synthetic 79% 79% 78% 79%

Table 7.24: Comparison of SVM results using synthetic data.

Final considerations on Markov Chain text generator

The overall findings suggest that BERT demonstrates more pronounced ad-

vantages when utilizing synthetic data, although the improvements are sporadic
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Ticket threshold Dataset Precision Recall F1-score Accuracy

1000 Original 89% 89% 89% 89%

1000 Synthetic 90% 90% 90% 90%

400 Original 89% 89% 89% 89%

400 Synthetic 87% 87% 87% 87%

200 Original 84% 83% 83% 83%

200 Synthetic 84% 83% 83% 83%

50 Original 77% 77% 76% 77%

50 Synthetic 78% 77% 76% 77%

Table 7.25: Comparison of BERT results using synthetic data.

yet significant. This can be attributed to the different embeddings used by the

models. It is important to note that SVM relies on TF-IDF, while the tickets

generated from the Markov Chain generator originate from the same vocab-

ulary universe, resulting in a consistent vocabulary size. Consequently, the

introduction of synthetic data in this scenario may provide limited benefits and

potentially introduce interference in predictions. Conversely, BERT, which ef-

fectively captures semantic relations and contextual information in sentences,

is better equipped to handle varying perspectives and relationships, leading to

slight performance enhancements.

It is worth mentioning that I did not test the generator using the entire dataset,

as I limited the increment of generated text due to the aforementioned reasons.

As already introduced in Chapter 5 one limitation of this method is that it faces

the same issue it aims to resolve, which is the lack of data. Markov Chain works

best when trained on a large corpus of data, and in this specific situation, the

improvements are minimal, if any. Therefore, I have made the decision not to

employ any synthetic data. However, this algorithm could be further explored

with alternative approaches, as discussed in more detail in Chapter ??.

7.7 Ensemble techniques

Ensemble techniques in the context of implementing models for tasks such

as text classification involve combining multiple individual models to achieve

improved predictive performance. These techniques leverage the principle that
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combining diverse models can lead to better overall predictions compared to

relying on a single model alone.

Ensemble methods can be a compelling solution for text classification tasks

due to their ability to capture different aspects of the data and address various

challenges. By combining the strengths of multiple models, ensembles have the

potential to enhance robustness, generalization, and accuracy in classification.

One possible solution is to implement a voting system that combines the pre-

dictions of four distinct models: SVM, StarSpace, BERT, and LSTM. Each model

brings its unique approach and strengths to the ensemble, enabling us to lever-

age the diversity of techniques for improved classification accuracy. The voting

system aggregates the predictions of these models and makes a final decision

based on the collective opinion, effectively harnessing the power of multiple

perspectives. However, using all four models together can be complicated due

to their dependencies and memory requirements.

In this section, I will explore the bootstrap bagging solution with SVM, which

is another example of an ensemble technique that is less resource-consuming.

7.7.1 Bootstrap bagging

This technique involves creating multiple bootstrap samples or bags from the

original dataset and training individual SVM models on each sample. As shown

in Figure 7.3, the predictions of these models are combined together in a voting

system. The aim is to obtain a more robust and accurate classification outcome.

Bootstrap bagging with SVM helps to mitigate overfitting and increases stability

by incorporating variations introduced through resampling..

For the tests conducted in this thesis, I have considered three different bag

sizes corresponding to 40%, 60%, and 80% of the original training dataset. Each

training bag contains 7489, 11233, and 14978 tickets, respectively. The tickets

belonging to each class are randomly chosen.

7.7.2 Bootstrap test results

Analyzing the results in Table 7.26, which compares the performance of a

single classifier with the ensemble technique, I notice that the time needed for

training and prediction is obviously larger when using a bag size equal to 80% of

the entire dataset. However, in this case, there is an improvement in precision,

while there are no significant gains in the other metrics.
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Precision Recall F1-score Accuracy Time
to train

Time
to predict

Bagging 80% 79%/81% 74%/81% 75%/80% 81% 49s 6s

Bagging 60% 77%/79% 72%/80% 73%/79% 80% 37s 6s

Bagging 40% 77%/79% 71%/80% 72%/79% 80% 26s 5s

SVM 78%/81% 74%/81% 75%/80% 81% 3.5s 0.01s

Table 7.26: Bootstrap bagging technique classification results compered with a
single SVM model trained on the entire dataset.

7.8 Memory requirements and resource usage con-

sideration

In a business scenario, it is important to consume resources efficiently and

minimize resource usage for several reasons:

• Cost Savings: Efficient resource consumption directly translates into cost
savings. By using fewer computational resources, such as CPU, mem-
ory, and storage, businesses can reduce their infrastructure costs, espe-
cially when dealing with large-scale deployments or processing massive
amounts of data.

• Scalability and Optimization: Efficient resource usage allows businesses
to scale their operations. When resources are utilized optimally, it be-
comes easier to handle increased workloads and accommodate growing
demands, ensuring smooth scalability of the business infrastructure. By
minimizing resource consumption, businesses can allocate available re-
sources more effectively.

• Scalable Deployment: With limited resources, it becomes crucial to opti-
mize resource usage for deploying models or applications on resource-
constrained devices or edge devices. By minimizing resource consump-
tion, businesses can ensure that their solutions can be deployed in various
environments without requiring significant hardware upgrades.

After careful consideration, the final model choice for this business scenario

is SVM. It balances all these aspects better. However, if I don’t consider resource

consumption, I would prefer either StarSpace or BERT. Although their overall

performances are slightly worse than SVM, they have a better understanding of

contextualization and are more robust to changes in context. In contrast, SVM is

trained with a specific vocabulary corpus, making it less adaptable to contextual

variations.
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7.9 Hybrid solution:Keep user choice

In this section, I will analyze the results of the trained model, particularly

SVM, in the context of user classification. Let’s refer to table 7.27, which provides

information about the actual scenario where the end customer is responsible for

classifying the tickets. While the current state-of-the-art models have already

outperformed user choices in terms of overall performance, it is important to

examine table 7.28, which focuses on the SVM results for specific classes, and

table 7.29, which presents the corresponding classification report based solely

on user choices (without AI model application).

Upon analysis, I have encountered the recurring issue of the misclassifica-

tion probability of minority classes. Although the model has demonstrated

good overall performance, certain minority classes still exhibit a relatively high

misclassification rate. To address this challenge, I propose a hybrid solution that

incorporates user choices and leverages the model’s predictions only when the

probability of accurate classification exceeds a certain threshold. This approach

aims to enhance the reliability of the model by prioritizing cases where there

is a higher likelihood of accurate predictions. As a result, it optimizes the user

experience and ensures more accurate outcomes.

Classifier Precision Recall F1-score Accuracy

User 71%/80% 70%/77% 69%/77% 77%

SVM 78%/81% 74%/81% 75%/80% 81%

Table 7.27: Comparison between user choice and SVM results.

7.9.1 Grid search probability threshold

Before delving into the details of the results of the hybrid solution, it is neces-

sary to determine the appropriate probability threshold. As SVM naturally does

not provide well-calibrated probabilities, I will introduce theCalibratedClassifierCV

library.

In scikit-learn, the CalibratedClassifierCV class is utilized to calibrate the

probabilities predicted by a classifier. When training an SVM classifier, the

decision values generated by the classifier are typically used for ranking in-

stances, rather than direct probability estimates. However, in this case, accurate
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Class Precision Recall F1-score Support

SALESFORCE
****VENDI

82% 98% 89% 164

SAP-DBO 74% 81% 78% 133

SIEBEL 89% 94% 91% 132

SAP-BI 70% 72% 71% 120

OIG 93% 83% 88% 76

SAP-BW 79% 74% 77% 31

HRNext-MasterData 64% 70% 67% 10

xxx ALTRO 75% 30% 43% 10

SAP-CO 50% 40% 44% 5

DOCFLOW 100% 33% 50% 3

Table 7.28: Support Vector Machine single classes results: In the first half we have
the results of the most populated classes, in the second half minority classes, the
dataset in exam refers to table 7.15

Class Precision Recall F1-score Support

SALESFORCE
****VENDI

78% 98% 87% 164

SAP-DBO 56% 85% 68% 133

SIEBEL 90% 79% 84% 132

SAP-BI 57% 74% 65% 120

OIG 1% 82% 90% 76

SAP-BW 79% 87% 83% 31

HRNext-MasterData 91% 100% 95% 10

xxx ALTRO 0% 0% 0% 10

SAP-CO 100% 100% 100% 5

DOCFLOW 100% 100% 100% 3

Table 7.29: User manual classification results: In the first half we have the results
of the most populated classes, in the second half minority classes (complete
classification report on Appendix A).

probability estimates are required, which reflect the true likelihood of a sample

belonging to a specific class. The CalibratedClassifierCV class enables prob-
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Probability
threshold

Precision Recall F1-score Accuracy

0.1 82% 83% 82% 83%

0.2 83% 83% 82% 83%

0.3 83% 83% 83% 83%

0.4 84% 84% 84% 84%

0.5 85% 85% 85% 85%

0.6 84% 85% 84% 85%

0.7 84% 84% 83% 84%

0.8 84% 83% 83% 83%

0.9 82% 81% 80% 81%

Table 7.30: Weighted average precision, recall, F1 score and accuracy of the
hybrid system based on SVM, using different probability threshold.

7.9.2 Results

The results presented in tables 7.31 and 7.32 show that using a hybrid ap-

proach can significantly improve performance. In particular, there are noticeable

improvements in the classification of minority classes such as App Prevent. Lavori

and SAP-VIM, and even the majority classes have experienced enhancements.

For instance, the overall metrics for SALESFORCE ****VENDI and SIEBEL are

higher.

However, it is worth noting that in certain cases, specifically for the class xxx

ALTRO, the model may make correct predictions but assign a low probability

to the outcome (less than 50%). On the other hand, the user consistently fails to

classify instances correctly, as indicated by the recall metrics of xxx ALTRO in

table 7.29 being set to 0%. This situation results in a decline in yield for these

classes. It is important to carefully consider this trade-off when utilizing the

hybrid approach. While it improves overall performance, there may be instances

where the model’s low-confidence predictions lead to reduced performance for

certain classes.
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Classifier Precision Recall F1-score Accuracy

Hybrid
System

81%/85% 81%/80% 80%/85% 85%

User 71%/80% 70%/77% 69%/77% 77%

SVM 78%/81% 74%/81% 75%/80% 81%

Table 7.31: Comparison between user choice, SVM and hybrid approach.

Class Precision Recall F1-score Support

SALESFORCE
****VENDI

83% 95% 89% 164

SAP-DBO 79% 86% 82% 133

SIEBEL 92% 91% 91% 132

SAP-BI 74% 81% 77% 120

OIG 91% 93% 92% 76

SAP-BW 88% 90% 89% 31

HRNext-MasterData 90% 90% 90% 10

xxx ALTRO 33% 10% 15% 10

SAP-CO 75% 60% 67% 5

DOCFLOW 100% 100% 100% 3

Table 7.32: Hybrid solution results: In the first half we have the results of the most
populated classes, in the second half minority classes (complete classification
report on Appendix A).

7.10 Final results comparison

In this final section, I will summarize the best results achieved from the

models and provide a final overall comparison. I will not consider the baseline

models.

Table 7.33 shows the performance of the principal models. All of these

results were achieved using the dataset modified after removing all the classes

with fewer than 25 tickets. The input for these models is the concatenation of

the Subject and Request fields.

The results suggest that SVM outperformed other solutions. This is an inter-
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Classifier Precision Recall F1-score Accuracy

User 71%/80% 70%/77% 69%/77% 77%

Hybrid
System

81%/85% 81%/85% 80%/85% 85%

SVM 78%/81% 74%/81% 75%/80% 81%

BERT 76%/79% 68%/79% 70%/78% 79%

StarSpace 73%/78% 69%/78% 70%/78% 78%

LSTM 62%/72% 57%/72% 57%/71% 72%

Table 7.33: Final comparison between all the relevant model results.

esting evolution of the implementation, as SVM, in this specific case, performs

better than powerful and complex neural network-based models. The difference

is made by the nature of the dataset and the embeddings used. When dealing

with quite long texts/sentences, the probability of finding words that are strictly

related to the class itself inside the text of the tickets grows. This means that

for TF-IDF, those words will play a crucial role, making this type of embedding

more powerful, especially if that word is present only in that kind of tickets and

if the number of available tickets for training is low. BERT and StarSpace, on the

other hand, will give less importance to the single word, so they lose this kind

of information. If they do not have enough tickets to understand the context

as well as possible, they will fail in prediction with a higher probability. To

understand it better, let’s focus on an example. In Table 7.34, the classification

metrics of SVM, BERT, and StarSpace related to one specific application/class

(HRNext) are shown. The F1-score of SVM is clearly the best. In Table 7.35, there

are three examples of tickets that belong to that class, and as expected, the name

of the class itself is present more times inside the tickets.

Classifier Precision Recall F1-score

SVM 75% 100% 86%

BERT 100% 33% 50%

StarSpace 33% 33% 33%

Table 7.34: Comparison between SVM, BERT and StarSpace classification metrics
of HRNext.
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Application Request

HRNext non riesco ad approvare giustificativi in hrnext se en-
trando in hrnext clicco l opzione vista collaboratori
non appare niente

HRNext problema di accesso portale rilevazione presenze time
di hrnext entro 22 08 buongiorno stamattina il ten-
tativo di accedere da postazione di lavoro al portale
hrnext risulta impossibile diversamente da altre volte

HRNext incident 20221003 malfunzionamento hrnext wifi user
rpa elaborazioni pianificate risultano indisponibili i
seguenti sistemi hrnext rpa accesso all area interserver
transiti wifi user

Table 7.35: Three tickets of HRNext.

One-vs-One Model Results

In Figures 7.5, 7.6, 7.7, and 7.8, we present the one-versus-one comparison

of the most relevant classes (some classes are not displayed to ensure figure

visibility). Despite the inherent challenge of achieving a 100% F1-score in a

model, like the user do in some classes, the results obtained in these cases are

highly satisfactory, with performance metrics consistently surpassing 80%.
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8
From Development to Deployment:

Implementing an AI Model into

Production Environment

Deployment is a crucial step in transforming a machine learning model from

a prototype to a scalable and accessible solution. In this section, I will delve

into the steps of deploying implemented models and enabling its seamless inte-

gration into production systems. The deployment strategy involves the creation

of an Application Programming Interface (API) to facilitate easy communica-

tion with the model. Additionally, we leverage the power of containerization

through Docker, which allows to encapsulate the model and its dependencies

into a portable unit. Furthermore, I will explore the advantages of utilizing

Kubernetes, a powerful orchestration platform, to manage the deployment.

8.1 API implementation

The both models, language detector and ticket classification will be used

by a web application (client), CX Studio & Engagent and HelpDesk Advanced

respectively, to do that I have implemented the REST API using Tornado library

in python.

The REST (Representational State Transfer) API is a widely adopted archi-

tectural style for designing networked applications. It provides a standardized
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approach for building web services that allow different systems to communi-

cate and interact with each other over the internet. In the context of deploying

machine learning models, a REST API acts as an intermediary layer between

the model and the clients who want to make predictions or utilize the model’s

capabilities.

The API follows a client-server model, where the client initiates requests to

the server (which hosts the deployed model) using predefined HTTP methods,

in this case, since I want to retrieve information I will use the GET method.

When a client sends a request to the REST API, it processes the request, invokes

the appropriate model or model endpoint, and returns a response to the client.

The response from the REST API will includes the prediction generated by the

model. The data is transmitted in a JSON (JavaScript Object Notation) structured

format (see code snippets below), which is a lightweight data interchange format

commonly used in web APIs.

1 {

2 "text": "Hi, my name is Francesco",

3 "language": "en"

4 }

Listing 8.1: JSON response code for language detection.

1 {

2 "ticket": "non riesco ad approvare giustificativi in hrnext se

entrando in hrnext clicco l opzione vista collaboratori non appare

niente",

3 "application": "HRNext"

4 }

Listing 8.2: JSON response code for ticket classification.

8.2 Docker’s Utility

As already mentioned in the Chapter 3 Docker is a very useful platform

which allows to use applications in a easy way without warring about the

infrastructure, in figure 8.1 an example of the Docker containers structure.

In practise, the first step to go throw is the creation of the Dockerfile. A
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8.3 Unit Test and Integration with CX Studio

An important step to do before deploy models in a production environment

are the unit test. Unit tests are a type of software testing where individual com-

ponents, or units, of a software system are tested in isolation. The purpose of

unit testing is to verify that each unit of code, such as a function or a method,

works correctly as expected. They ensure that each unit of code performs as

intended, detects and prevents bugs early on, and promotes code maintain-

ability and stability. In this project those test were performed on both models

implemented.

The last development step regarding the language detection model is the

creation of the Adapter. This element is used to connect the model to the ChatBot.

It is a groovy script that integrate the artificial intelligence services with CX

Studio by calling the corresponding API REST and managing the response, in

this case the JSON file.

8.4 Kubernetes

Figure 8.2 shows the architecture of Kubernetes, in the right part are dis-

played the worker nodes, a worker is a container host, it runs the kubelet process

which is responsible for communicating with the kubernetes clusters (left part of

figure). Kubernetes system allows to configured the so called Desired State Man-

agement by configuring the .YAML file, it contains all the configuration needed

to the control plane to manage the state.

In the .YAML file there are different configurations, let’s focus on two funda-

mental pieces:

• POD: It is the smallest unit of the kuberenetes configuration, it contains
the container of the applications, in this case the one that I have created
in Docker for language detector and ticket classification. Is possible to
configure different container images.

• Replica: For each pod is possible to configure how many replicas to have
in different worker. Replicas are used to provide scalability and high
availability for applications running in the cluster. By defining the number
of replicas for a pod, you can control the desired level of redundancy and
ensure that a specified number of identical pod instances are running.

The left part of figure 8.2 represent the Control Plane, it is responsible for

managing and maintaining the desired state of the cluster. It is composed of
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9
Conclusions

The primary objective of this master’s thesis was to enhance customer expe-

rience and satisfaction through the implementation of AI models. The thesis

encompasses the complete development process of a language detection model

and a ticket classification system, each targeting specific challenges and require-

ments.

In the domain of language detection, the focus was on optimizing perfor-

mance for ChatBot messages, which often consist of short sentences. Various

algorithms and neural networks were explored, and a meticulous analysis was

conducted to identify critical areas for data cleaning and model performance

improvement. The ultimate goal was to establish an effective preprocessing

pipeline. Among the evaluated models, FastText emerged as the top performer

in terms of both accuracy and speed.

To further enhance short text prediction, a comprehensive examination of

the detection results was carried out. Subsequently, a hybrid algorithm was

devised to post-process the detection outcomes and refine performance specifi-

cally for short text inputs. This algorithm combines character thresholding and

confidence output, incorporating a dictionary check to enhance precision in the

detection process.

By implementing these measures, the language detection model achieved

significant improvements in accuracy and efficiency, particularly in the context

of short text analysis. These enhancements directly contribute to improving

customer interactions and overall user experience.

When it comes to the ticket classification model, the primary objective was
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to develop a robust system capable of accurately predicting the correct applica-

tion/class for each ticket. The aim was to enhance customer service by reducing

misclassifications made by users, thereby improving the reliability of the system

and response time service levels.

To achieve this, a specific dataset was utilized, and thorough analysis and

preprocessing were performed. Addressing the issue of data imbalance played

a crucial role in the preprocessing phase. Several techniques for generating

synthetic data using Markov Chain were tested, and a decision was made to

reduce the number of classes by selecting only those classes with a specific

threshold of tickets. This approach facilitated a more effective training phase.

Various machine learning and deep learning algorithms were implemented,

ranging from baseline models to more complex ones such as SVM, LSTM, BERT,

and StarSpace. The performance of each model was evaluated based on pre-

cision, recall, F1 score, and accuracy. Additionally, the training and prediction

times, as well as resource consumption, were taken into consideration. After

careful analysis and testing, it was found that SVM, StarSpace, and BERT (specif-

ically the Italian base XXL and GilBERTo pretrained models) demonstrated the

best performance. However, considering the resource consumption, SVM was

ultimately chosen as the preferred model.

Analyzing the results revealed the challenge of predicting minority classes

due to the imbalanced dataset. To address this issue, an innovative hybrid sys-

tem was implemented, leveraging user choice when the model’s confidence fell

below a certain threshold. This threshold was determined through a grid search

method. By incorporating user feedback in this manner, substantial improve-

ments in performance were achieved, leading to highly satisfying results.

9.1 Practical Implications

Both the language detection model and the ticket classification model will be

implemented in PAT Group’s solutions, specifically the CX Studio & Engagent’s

ChatBot for the language detector and HelpDesk Advanced (HDA) for the ticket

classification model. The application of these models is closely intertwined.

Many of PAT group customers operate in international contexts, which ne-

cessitates the need for a ticket classification model that can handle multiple

languages. To address this, a BERT multilingual pretrained model can be em-

ployed. However, it should be noted that while this approach offers multilingual
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support, it may not achieve the same level of performance as language-specific

models. In such cases, the language detection model can play a dual role. It can

be used during the training phase to detect the language of the data, allowing for

the creation of separate language-specific classification models. Additionally,

during the prediction phase, the language detection model can be employed

to determine the language of new tickets and subsequently submit them to the

appropriate language-specific model for prediction. This integrated approach

ensures accurate classification while leveraging the benefits of language-specific

models.

9.2 Future works

Nowadays, artificial intelligence applied to Natural Language Processing

(NLP) is having a profound impact on various aspects of real life, and its influ-

ence is expected to grow even further in the future. Researches in this field are

in continuous evolution.

In the last months ChatGPT [25] by OpenAI, that is based on Generative

Pre-trained Transformer [38], has overwhelmingly taken the leading role in this

field. Generative Pretrained Models are advanced deep learning models that

have been trained on a large corpus of text data using unsupervised learn-

ing techniques. These models learn to predict the next word in a sentence,

which helps them capture the statistical patterns and structures present in the

training data. These models are called "generative" because they can generate

coherent and contextually relevant text based on a given prompt or input. Gen-

erative pretrained models have achieved remarkable success in various natural

language processing (NLP) tasks and have demonstrated impressive language

understanding and generation capabilities.

In text classification, GPT can be used directly for classification, a common

approach is to fine-tune these models on a specific classification task, the process

is similar to the one used in this thesis. At the moment is still quite resources

expensive to use it but in the future it could became a very powerful tools to

improve the overall performances.

Another point on which I will personally focus on in the next future is related

the issue faced during this master thesis, the class imbalance and the missing of

quality data.

Models like BERT, GPT etc. are very powerful, but in a real world scenario
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they suffer of this phenomenon, in this master thesis I have tried the Markov

Chain method to solve this problem. The results achieved was not so satisfying

because for some classes I have less than 20 tickets and the text generated based

on Markov Chain will result on adding redundancy and it achieved inconsistent

results. An alternative approach is to train the generator on the entire corpus,

considering all the classes, and than use the model itself (by looking on the

confidence) to classify the result and allocate it on the classes as synthetic data.

After that, retrain the model. The idea is to augment classes in a more efficiency

way.

There are more complex methods that can be used for text generation, for

example an interesting one is the Relational Generative Adversarial Networks

(RelGAN) [30]. A GAN is commonly used in computer vision field, usually

it is used to generate fake images, in a nutshell it is composed of two neural

networks, the generator, which try to generate fake image, and the discriminator

which has to classify the image as real or fake, the goal of the generator is fooling

the discriminator and generates an image that the discriminator is not able to

detect as false.

The main objective of RelGAN is to address the limitations of traditional text

generation models. RelGAN introduces a new adversarial training framework

that incorporates relational knowledge into the generation process. The key

components include a generator, a discriminator, and a relation discriminator.

The addition of the relation discriminator helps in capturing the coherence and

relation consistency in the generated responses, leading to more contextually

relevant and coherent text generation. It enables RelGAN to generate diverse

and contextually appropriate responses, enhancing the overall performance of

text generation models.

9.3 Personal Growth and Accomplishments

Throughout this thesis, I have encountered a real-world scenario that has

allowed me to effectively tackle and fulfill all the objectives set forth in this

research. The successful completion of these goals can be attributed to the

culmination of my dedicated years of study and the comprehensive competences

I have acquired throughout my academic journey. The theoretical foundations

in machine learning and algorithms, as well as the practical skills and critical

thinking abilities honed during my studies, have played a pivotal role in the
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proficient execution of this research. Engaging in this project has not only

expanded my technical expertise but also sharpened my problem-solving skills,

project management abilities, and critical evaluation capabilities. The outcomes

achieved, from my perspective and that of the companies involved, are highly

satisfactory.
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Appendix: Detailed Model

Performance Metrics

In this section will be displayed the results in terms of precision, recall

and F1-score of every single classes for the most relevant models tested. The

following tables refers to results achieved using the dataset on its final version,

with preprocessing applied (table 7.15) and with the Subject field concatenated

with the Request.

A.1 User

Class Precision Recall F1-score Support

4U 100% 100% 100% 6

ARCHIBUS 100% 100% 100% 4

ARCHIFLOW Protocollo 100% 100% 100% 39

AZURE DataBricks 100% 100% 100% 7

App DPI 60% 100% 75% 6

App Geocall Pronto I 100% 100% 100% 3

App Prevent, Lavori 100% 100% 100% 4

BEAM 100% 42% 59% 55
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Creditflow-CVP 100% 100% 100% 4

DOC1 81% 100% 90% 22

DOCFLOW 100% 100% 100% 3

ESRI GIS 100% 80% 89% 10

EngageOne 33% 50% 40% 8

GEOCALL 88% 100% 93% 21

HDA 96% 96% 96% 23

HEROKU 0% 0% 0% 12

HRNext 100% 100% 100% 3

HRNext-MasterData 91% 100% 95% 10

HRNext-Payroll 100% 98% 99% 40

HRNext-Time 100% 100% 100% 24

LIMS 100% 97% 99% 39

MARKETING CLOUD 67% 67% 67% 3

MDM - Vendita 33% 100% 50% 3

MULESOFT 0% 0% 0% 3

MyAcademy 100% 100% 100% 3

OIG 100% 82% 90% 76

OPENTEXT 100% 100% 100% 4

ORACLE HCM 59% 100% 75% 19

Oracle Note Spese 100% 100% 100% 3

PITECO 86% 100% 92% 6

Portale Web Terzisti 84% 100% 91% 16

REMA 80% 100% 89% 4

RPA-HOPE 100% 100% 100% 3

RPA-HVAC 100% 100% 100% 7
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SALESFORCE GWM 100% 100% 100% 22

SALESFORCE ***VENDI 78% 98% 87% 164

SAP 0% 0% 0% 11

SAP-BI 57% 74% 65% 120

SAP-BO 36% 100% 53% 5

SAP-BRIM 100% 33% 50% 3

SAP-BW 79% 87% 83% 31

SAP-BW/4 HANA 95% 92% 94% 104

SAP-CO 100% 100% 100% 5

SAP-CRM ***tech 75% 100% 86% 6

SAP-CRM/Nuovo CCT 86% 67% 75% 9

SAP-DBO 56% 85% 68% 133

SAP-DM Commerciale 54% 48% 51% 31

SAP-DM Operations 55% 31% 40% 141

SAP-Data Service 100% 77% 87% 13

SAP-EBDM 96% 74% 84% 31

SAP-EHS DPI 100% 50% 67% 14

SAP-FI 63% 56% 59% 9

SAP-FI/CA 80% 75% 77% 75

SAP-FO 86% 67% 75% 9

SAP-HR 83% 67% 74% 15

SAP-MD 56% 30% 39% 30

SAP-MDG 82% 35% 49% 26

SAP-MM 90% 82% 86% 34

SAP-PI 15% 100% 26% 3

SAP-PM 61% 33% 43% 33
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SAP-SD 100% 73% 85% 15

SAP-SDD 92% 63% 75% 19

SAP-SRM 88% 70% 78% 10

SAP-SRP 100% 100% 100% 17

SAP-SSA 94% 83% 88% 53

SAP-VIM 100% 100% 100% 5

SAP-WASTE 75% 69% 72% 13

SAP-WM 64% 84% 73% 38

SIEBEL 90% 79% 84% 132

STAMPE�(* 93% 44% 60% 61

Sac Ambiente 83% 100% 91% 5

ServiziOnLine 100% 100% 100% 6

Sistema Comuni 100% 100% 100% 7

Sistema DUALE 100% 100% 100% 4

Sito Gruppo*** 100% 100% 100% 51

Sito ***Comm 100% 100% 100% 18

Sito In*** 91% 100% 95% 10

YUBIK LEGALE 100% 100% 100% 12

YuBSC 100% 100% 100% 25

xxx ALTRO 0% 0% 0% 10

OTHERS 0% 0% 0% 0

Accuracy 77% 77% 77% 2081

Macro avg 71% 70% 69% 2081

Weighted avg 80% 77% 77% 2081
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Table A.1: The following table provides the classification report based on user
choices. It utilizes the same test dataset used for the models. The class labeled
as "OTHERS" encompasses categories that are outside the context of the classi-
fication. As this classification is performed by a human, there may be instances
where misclassifications occur, particularly for classes that were removed during
the preprocessing stage.
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A.2 SVM

Class Precision Recall F1-score Support

4U 86% 100% 92% 6

ARCHIBUS 100% 75% 86% 4

ARCHIFLOW Protocollo 93% 97% 95% 39

AZURE DataBricks 70% 100% 82% 7

App DPI 67% 67% 67% 6

App Geocall Pronto I 100% 33% 50% 3

App Prevent. Lavori 75% 75% 75% 4

BEAM 87% 98% 92% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 95% 95% 95% 22

DOCFLOW 100% 33% 50% 3

ESRI GIS 82% 90% 86% 10

EngageOne 57% 50% 53% 8

GEOCALL 60% 86% 71% 21

HDA 86% 78% 82% 23

HEROKU 50% 50% 50% 12

HRNext 75% 100% 86% 3

HRNext-MasterData 64% 70% 67% 10

HRNext-Payroll 95% 93% 94% 40

HRNext-Time 91% 83% 87% 24

LIMS 97% 100% 99% 39

MARKETING CLOUD 17% 33% 22% 3

MDM - Vendita 0% 0% 0% 3

MULESOFT 0% 0% 0% 3
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MyAcademy 100% 100% 100% 3

OIG 93% 83% 88% 76

OPENTEXT 100% 50% 67% 4

ORACLE HCM 82% 47% 60% 19

Oracle Note Spese 67% 67% 67% 3

PITECO 100% 100% 100% 6

Portale Web Terzisti 73% 47% 57% 17

REMA 100% 75% 86% 4

RPA-HOPE 75% 100% 86% 3

RPA-HVAC 88% 100% 93% 7

SALESFORCE GWM 100% 95% 98% 22

SALESFORCE ***VENDI 82% 98% 89% 164

SAP 0% 0% 0% 11

SAP-BI 70% 72% 71% 120

SAP-BO 67% 40% 50% 5

SAP-BRIM 75% 100% 86% 3

SAP-BW 79% 74% 77% 31

SAP-BW/4 HANA 90% 91% 90% 104

SAP-CO 50% 40% 44% 5

SAP-CRM ***tech 100% 67% 80% 6

SAP-CRM/Nuovo CCT 64% 78% 70% 9

SAP-DBO 74% 81% 78% 133

SAP-DM Commerciale 54% 48% 51% 31

SAP-DM Operations 71% 74% 73% 141

SAP-Data Service 100% 85% 92% 13

SAP-EBDM 83% 81% 82% 31
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SAP-EHS DPI 83% 71% 77% 14

SAP-FI 44% 44% 44% 9

SAP-FI/CA 78% 75% 76% 75

SAP-FO 88% 78% 82% 9

SAP-HR 94% 100% 97% 15

SAP-MD 48% 33% 39% 30

SAP-MDG 63% 85% 72% 26

SAP-MM 91% 85% 88% 34

SAP-PI 50% 33% 40% 3

SAP-PM 68% 52% 59% 33

SAP-SD 85% 73% 79% 15

SAP-SDD 77 53% 62% 19

SAP-SRM 89% 80% 84% 10

SAP-SRP 100% 94 97% 16

SAP-SSA 83% 85% 84% 53

SAP-VIM 67% 80% 73% 5

SAP-WASTE 100% 62% 76% 13

SAP-WM 83% 76% 79% 38

SIEBEL 89% 94% 91% 132

STAMPE_ISU 79% 87% 83% 61

Sac Ambiente 71% 100% 83% 5

ServiziOnLine 100% 83% 91% 6

Sistema Comuni 100% 86% 92% 7

Sistema DUALE 100% 100% 100% 4

Sito Gruppo*** 92% 94% 93% 51

Sito ***Comm 89% 89% 89% 18
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Sito In*** 82% 90% 86% 10

YUBIK LEGALE 100% 83% 91% 12

YuBSC 96% 100% 98% 25

xxx ALTRO 75% 30% 43% 10

Accuracy 81% 81% 81% 2081

Macro avg 78% 74% 75% 2081

Weighted avg 81% 81% 80% 2081

Table A.2: SVM complete classification report.
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A.3 LSTM

Class Precision Recall F1-score Support

4U 56% 83% 67% 6

ARCHIBUS 100% 50% 67% 4

ARCHIFLOW Protocollo 97% 85% 90% 39

AZURE DataBricks 36% 57% 44% 7

App DPI 71% 83% 77% 6

App Geocall Pronto I 0% 0% 0% 3

App Prevent. Lavori 100% 50% 67% 4

BEAM 78% 91% 84% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 87% 91% 89% 22

DOCFLOW 0% 0% 0% 3

ESRI GIS 17% 10% 12% 10

EngageOne 100% 38% 55% 8

GEOCALL 50% 81% 62% 21

HDA 80% 70% 74% 23

HEROKU 0% 0% 0% 12

HRNext 50% 33% 40% 3

HRNext-MasterData 60% 30% 40% 10

HRNext-Payroll 90% 93% 91% 40

HRNext-Time 68% 88% 76% 24

LIMS 90% 95% 92% 39

MARKETING CLOUD 0% 0% 0% 3

MDM - Vendita 0% 0% 0% 3

MULESOFT 0% 0% 0% 3
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MyAcademy 100% 67% 80% 3

OIG 90% 75% 82% 76

OPENTEXT 100% 25% 40% 4

ORACLE HCM 45% 47% 46% 19

Oracle Note Spese 100% 67% 80% 3

PITECO 60% 50% 55% 6

Portale Web Terzisti 38% 18% 24% 17

REMA 67% 100% 80% 4

RPA-HOPE 33% 67% 44% 3

RPA-HVAC 100% 100% 100% 7

SALESFORCE GWM 78% 95% 86% 22

SALESFORCE ***VENDI 76% 98% 86% 164

SAP 0% 0% 0% 11

SAP-BI 59% 71% 64% 120

SAP-BO 50% 20% 29% 5

SAP-BRIM 0% 0% 0% 3

SAP-BW 56% 61% 58% 31

SAP-BW/4 HANA 92% 87% 89% 104

SAP-CO 25% 20% 22% 5

SAP-CRM ***tech 75% 50% 60% 6

SAP-CRM/Nuovo CCT 67% 44% 53% 9

SAP-DBO 78% 68% 73% 133

SAP-DM Commerciale 38% 35% 37% 31

SAP-DM Operations 67% 72% 69% 141

SAP-Data Service 92% 85% 88% 13

SAP-EBDM 71% 81% 76% 31
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SAP-EHS DPI 67% 57% 62% 14

SAP-FI 17% 33% 22% 9

SAP-FI/CA 74% 69% 72% 75

SAP-FO 100% 56% 71% 9

SAP-HR 86% 80% 83% 15

SAP-MD 36% 13% 20% 30

SAP-MDG 64% 54% 58% 26

SAP-MM 86% 71% 77% 34

SAP-PI 33% 33% 33% 3

SAP-PM 45% 30% 36% 33

SAP-SD 35% 60% 44% 15

SAP-SDD 53% 53% 53% 19

SAP-SRM 80% 80% 80% 10

SAP-SRP 100% 94% 97% 16

SAP-SSA 72% 74% 73% 53

SAP-VIM 14% 20% 17% 5

SAP-WASTE 37% 54% 44% 13

SAP-WM 53% 66% 59% 38

SIEBEL 86% 89% 87% 132

STAMPE_ISU 82% 84% 83% 61

Sac Ambiente 38% 60% 46% 5

ServiziOnLine 60% 50% 55% 6

Sistema Comuni 83% 71% 77% 7

Sistema DUALE 75% 75% 75% 4

Sito Gruppo*** 81% 84% 83% 51

Sito ***Comm 77% 94% 85% 18

132



APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

Sito In*** 100% 60% 75% 10

YUBIK LEGALE 88% 58% 70% 12

YuBSC 96% 96% 96% 25

xxx ALTRO 17% 10% 12% 10

Accuracy 72% 72% 72% 2081

Macro avg 62% 57% 57% 2081

Weighted avg 72% 72% 71% 2081

Table A.3: LSTM complete classification report.
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A.4 StarSpace

Class Precision Recall F1-score Support

4U 83 83 83 6

ARCHIBUS 67% 50% 57% 4

ARCHIFLOW Protocollo 84% 92% 88% 39

AZURE DataBricks 71% 71% 71% 7

App DPI 83% 83% 83% 6

App Geocall Pronto I 50% 33% 40% 3

App Prevent. Lavori 67% 50% 57% 4

BEAM 83% 100% 91% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 88% 95% 91% 22

DOCFLOW 0% 0% 0% 3

ESRI GIS 62% 50% 56% 10

EngageOne 50% 50% 50% 8

GEOCALL 48% 76% 59% 21

HDA 82% 78% 80% 23

HEROKU 32% 58% 41% 12

HRNext 33% 33% 33% 3

HRNext-MasterData 67% 60% 63% 10

HRNext-Payroll 88% 93% 90% 40

HRNext-Time 90% 79% 84% 24

LIMS 90% 97% 94% 39

MARKETING CLOUD 100% 33% 50% 3

MDM - Vendita 0% 0% 0% 3
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MULESOFT 0% 0% 0% 3

MyAcademy 100% 67% 80% 3

OIG 91% 84% 88% 76

OPENTEXT 100% 50% 67% 4

ORACLE HCM 65% 58% 61% 19

Oracle Note Spese 100% 67% 80% 3

PITECO 100% 100% 100% 6

Portale Web Terzisti 68% 88% 77% 17

REMA 100% 75% 86% 4

RPA-HOPE 75% 100% 86% 3

RPA-HVAC 100% 100% 100% 7

SALESFORCE GWM 95% 95% 95% 22

SALESFORCE ***VENDI 84% 89% 87% 164

SAP 0% 0% 0% 11

SAP-BI 70% 65% 67% 120

SAP-BO 50% 40% 44% 5

SAP-BRIM 100% 67% 80% 3

SAP-BW 77% 74% 75% 31

SAP-BW/4 HANA 93% 88% 91% 104

SAP-CO 60% 60% 60% 5

SAP-CRM ***tech 100% 67% 80% 6

SAP-CRM/Nuovo CCT 60% 67% 63% 9

SAP-DBO 73% 77% 75% 133

SAP-DM Commerciale 51% 61% 56% 31

SAP-DM Operations 76% 71% 74% 141

SAP-Data Service 100% 85% 92% 13
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A.4. STARSPACE

SAP-EBDM 78% 81% 79% 31

SAP-EHS DPI 73% 79% 76% 14

SAP-FI 20% 11% 14% 9

SAP-FI/CA 72% 76% 74% 75

SAP-FO 71% 56% 63% 9

SAP-HR 94% 100% 97% 15

SAP-MD 39% 40% 39% 30

SAP-MDG 75% 81% 78% 26

SAP-MM 78% 82% 80% 34

SAP-PI 50% 33% 40% 3

SAP-PM 61% 58% 59% 33

SAP-SD 100% 67% 80% 15

SAP-SDD 63% 63% 63% 19

SAP-SRM 88% 70% 78% 10

SAP-SRP 88% 94% 91% 16

SAP-SSA 93% 72% 81% 53

SAP-VIM 100% 60% 75% 5

SAP-WASTE 100% 46% 63% 13

SAP-WM 75% 71% 73% 38

SIEBEL 82% 91% 86% 132

STAMPE_ISU 89% 89% 89% 61

Sac Ambiente 80% 80% 80% 5

ServiziOnLine 50% 83% 62% 6

Sistema Comuni 88% 100% 93% 7

Sistema DUALE 75% 75% 75% 4

Sito Gruppo*** 91% 96% 93% 51
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

Sito ***Comm 84% 89% 86% 18

Sito In*** 82% 90% 86% 10

YUBIK LEGALE 83% 83% 83% 12

YuBSC 100% 100% 100% 25

xxx ALTRO 29% 20% 24% 10

Accuracy 78% 78% 78% 2081

Macro avg 73% 69% 70% 2081

Weighted avg 78% 78% 78% 2081

Table A.4: StarSpace complete classification report.
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A.5. BERT: ITALIAN BASED XXL

A.5 BERT: Italian based XXL

Class Precision Recall F1-score Support

4U 100% 100% 100% 6

ARCHIBUS 50% 50% 50% 4

ARCHIFLOW Protocollo 91% 82% 86% 39

AZURE DataBricks 50% 86% 63% 7

App DPI 0% 0% 0% 6

App Geocall Pronto I 0% 0% 0% 3

App Prevent. Lavori 100% 100% 100% 4

BEAM 88% 91% 89% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 95% 95% 95% 22

DOCFLOW 0% 0% 0% 3

ESRI GIS 86% 60% 71% 10

EngageOne 75% 38% 50% 8

GEOCALL 68% 90% 78% 21

HDA 74% 74% 74% 23

HEROKU 42% 67% 52% 12

HRNext 100% 33% 50% 3

HRNext-MasterData 43% 30% 35% 10

HRNext-Payroll 77% 93% 84% 40

HRNext-Time 94% 67% 78% 24

LIMS 100% 100% 100% 39

MARKETING CLOUD 100% 33% 50% 3

MDM - Vendita 50% 33% 40% 3

MULESOFT 0% 0% 0% 3
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

MyAcademy 100% 100% 100% 3

OIG 84% 84% 84% 76

OPENTEXT 67% 50% 57% 4

ORACLE HCM 100% 58% 73% 19

Oracle Note Spese 75% 100% 86% 3

PITECO 100% 100% 100% 6

Portale Web Terzisti 56% 82% 67% 17

REMA 100% 50% 67% 4

RPA-HOPE 100% 100% 100% 3

RPA-HVAC 88% 100% 93% 7

SALESFORCE GWM 92% 100% 96% 22

SALESFORCE ***VENDI 85% 91% 88% 164

SAP 0% 0% 0% 11

SAP-BI 64% 80% 71% 120

SAP-BO 100% 40% 57% 5

SAP-BRIM 100% 100% 100% 3

SAP-BW 84% 68% 75% 31

SAP-BW/4 HANA 87% 93% 90% 104

SAP-CO 50% 20% 29% 5

SAP-CRM ***tech 75% 50% 60% 6

SAP-CRM/Nuovo CCT 42% 56% 48% 9

SAP-DBO 72% 80% 76% 133

SAP-DM Commerciale 76% 52% 62% 31

SAP-DM Operations 77% 77% 77% 141

SAP-Data Service 100% 92% 96% 13

SAP-EBDM 79% 87% 83% 31
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A.5. BERT: ITALIAN BASED XXL

SAP-EHS DPI 60% 86% 71% 14

SAP-EHS DPI 50% 11% 18% 9

SAP-FI/CA 67% 83% 74% 75

SAP-FO 100% 67% 80% 9

SAP-HR 100% 100% 100% 15

SAP-MD 53% 27% 36% 30

SAP-MDG 65% 77% 70% 26

SAP-MM 79% 79% 79% 34

SAP-PI 100% 33% 50% 3

SAP-PM 71% 30% 43% 33

SAP-SD 56% 60% 58% 15

SAP-SDD 91% 53% 67% 19

SAP-SRM 75% 90% 82% 10

SAP-SRP 94% 94% 94% 16

SAP-SSA 93% 72% 81% 53

SAP-VIM 75% 60% 67% 5

SAP-WASTE 100% 62% 76% 13

SAP-WM 69% 76% 72% 38

SIEBEL 88% 92% 90% 132

STAMPE_ISU 81% 82% 81% 61

Sac Ambiente 100% 60% 75% 5

ServiziOnLine 100% 83% 91% 6

Sistema Comuni 100% 100% 100% 7

Sistema DUALE 100% 75% 86% 4

Sito Gruppo*** 96% 90% 93% 51

Sito ***Comm 89% 89% 89% 18

140



APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

Sito In*** 77% 100% 87% 10

YUBIK LEGALE 91% 83% 87% 12

YuBSC 86% 100% 93% 25

xxx ALTRO 33% 30% 32% 10

Accuracy 79% 79% 79% 2081

Macro avg 76% 68% 70% 2081

Weighted avg 79% 79% 78% 2081

Table A.5: BERT Italian based XXL pretrained model (pooler output) complete
classification report.
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A.6. GILBERTO

A.6 GilBERTo

Class Precision Recall F1-score Support

4U 100% 100% 100% 6

ARCHIBUS 43% 75% 55% 4

ARCHIFLOW Protocollo 91% 77% 83% 39

AZURE DataBricks 67% 86% 75% 7

App DPI 60% 100% 75% 6

App Geocall Pronto I 0% 0% 0% 3

App Prevent. Lavori 100% 100% 100% 4

BEAM 83% 91% 87% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 95% 95% 95% 22

DOCFLOW 100% 67% 80% 3

ESRI GIS 100% 60% 75% 10

EngageOne 42% 62% 50% 8

GEOCALL 67% 86% 75% 21

HDA 100% 70% 82% 23

HEROKU 44% 67% 53% 12

HRNext 67% 67% 67% 3

HRNext-MasterData 70% 70% 70% 10

HRNext-Payroll 93% 95% 94% 40

HRNext-Time 95% 83% 89% 24

LIMS 100% 100% 100% 39

MARKETING CLOUD 50% 33% 40% 3

MDM - Vendita 0% 0% 0% 3

MULESOFT 0% 0% 0% 3
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

MyAcademy 100% 100% 100% 3

OIG 87% 88% 88% 76

OPENTEXT 100% 50% 67% 4

ORACLE HCM 67% 63% 65% 19

Oracle Note Spese 100% 67% 80% 3

PITECO 100% 100% 100% 6

Portale Web Terzisti 52% 82% 64% 17

REMA 100% 75% 86% 4

RPA-HOPE 100% 100% 100% 3

RPA-HVAC 100% 100% 100% 7

SALESFORCE GWM 81% 95% 88% 22

SALESFORCE ***VENDI 88% 92% 90% 164

SAP 0% 0% 0% 11

SAP-BI 71% 75% 73% 120

SAP-BO 100% 40% 57% 5

SAP-BRIM 100% 100% 100% 3

SAP-BW 72% 68% 70% 31

SAP-BW/4 HANA 87% 93% 90% 104

SAP-CO 50% 40% 44% 5

SAP-CRM ***tech 80% 67% 73% 6

SAP-CRM/Nuovo CCT 56% 56% 56% 9

SAP-DBO 77% 82% 79% 133

SAP-DM Commerciale 49% 61% 54% 31

SAP-DM Operations 73% 72% 73% 141

SAP-Data Service 92% 85% 88% 13

SAP-EBDM 76% 84% 80% 31
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A.6. GILBERTO

SAP-EHS DPI 100% 71% 83% 14

SAP-EHS DPI 100% 44% 62% 9

SAP-FI/CA 86% 81% 84% 75

SAP-FO 100% 67% 80% 9

SAP-HR 94% 100% 97% 15

SAP-MD 38% 17% 23% 30

SAP-MDG 63% 65% 64% 26

SAP-MM 74% 74% 74% 34

SAP-PI 50% 33% 40% 3

SAP-PM 60% 55% 57% 33

SAP-SD 56% 60% 58% 15

SAP-SDD 86% 63% 73% 19

SAP-SRM 71% 100% 83% 10

SAP-SRP 100% 94% 97% 16

SAP-SSA 78% 79% 79% 53

SAP-VIM 75% 60% 67% 5

SAP-WASTE 67% 77% 71% 13

SAP-WM 64% 76% 70% 38

SIEBEL 88% 89% 89% 132

STAMPE_ISU 87% 85% 86% 61

Sac Ambiente 50% 20% 29% 5

ServiziOnLine 83% 83% 83% 6

Sistema Comuni 86% 86% 86% 7

Sistema DUALE 100% 100% 100% 4

Sito Gruppo*** 94% 92% 93% 51

Sito ***Comm 71% 83% 77% 18
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

Sito In*** 82% 90% 86% 10

YUBIK LEGALE 100% 67% 80% 12

YuBSC 86% 100% 93% 25

xxx ALTRO 67% 20% 31% 10

Accuracy 80% 80% 80% 2081

Macro avg 76% 72% 73% 2081

Weighted avg 80% 80% 79% 2081

Table A.6: GilBERTo (4 layers concatenation) complete classification report.
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A.7. HYBRID SYSTEM - SVM BASED

A.7 Hybrid System - SVM based

Class Precision Recall F1-score Support

4U 100% 83% 91% 6

ARCHIBUS 100% 100% 100% 4

ARCHIFLOW Protocollo 98% 100% 99% 39

AZURE DataBricks 100% 100% 100% 7

App DPI 57% 67% 62% 6

App Geocall Pronto I 67% 67% 67% 3

App Prevent, Lavori 80% 100% 89% 4

BEAM 89% 93% 91% 55

Creditflow-CVP 100% 100% 100% 4

DOC1 85% 100% 92% 22

DOCFLOW 100% 100% 100% 3

ESRI GIS 100% 90% 95% 10

EngageOne 36% 50% 42% 8

GEOCALL 80% 95% 87% 21

HDA 96% 96% 96% 23

HEROKU 80% 33% 47% 12

HRNext 100% 67% 80% 3

HRNext-MasterData 90% 90% 90% 10

HRNext-Payroll 100% 98% 99% 40

HRNext-Time 96% 100% 98% 24

LIMS 98% 100% 99% 39

MARKETING CLOUD 0% 0% 0% 3

MDM - Vendita 100% 100% 100% 3

MULESOFT 0% 0% 0% 3
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

MyAcademy 100% 100% 100% 3

OIG 91% 93% 92% 76

OPENTEXT 80% 100% 89% 4

ORACLE HCM 68% 79% 73% 19

Oracle Note Spese 100% 100% 100% 3

PITECO 86% 100% 92% 6

Portale Web Terzisti 73% 69% 71% 16

REMA 60% 75% 67% 4

RPA-HOPE 75% 100% 86% 3

RPA-HVAC 100% 100% 100% 7

SALESFORCE GWM 96% 100% 98% 22

SALESFORCE ***VENDI 83% 95% 89% 164

SAP 0% 0% 0% 11

SAP-BI 74% 81% 77% 120

SAP-BO 83% 100% 91% 5

SAP-BRIM 60% 100% 75% 3

SAP-BW 88% 90% 89% 31

SAP-BW/4 HANA 97% 97% 97% 104

SAP-CO 75% 60% 67% 5

SAP-CRM ***tech 67% 100% 80% 6

SAP-CRM/Nuovo CCT 86% 67% 75% 9

SAP-DBO 79% 86% 82% 133

SAP-DM Commerciale 57% 42% 48% 31

SAP-DM Operations 79% 78% 78% 141

SAP-Data Service 100% 92% 96% 13

SAP-EBDM 97% 90% 93% 31
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A.7. HYBRID SYSTEM - SVM BASED

SAP-EHS DPI 83% 71% 77% 14

SAP-FI 50% 56% 53% 9

SAP-FI/CA 84% 83% 83% 75

SAP-FO 78% 78% 78% 9

SAP-HR 88% 93% 90% 15

SAP-MD 70% 47% 56% 30

SAP-MDG 75% 58% 65% 26

SAP-MM 86% 94% 90% 34

SAP-PI 20% 33% 25% 3

SAP-PM 69% 61% 65% 33

SAP-SD 88% 93% 90% 15

SAP-SDD 100% 63% 77% 19

SAP-SRM 100% 80% 89% 10

SAP-SRP 94% 100% 97% 17

SAP-SSA 82% 87% 84% 53

SAP-VIM 100% 100% 100% 5

SAP-WASTE 86% 46% 60% 13

SAP-WM 74% 82% 78% 38

SIEBEL 92% 91% 91% 132

STAMPE_ISU 96% 82% 88% 61

Sac Ambiente 80% 80% 80% 5

ServiziOnLine 100% 100% 100% 6

Sistema Comuni 86% 86% 86% 7

Sistema DUALE 100% 75% 86% 4

Sito Gruppo*** 100% 96% 98% 51

Sito ***Comm 95% 100% 97% 18
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APPENDIX A. APPENDIX: DETAILED MODEL PERFORMANCE METRICS

Sito In*** 83% 100% 91% 10

YUBIK LEGALE 100% 100% 100% 12

YuBSC 100% 100% 100% 25

xxx ALTRO 33% 10% 15% 10

Accuracy 85% 85% 85% 2081

Macro avg 81% 81% 80% 2081

Weighted avg 85% 85% 85% 2081

Table A.7: Hybrid System SVM based complete classification report.
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