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Introduction

Quantum mechanics appears radically different from classical mechanics and its principles, such

as the superposition principle or the uncertainty principle, seem incompatible with classical physics.

Usually, these principles are directly encoded in the mathematical structure of quantum mechanics

which is based on the algebra of operators in a Hilbert spaces. In the standard approach the clas-

sical theory is considered an approximation of quantum mechanics, valid when quantum effects are

negligible, and it is formally recovered in the classical limit ~ → 0.

Actually, when classical mechanics is reformulated in the language of statistical mechanics it shows

many similarities with quantum theory. Indeed, in this form a classical theory can be completely re-

formulated in the mathematical framework of quantum mechanics leading to the problem of analyzing

what characteristics of quantum mechanics belong to its formalism, and what are genuine physical

effects.

In this thesis we will see that classical mechanics has a deeper structure, which is hidden in the

usual phase space formulation. Indeed, when classical theories are formulated in the Hilbert space

formalism the formal structure naturally leads to consider a dual approach, where the classical theory

reduces to the quantum theory when a suitable limit is taken.

The first indication that this may be possible, comes from the path integral formulation of QFT.

In the path integral formulation the probability amplitude for a quantum process is given by assigning

to each configuration φ a weight exp(iS[φ]/~), where S[φ] is the classical action of the configuration

φ, and by summing over all possible configurations of the system. In QFT all observable quantities

are obtained from vacuum expectation values of the quantum fields that give the correlators of the

theory. These correlators can be completely derived using the generating functional of the theory.

Given a field theory described by a classical action S[φ], where φ = (φ1, . . . , φn) are the fields of the

theory, the generating functional is

Z[J ] =

∫

Dφ exp (iS[φ]/~) exp

(

i

∫

Jφ/~

)

, (0.0.1)

where J is an external source. The definition of Z[J ] corresponds to the definition of the functional

Fourier transform of exp(iS[φ]/~). Then, it is natural to consider the inverse Fourier transform

exp(iS[φ]/~) =

∫

DJ Z[J ] exp

(

−i
∫

Jφ/~

)

. (0.0.2)

In this way we can consider exp(iS[φ]/~) as the generating functional of a dual theory Z[J ]. The

domain of the dual path integral is the space of the sources J . Because fields φ are in general distribu-

tions this forces J to be a test function (which belongs to Schwartz space for tempered distributions

or to the space of smooth functions with compact support). Equation (0.0.2) is essentially the Fourier

duality for the path integral. In the path integral formulation of a quantum theory, the classical limit
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is obtained using a stationary phase argument: when ~ → 0, the phase S[φ] in the path integral

oscillates rapidly and only the classical configurations φ such that δS[φ]/δφ = 0 give a non-vanishing

contribution. The fact that exp(iS[φ]/~) is given by the classical theory S[φ] suggests that it may be

possible to find a “quantum limit” where the quantum theory is given when we take the limit ǫ → 0 for

some dual constant ǫ. This also gives an alternative way of quantization: starting from the classical

theory and then taking the zero order in ǫ → 0 we “quantize” the theory.

The aim of this thesis is to verify if the heuristic idea, suggested by the path integral formalism, of

a “quantum limit”, where the classical theory reduces to the quantum one when a dual constant ǫ goes

to zero, reversing the standard interpretation in which classical mechanics is seen as an approximation

of quantum mechanics, can be realized for general theories and to give a physical interpretation of this

limit. This approach also shows how the quantum concepts emerge from a classical context and that,

in some cases, the differences between quantum mechanics and classical mechanics are very subtle.

The natural approach to analyze this problem is to consider some formulations of classical me-

chanics in the mathematical framework of Hilbert spaces where we can directly compare the classical

and the quantum structure and from which a path integral can be derived. In the thesis we do an

analysis to verify if the formal dual constant ǫ can be considered as a new fundamental constant and if

it can introduced with a physical argument that leads naturally to consider the quantum theory as a

limit of the classical theory. The physical meaning of this dual limit and its relation with the classical

limit and with the quantization procedure will be carefully analyzed.

We observe that obtaining the quantum theory as a limit of the classical one gives an alternative

to the usual quantization and may be used to understand in a deeper way the obstruction to quan-

tization. For example, in the context of field theory, if we start with a well defined classical theory

and reformulate it in the Hilbert space, using the limit we may obtain a quantum theory free from

singularities or, if singularities are present, we may verify if they are present already at the classical

level, and in this case they may be due to a “bad choice” of the space in which the theory is formulated,

or, if they arise only in the limit in which the theory becomes quantum, we can see directly what is

the origin of these singularities. In the literature are present various examples of “quantum limit”,

however this is usually treated only as a useful approximation and no systematic analysis of this limit

is present, in particular for theories which are crucial at a fundamental level, such as gauge theories

or gravity. In the thesis we try to give a coherent presentation of the results which concern the idea

of a quantum limit and try to extend to general theories these ideas.

The thesis is organized as follows. In the first chapter, we consider the well-know Koopman-

von Neumann (KvN) formulation of classical mechanics which expresses the classical theory using an

operatorial formalism and substituting the quantum commutation relation [x̂, p̂] = i~ with the classical

one [x̂, p̂] = 0. In this way we can derive a path integral representation for classical mechanics. We

show that, after a change of coordinate, the KvN path integral acquires a form very similar to the

quantum path integral which is directly related to the so called Wigner-Weyl (WW) formalism.

The WW formalism is then introduced in the second chapter. In this formalism, an isomorphism,

called Weyl transform, between functions on the classical phase space and self-adjoint operators in

Hilbert space is introduced. This isomorphism is usually used to reformulate quantum mechanics in the

classical phase, transporting all the structures of the Hilbert space in equivalent phase space structures.

Actually, although less known, also the opposite procedure is possible, thus we can transport the

classical commutative structure and the Poisson bracket dynamics in equivalent structures on the

Hilbert space. This formulation naturally allows to consider a quantum limit, considering the classical
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structure as a deformation of the quantum one, where the role of ~ is reversed because it measures

classical corrections to the quantum theory.

In the third chapter, we analyse the dynamics of several classical systems in the WW formalism

to explore their relation with the quantum theory. In particular, we show that the classical harmonic

oscillator dynamics coincides with the classical one and we analyse its classical properties. After this,

we move to systems with general potentials. We see that for non-quadratic potential another limit,

which is not directly related to the ~ limit, naturally appears, which involve a length scale instead of

an action and gives a sort of quantization procedure. In the general case, in particular if a non-trivial

metric is present, also a momentum scale appears which forces to consider a joint limit both in position

and in momentum, which seems a factorization of the ~ limit and seems of purely classical nature.

Finally, in the fourth chapter we extend the WW formalism to field theories to see in particular

its relation with the Fourier duality (0.0.2) observed in the QFT context.
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Chapter 1

Koopman von Neumann formulation of

classical mechanics

We start the analysis reformulating the classical theory using a quantum mechanics language.

The simplest way is to use the Koopman-von Neumann (KvN) operatorial formulation, that expresses

classical mechanics in terms of dynamics of wavefunctions in a Hilbert space, which, however, differs

from the quantum Hilbert space. From this formalism it is possible to derive a path integral formulation

which has an interesting relation with the ordinary quantum path integral and that naturally leads to

consider the WW formulation of classical mechanics.

1.1 From phase space to Hilbert space

Classical mechanics is usually formulated in terms of a Poisson algebra in a phase space manifold

M . In this formalism the pure states of the system are the points of M and the observables are smooth

functions on M , F ∈ C∞(M). The expectation value of F on a state x ∈ M is given simply by F (x).

The phase space M is endowed with a Poisson bracket which is a bilinear operator { , } on C∞(M)

that satisfies the following properties

1. {f, g} = −{g, f} (skew-symmetry) ,

2. {f, gh} = {f, g}h+ g{f, h} (Leibniz rule) ,

3. {f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0 (Jacobi identity) .

Using the Poisson bracket we can define the evolution of an observable f

df

dt
= {f,H} , (1.1.1)

where H is the hamiltonian function, which defines the dynamics of the system and is a conserved

quantity. This formulation is the classical analogue of the Heisenberg picture in quantum mechanics

and in fact the properties of the Poisson bracket are the same of the commutator. The key difference

is that the algebra of classical observables is commutative while in the quantum case the observables

are the self-adjoint operators of an Hilbert Space, that in general do not commute. A concrete

representation of the phase space formalism can be obtained introducing coordinates on M . For

simplicity, we restrict to the symplectic case, where M is an even-dimensional manifold. This means

that it is locally diffeomorphic to R
2n and we can introduce a pair of coordinates (q, p) which are the

generalized positions and momenta that label the point of M . It can be shown (Darboux’s theorem)
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that it is always possible to choose a set of coordinates such that the Poisson bracket reduces to the

canonical one

{f, g} =
∂f

∂qj
∂g

∂pj
− ∂g

∂qj
∂f

∂pj
, (1.1.2)

where we have used Einstein convention on repeated indices. This result means that, neglecting

topological problems, we can always work with M = R
2n and in the following we consider only this

case. In canonical coordinates the evolution of the pure states (q, p) are given by Hamilton’s equations

dqj

dt
=
∂H

∂pj
,

dpj
dt

= −∂H

∂qj
. (1.1.3)

This formalism can be easily extended to classical statistical systems characterized by a probability

density in phase space ρ(q, p) that gives the probability to find a particle in the state (q, p) if a

measurement is performed and that satisfies the following properties

1.
∫

dqdp ρ(q, p) = 1 ,

2. ρ(q, p) ≥ 0 .

The expectation value of an observable f on the mixed state ρ is given by

〈f〉ρ =

∫

dqdp f(q, p)ρ(q, p) . (1.1.4)

We can embed the set of pure states M in the set of the mixed states given by the probability

distributions on M associating to the phase space point (q0, p0) the Dirac delta δ(q − q0)δ(p − p0).

Substituting in (1.1.4) we obtain

〈f〉(q0,p0) =

∫

dqdp f(q, p)δ(q − q0)δ(p− p0) = f(q0, p0) . (1.1.5)

The evolution of the phase space probability density ρ(q, p, t) is given by the Liouville’s theorem which

states that ρ satisfies, along any solution (q(t), p(t)) of (1.1.3), the Liouville equation

dρ

dt
=

∂ρ

∂qj
q̇j +

∂ρ

∂pj
ṗj +

∂ρ

∂t
= {ρ,H} +

∂ρ

∂t
= 0 . (1.1.6)

The meaning of this equation is that ρ is conserved along the trajectories of the system in phase space.

Introducing the liouvillian operator

L = i{H, } = i
∂H

∂qj
∂

∂pj
− i

∂H

∂pj

∂

∂qj
, (1.1.7)

and denoting ρ̇ = ∂tρ we can rewrite equation (1.1.5) in the form

iρ̇ = Lρ , (1.1.8)

which has a structure that resembles the Schrödinger equation.

1.2 Koopman-von Neumann postulates for classical mechanics

The above analysis shows that the statistical formulation of classical mechanics in phase space

is very similar to quantum mechanics in Schrödinger picture. Then, it is natural to ask if classical
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mechanics, in its statistical version, can be formulated in the formalism of Hilbert spaces. This was

done by Koopman and von Neumann in [7] and [8].

In analogy with quantum mechanics we introduce a separable complex Hilbert space H and denote

by 〈φ|ψ〉 its inner product. States |ψ〉 correspond to rays in H, i.e. normalized vectors 〈ψ|ψ〉 = 1

defined up to a phase. Observables Â are given by the self-adjoint operators on H and the expectation

value on a state |ψ〉 is defined by

〈Â〉ψ = 〈ψ|Â|ψ〉 . (1.2.1)

In particular, an observable admits a orthonormal basis of eigenstates |λn〉 (in the general case a Dirac

completeness) and also in the classical case we interpret the expectation value 〈Π(λn)〉ψ = | 〈λn|ψ〉 |2
on the projector Π(λn) = |λn〉〈λn| as the probability to get the value λn in the state |ψ〉, that is the

Born rule. The time evolution is given by a unitary representation of the time translations Û(t). By

the Stone’s theorem we can always find a self-adjoint operator L̂ that generates the time translations

Û(t) = exp(−iL̂t) . (1.2.2)

The evolution of the states, in Schrödinger picture, is given by |ψ(t)〉 = Û(t) |ψ〉. Taking the derivative

with respect to t, we obtain the Schrödinger equation

i
d

dt
|ψ(t)〉 = L̂ |ψ(t)〉 . (1.2.3)

The above postulates are the same of quantum mechanics. The difference between the two cases

lies in the commutation relations between positions and momenta operators. Considering for simplicity

a one-dimensional system, let x̂ and p̂ be the position and momentum operators respectively. In the

quantum case we assume the canonical quantization prescription, that substitutes the classical Poisson

bracket { , } with the commutator [ , ]/i~

[x̂, p̂] = i~ . (1.2.4)

From the axioms of quantum mechanics (that are also the classical ones) follows that non-trivial

commutation between two observables Â and B̂ implies an uncertainty relation between the two

observables which limits the accuracy of simultaneous measurements of Â and B̂. In the classical case

we can determine with arbitrary precision the initial conditions in phase space (x, p) and this means

that, in the Hilbert space formalism, x̂ and p̂ commute

[x̂, p̂] = 0 . (1.2.5)

Another consequence of (1.2.5) is that x̂ is not a complete set of commuting observables meaning

that given a state |ψ〉 the spatial wavefunction ψ(x) = 〈x|ψ〉 does not uniquely determine the state.

We obtain a complete set if we include the momentum, obtaining the phase space wavefunction

ψ(x, p) = 〈x, p|ψ〉. We notice that, according to the Born rule, |ψ(x, p)|2 is the probability density

to find a particle in (x, p) when a measurement is done on the system, that is the definition of the

classical probability density ρ(q, p) in phase space. Thus, we have ρ(q, p) = |ψ(x, p)|2. We can also

introduce the Dirac completeness
∫

dxdp |x, p〉〈x, p| = 1 . (1.2.6)

The fact that (x̂, p̂) is a complete set of observables leads to a deep difference between the classical case
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and the quantum case. Assuming that physical observables are functions of x̂ and p̂ only, it means

that the only pure states are those localized in a phase space point, ψ(x, p) = δ(x − x0)δ(p − p0).

To understand this fact we use the algebraic approach, defining a state ψ as a linear functional on

the space of observables whose value 〈Â〉ψ corresponds to the expectation value of an observable Â

in the state ψ. A state is called mixed if it can be written as a convex combination of other states

otherwise is called pure. Physically, a mixed state is a state obtained mixing different ensembles. The

uncertainty associated to this state is not intrinsic but epistemic, because depends on our ignorance

on the real state of the system. Considering an observable of the form f(x̂, p̂), its expectation value

on a generic state |ψ〉 is

〈f(x̂, p̂)〉ψ = 〈ψ|f(x̂, p̂)|ψ〉 =

∫

dxdpdx′dp′ ψ∗(x′, p′)ψ(x, p)
〈

x′, p′
∣

∣f(x̂, p̂)
∣

∣x, p
〉

= (1.2.7)

=

∫

dxdp |ψ(x, p)|2f(x, p) =

∫

dxdp ρ(x, p)f(x, p) = (1.2.8)

=

∫

dxdp ρ(x, p)〈f(x̂, p̂)〉(x,p) , (1.2.9)

where we used 〈f(x̂, p̂)〉(x,p) = f(x, p). This is exactly the rule (1.1.4) and, because ρ is a probability

distribution, we have that, in the algebraic sense, ψ is a mixed state because it is a convex combination

of the states (x, p), in agreement with the determinism of classical mechanics which implies that, in

principle, we can have complete knowledge on the initial conditions of the system.

We now consider equation (1.2.3) in the representation (x, p). In the Heisenberg picture the

observables evolve according to Heisenberg equation

Â(t) = Û †(t)ÂÛ(t) → i
dÂ

dt
= [Â(t), L̂] . (1.2.10)

Consistency with the classical case requires that x̂ and p̂ satisfy Hamilton’s equations (we omit the

time dependence)

dx̂

dt
= −i[x̂, L̂] =

∂H

∂p
(x̂, p̂) , (1.2.11)

dp̂

dt
= −i[p̂, L̂] = −∂H

∂x
(x̂, p̂) . (1.2.12)

Equations (1.2.11) and (1.2.12) imply that the commutator of L̂ with x̂ and p̂ is nonvanishing. Then

L̂ cannot be a classical observable that is only function of x̂ and p̂ because they commute. We notice

that in the classical case the hamiltonian is not the generator of the time translations, because it is

a function of x̂ and p̂ only. Thus we are forced to introduce two auxiliary parameters λ̂x and λ̂p that

are canonically conjugated to x̂ and p̂ respectively

[x̂, λ̂x] = i , (1.2.13)

[p̂, λ̂p] = i , (1.2.14)

and the other commutators are vanishing. Using (1.2.13) and (1.2.14) we can get equations (1.2.11)

and (1.2.12) by setting

L̂ =
∂H

∂p
(x̂, p̂) λ̂x − ∂H

∂x
(x̂, p̂) λ̂p . (1.2.15)

Since in the (x, p) representation 〈x, p|x̂|ψ〉 = xψ(x, p) and 〈x, p|p̂|ψ〉 = pψ(x, p), in order to satisfy
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(1.2.13) and (1.2.14) we have

〈x, p|λ̂x|ψ〉 = −i∂ψ
∂x

(x, p) , 〈x, p|λ̂p|ψ〉 = −i∂ψ
∂p

(x, p) . (1.2.16)

The action of L̂ on a state |ψ〉 in the (x, p) representation reads

〈x, p|L̂|ψ〉 = i

(

∂H

∂x

∂ψ

∂p
− ∂H

∂p

∂ψ

∂x

)

(x, p) = i{H,ψ}(x, p) = Lψ(x, p) , (1.2.17)

therefore L̂ corresponds to the liouvillian operator of equation (1.2.3) and ψ(x, p, t) satisfies the Liou-

ville equation

iψ̇(x, p, t) = Lψ(x, p, t) . (1.2.18)

Because, ρ(x, p) = |ψ(x, p)|2, equation (1.2.18) implies (we omit the dependence on x, p, t)

iρ̇ = ψ∗Lψ + ψLψ∗ = ψ∗{H,ψ} + ψ{H,ψ∗} = {H, ρ} , (1.2.19)

where we have used the Leibniz rule for the Poisson bracket. This also proves that ρ(x, p) = |ψ(x, p)|2
satisfies the classical Liouville equation, implying that the KvN formulation is completely equivalent

to the standard phase space approach.

1.3 Classical path integral from the KvN formalism

In order to investigate the relations with quantum mechanics and with the QFT Fourier duality

(0.0.2), in this section we want to apply the KvN formalism to derive a path integral representation for

classical transition amplitudes. Because the duality (0.0.2) appears in the QFT context, we consider

directly field theories. For simplicity, we set ~ = 1.

Consider a classical scalar field φ. We associate to this field a field operator φ̂ and its (classical)

conjugate momentum ν̂. The classical nature of these fields implies that they commute

[φ̂(x, t), ν̂(y, t)] = 0 ,∀t . (1.3.1)

To simplify the notation we denote the integral
∫

f(x̄)g(x̄) d3x by f · g. To obtain the path-integral

we consider a hamiltonian H, of the form

H[φ̂, ν̂] =
1

2
ν̂ · ν̂ + V [φ̂] . (1.3.2)

The equations of motion read

d

dt
φ̂ =

δH

δν
[φ̂, ν̂] = ν̂ , (1.3.3)

d

dt
ν̂ = −δH

δφ
[φ̂, ν̂] = −δV

δφ
[φ̂] . (1.3.4)

As said in the previous section, we cannot obtain these equations from the commutator of φ̂ and ν̂,

hence we introduce some auxiliary fields π̂ and λ̂ that are conjugated respectively to φ̂ and ν̂

[φ̂(x, t), π̂(y, t)] = iδ(x̄− ȳ) , (1.3.5)

[ν̂(x, t), λ̂(y, t)] = iδ(x̄− ȳ) , (1.3.6)
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where (in natural units) π has the dimension of φ̇ and λ has the dimension of φ. The generator of the

classical time evolution L̂ is the liouvillian operator

L̂ = π̂ · ν̂ − δV

δφ
[φ̂] · λ̂ . (1.3.7)

Using L̂ we can define the unitary time evolution operator

U(t) = exp(−iL̂t) . (1.3.8)

Introducing the field in Heisenberg picture as

φ̂(x, t) = U †(t)φ̂(x)U(t) , (1.3.9)

we get

d

dt
φ̂ =

[φ̂, L̂]

i
= ν̂ , (1.3.10)

d

dt
ν̂ =

[ν̂, L̂]

i
= −δV

δφ
[φ̂] , (1.3.11)

which are the equations of motion (1.3.3), (1.3.4).

Following the same steps of the quantum case, we can derive the path integral associated to this

operatorial formulation. To do this we have to consider paths in the space (φ, λ). We notice that this

is not the usual phase space but a new configuration space where we have a “gauge” field λ. As in

the quantum case, we define a classical vacuum state |0cl〉 which is invariant under time translation.

The quantum fields φ̂(x, t), λ̂(x, t) can be seen, at every time t, as a collection of commuting quantum

operators labelled by x̄, to which corresponds a Dirac completeness1

∫

dφdλ |φ, λ〉 〈φ, λ| = 1 , (1.3.12)

where we have defined the functional measure

dφdλ =
∏

x

dφ(x)dλ(x) . (1.3.13)

We start from the transition amplitude

〈

φ′, λ′, t
∣

∣φ, λ
〉

=
〈

φ′, λ′
∣

∣ exp(−iL̂t) |φ, λ〉 . (1.3.14)

As in the quantum case we do a time slicing, splitting the interval [0, t] in N parts of length ε = t/N

1With the ket |φ, λ, t〉 we mean a common generalized eigenstate of the collection of quantum operators that forms
the quantum fields at time t, φ̂(x, t), λ̂(x, t). The eigenvalues relative to this common state form the classical fields
φ(x̄, t), λ(x̄, t).
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and inserting N Dirac completeness

〈

φ′, λ′
∣

∣ exp(−iL̂t) |φ, λ〉 = lim
N→+∞

〈

φ′, λ′
∣

∣

[

exp(−iL̂ε)
]N

|φ, λ〉 = (1.3.15)

= lim
N→+∞

〈

φ′, λ′
∣

∣

[

exp (−iεπ̂ · ν̂) exp

(

iε
δV

δφ
[φ̂] · λ̂

)]N

|φ, λ〉 = (1.3.16)

= lim
N→+∞

(

N−1
∏

n=1

∫

dφdλ

)

N−1
∏

n=0

〈φn+1, λn+1| exp (−iεπ̂ · ν̂) exp

(

iε
δV

δφ
[φ̂] · λ̂

)

|φn, λn〉 . (1.3.17)

In the previous equations we have denoted φN = φ′, φ0 = φ, tn = nε and in (1.3.15) we have used the

Trotter product formula

exp
(

Â+ B̂
)

= lim
N→+∞

[

exp
(

Â/N
)

exp
(

B̂/N
)]N

. (1.3.18)

To get the path integral we consider the matrix element

〈φn+1, λn+1| exp (−iεπ̂ · ν̂) exp

(

iε
δV

δφ
[φ̂] · λ̂

)

|φn, λn〉 = (1.3.19)

=

∫

dνdπ 〈φn+1, λn+1| exp (−iεπ̂ · ν̂) |π, ν〉 〈π, ν| exp

(

iε
δV

δφ
[φ̂] · λ̂

)

|φn, λn〉 = (1.3.20)

=

∫

dνdπ exp

[

iε

(

δV

δφ
[φ] · λ− π · ν

)]

〈φn+1, λn+1|π, ν〉 〈π, ν|φn, λn〉 = (1.3.21)

=

∫

dνdπ exp

[

iε

(

δV

δφ
[φ] · λ− π · ν +

(φn+1 − φn)

ε
· π − (λn+1 − λn)

ε
· ν
)]

= (1.3.22)

=

∫

dνdπ exp

[

iε

(

δV

δφ
[φ] · λ− π · ν + φ̇n · π − λ̇n · ν

)]

, (1.3.23)

where we have defined ȧn = (an+1−an)
ε .

To integrate out the momenta (ν, π) is convenient to change coordinates defining

χ+ =
π + ν√

2
, χ− =

π − ν√
2

, (1.3.24)

π =
χ+ + χ−√

2
, ν =

χ+ − χ−√
2

. (1.3.25)

Substituting in (1.3.23) we get

∫

dνdπ exp

[

iε

(

δV

δφ
[φ] · λ− π · ν + φ̇n · π − λ̇n · ν

)]

= (1.3.26)

=

∫

dχ+dχ− exp







iε





δV

δφ
[φ] · λ− 1

2

(

χ+ +

√
2

2
(λ̇n − φ̇n)

)2

+
1

2

(

χ− +

√
2

2
(λ̇n + φ̇n)

)2

− λ̇n · φ̇n











,

(1.3.27)

which is a gaussian integral. Integrating and substituting in (1.3.16) we finally obtain the path integral

∫

φ→φ′

λ→λ′

DφDλ exp

(

i

∫ t

0

δV

δφ
[φt] · λt − φ̇t · λ̇t dt

)

=

∫

φ→φ′

λ→λ′

DφDλ exp

[

i

∫ t

0

(

φ̈t +
δV

δφ
[φt]

)

· λt
]

.

(1.3.28)

We observe that in the path integral weight appear the classical equations of motion φ̈ + δV
δφ [φ]. We
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denote, as in the spatial case, A ·B =
∫

d4xA(x)B(x). The classical path integral takes the form

∫

φ→φ′

λ→λ′

DφDλ exp

(

i
δS

δφ
[φ] · λ

)

. (1.3.29)

The path integral derived here is related to the paths from (φ, λ) to (φ′, λ′). Using the Gell-Mann

and Low theorem we can relate this to the vacuum-vacuum amplitude2 〈0cl|0cl〉 that coincides with

(1.3.29) in the limit3 t → +∞ and assuming an adiabatic interaction. In this limit the path integral

becomes independent of the boundary conditions and we obtain the classical partition function

Zcl = 〈0cl|0cl〉 =

∫

DφDλ exp

(

−iδS
δφ

[φ] · λ
)

=

∫

Dφ δ

(

δS

δφ
[φ]

)

= (1.3.30)

=

∫

Dφ δ(φ− φcl) det

[

δ2S

δφδφ
[φcl]

]−1

, (1.3.31)

where φcl is the classical path, that solves the classical equations of motion. The weight of the classical

path integral is, up to a constant, just a Dirac delta localized on the classical path, as the classical

path integral formulated in [5]. This means that only the classical path contributes, as expected. The

term det
[

δ2S
δφδφ [φcl]

]−1
is just a constant4 and is related to the so called Van Vleck-Pauli-Morette factor

√

− 1

2πi~

∂2S

∂xi∂xf
[xcl] , (1.3.32)

which appears in the semiclassical approximation of the path integral in quantum mechanics. In the

free case, this corresponds to the well-known factor

(

m

2πi~t

)n/2

, (1.3.33)

where n is the dimension of the configuration space. The above analysis shows that the square of

this factor is present already at the classical level and suggests that quantum mechanics requires a

“factorization” of the classical dynamics as we show in the next section.

1.4 Relation with the quantum path integral

We want to see the relation between the classical partition function Zcl and the quantum one. We

start considering the expression of the classical partition function where λ is not integrated out

Zcl =

∫

DφDλ exp

(

i
δS

δφ
[φ] · λ

)

. (1.4.1)

We observe that the phase of the path integral has the form of the first order Taylor expansion around

the configuration φ with increment given by the field λ. We show that this indeed is related to the

quantum partition function if λ is treated as a “small” parameter, in a suitable sense. Let Z be the

2The nature of this classical vacuum is not clear at this stage. In the following chapters we will show that for free
theories it essentially coincide with the quantum Fock vacuum. In the interacting case we will see that it is related to
the classical Boltzmann distribution.

3It is convenient to replace the interval [0, t] with [−t, t] to have a symmetric limit.
4This is true if, given the boundary conditions, the classical solution is unique, otherwise we have to sum over all

solutions. We ignore here problems which arise if multiple solution are present.
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quantum partition function

Z =

∫

Dφ exp (iS[φ]) , (1.4.2)

and consider the quantum probability associated to this amplitude, i.e. its square modulus

|Z|2 =

∫

Dφ1Dφ2 exp (iS[φ1] − iS[φ2]) . (1.4.3)

Note that the change of variables

φ =
φ1 + φ2

2
, λ = φ1 − φ2 , (1.4.4)

φ1 = φ+
λ

2
, φ2 = φ− λ

2
, (1.4.5)

leads to the following equation for the quantum probability

|Z|2 =

∫

DφDλ exp (iS[φ+ λ/2] − iS[φ− λ/2]) . (1.4.6)

This equation shows that the quantum probability (square of the amplitude) is given by considering

a configuration φ and looking at all the possible fluctuations λ around φ. In particular, the weight

of the path integral is given by the difference of the action between the extrema of a “segment” with

midpoint φ and length λ. The form of (1.4.6) is similar to the form of the classical partition function

Zcl given by (1.4.1) and indeed there is a simple relation between them. We consider the phase of the

quantum probability

S[φ+ λ/2] − S[φ− λ/2] , (1.4.7)

and we treat λ as a “small” parameter, λ << φ. Therefore, we can expand equation (1.4.7) around φ

with respect to λ

S[φ+ λ/2] − S[φ− λ/2] = S[φ] − S[φ] +
δS

δφ
· λ+O(λ)3 =

δS

δφ
· λ+O(λ)3, (1.4.8)

which shows that at first order the classical and quantum phases which enter in the path integral

are equivalent. However, at this level it is difficult to interpret it as a classical, or quantum, limit

because in the path integral we have to integrate over all possible “fluctuations” λ and this means

that the assumption λ << φ in general is not satisfied. The approximation shows that the classical

and quantum theories are equivalent in the regime in which λ is small which can be possible only if in

the path integral we restrict to observable quantities which are, in some sense, localized in λ. We can

also do the opposite procedure expressing the classical partition function in terms of the “quantum”

variables φ1, φ2

Zcl =

∫

Dφ1Dφ2 exp

(

i
δS

δφ

[

φ1 + φ2

2

]

· λ
)

. (1.4.9)

It is interesting to consider (1.4.9) in the case of particle mechanics. Consider a classical particle with

action

S[x] =

∫ t

0

1

2
mẋ2 − V (x) dt . (1.4.10)
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Setting, (λx, x) at t = 0 and (λy, y) at t as boundary conditions, we have that the path integral

representation of the classical propagator K(λx, x, λy, y, t) is

K(λx, x, λy, y, t) =

∫

x→y
λx→λy

DzDλz exp

(

i

∫ t

0

δS

δz
[z]λ dt

)

. (1.4.11)

Introducing coordinates z1 and z2, analogous to the fields φ1 and φ2

z =
z1 + z2

2
, λ = z1 − z2 , (1.4.12)

z1 = z +
λ

2
, z2 = z − λ

2
, (1.4.13)

and making the change of coordinates in the path integral, we obtain

Kcl(x1, y1, x2, y2, t) =

∫

x1→y1
x2→y2

Dz1Dz2 exp

(

i

∫

δS

δz

[

z1 + z2

2

]

(z1 − z2) dt

)

. (1.4.14)

Using (1.4.10) we can calculate explicitly the variation of S around a path z. For an increment ǫ,

which is a path ǫ(t) such that ǫ(0) = ǫ(t) = 0, the variation of the action around the path z is

δS[z]ǫ =
d

dλ
S[z + λǫ]

∣

∣

∣

λ=0
=

∫ t

0
mẋǫ̇+ V ′(x)ǫ dt (1.4.15)

and by definition of functional derivative we have

δS[z]ǫ =

∫ t

0

δS

δz
[z]ǫ dt , (1.4.16)

which implies that (1.4.15) is exactly the argument of the exponential in (1.4.14) for an increment

ǫ = z1 − z2 in a point z = (z1 + z2)/2. We observe that, by definition of increment, we are forced

to impose the boundary conditions x1 = x2 = x and y1 = y2 = y in order to have z1 = z2 at the

boundary, meaning that the fluctuation ǫ = z1 − z2 vanishes at the boundary. Substituting in (1.4.14)

we obtain

Kcl(x1, y1, x2, y2, t) =

∫

x→y

Dz1Dz2 exp

(

i

∫

1

2
m(ż2

1 − ż2
2) + V ′

(

z1 + z2

2

)

(z1 − z2) dt

)

. (1.4.17)

In this case it is natural to interpret (x+ y)/2 as the center of a region of radius |x− y| in which the

particle is localized . We observe that the kinetic part is the same of the quantum case (considering

the modulus square of the amplitude) and this is due to the fact that the kinetic term is quadratic in

ż. Indeed, for a quadratic potential we have V ′[z1 + z2)/2](z1 − z2) = V (z1) − V (z2) and the classical

dynamics coincides with the quantum one.

In the following we will see that for quadratic hamiltonians the dynamics of the classical theory is

completely equivalent to the quantum one, in particular this means that also free classical field theories

are dynamically equivalent to the quantum one, the difference arises when a non trivial interaction is

introduced. We notice that for a generic potential in the approximation of “small distances” (x−y) <<

L, for some length scale L, this term reduces to the quantum one as previously observed. This

approximation seems different from the ordinary classical limit which is usually considered to relate

the quantum theory with the classical one. In this formalism, the two theories seems equivalent, we
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can start with one theory and in the small λ regime we approach the other. This fact conceptually

resembles a sort of “universality” of the theories, classical or quantum, which becomes the same in the

“infrared” limit λ → 0. In the case of particle mechanics λ = (x− y) meaning that this limit involves

a length scale. It is natural to ask if there is a relation between this approximation and the standard

classical limit ~ → 0.

We will show that a dual limit, in which the classical theory reduces to the quantum one when

~ → 0, exists, but the approximation (1.4.8) is not equivalent to this dual limit and has a different

nature.

The key property of the quantum path integral which gives the transition probability is that it

can be factorized in two path integrals which give the probability amplitude. This is the property

which characterizes quantum dynamics and allows to restrict the dynamics in such a way that a

wavefunction description in the quantum Hilbert space H = L2(Rn) is possible. In the classical case,

this factorization cannot be obtained in general, in particular, the dynamics is defined only on the

“square” of H ≃ L2(R2n), as we will see in the next chapter using Wigner-Weyl formalism from which

the path integral (1.4.14) can be directly derived and which makes more clear the meaning of the

formal approximation (1.4.8).
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Chapter 2

Wigner-Weyl formalism for classical

mechanics

The KvN formalism shows that classical statistical mechanics can be reformulated in a way that

strongly resembles quantum mechanics. In particular the only differences between the quantum case

and the classical one lies in the commutation relation between x̂ and p̂ and in the form of the generator

of time translations L̂ that differs from the ordinary Hamiltonian and requires the introduction of

auxiliary parameters. From this picture it emerged that it is possible to generally recover quantum

mechanics using the approximation (1.4.8) but the nature of this approximation is unclear and it is

not clear if it has a relation with the limit ~ → 0.

Starting again from the Liouville equation, a more suggestive formulation, from the dynamical

point of view, can be given using the so called Wigner-Weyl (WW) formalism which was originally

introduced to formulate quantum mechanics in phase space. In the following sections we review

the WW formalism for quantum mechanics and then we apply it to classical mechanics. This gives

interesting relations between classical and quantum dynamics, it explicitly shows the obstructions

that separates classical dynamics from the quantum one and that the limit ~ → 0 admits a dual

interpretation in which it measures “classical corrections” to the quantum dynamics. Finally, it clarifies

the nature of the approximation (1.4.8) that we will see gives an alternative “quantization” procedure.

2.1 Wigner-Weyl formalism

In this section we introduce the WW formalism which allows to reformulate quantum mechanics

in phase space and can also be used to reformulate classical mechanics in a way which resembles

quantum mechanics. For simplicity, in the following we consider a particle with phase space (q, p) ∈ R
2,

the formalism can be easily generalized to arbitrary dimension simply replacing the one-dimensional

variables with their higher dimensional counterpart.

The problem of quantization of a classical systems leads Hermann Weyl to introduce a map between

functions on the classical phase space M and symmetrized self-adjoint operators on the quantum

Hilbert space H = L2(R). For this purpose in [9] Weyl introduced the so called Weyl transform

Φ[f ] ≡ f̂ =

∫

dadb f̃(a, b) exp[i(ax̂+ bp̂)/~] , (2.1.1)

f̃(a, b) =
1

(2π~)2

∫

dqdp f(q, p) exp[−i(aq + bp)/~] , (2.1.2)

where x̂, p̂ are the quantum position and momentum operators respectively. The Weyl transform asso-
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ciates to a function f(q, p) of the phase space a self-adjoint operator f̂ which for a polynomial P (q, p)

corresponds to the completely symmetrized polynomial operator Symm[P (x̂, p̂)], which defines the

Weyl quantization rule. For example Φ(qp) = (x̂p̂+ p̂x̂)/2,Φ(qp2) = (x̂p̂2 + x̂p̂x̂+ p̂2x̂)/3. It is inter-

esting to notice that this transform is invertible giving a completely identification of the mathematical

structures of the classical phase space with the structures of the quantum Hilbert space. The inverse

transformation is called Wigner transform and is defined by

W [f̂ ](q, p) ≡ f(q, p) ≡ Φ−1[f̂ ](q, p) =

∫

dy exp(−ipy/~) 〈q + y/2|f̂ |q − y/2〉 . (2.1.3)

The map (2.1.3) was first introduced in [10] by Wigner for density matrices ρ̂ to study the quantum

corrections to classical statistical mechanics. If it is applied to a pure state |ψ〉〈ψ| the Wigner transform

gives the so called Wigner function

ψ(q, p) =

∫

dy exp(−ipy/~)ψ∗(q − y/2)ψ(q + y/2) . (2.1.4)

that satisfies the property
∫

dqdp ψ(q, p) = 1 and is a real function, but in general it is not pos-

itive definite so it cannot be interpreted as a probability distribution in phase space and is called

a “quasiprobability distribution”. Nevertheless, the marginal probability distributions of ψ(q, p) ob-

tained integrating out p or q correspond exactly to the probability of finding a particle with position

q or momentum p respectively.

In the computations it is useful to use a more explicit form of the Weyl transform. To do this we

consider the integral kernel of an operator f̂ of the Hilbert space H which is a distribution f̂(x, y)

such that for every ψ ∈ H

f̂ψ(x) =

∫

dyf̂(x, y)ψ(y) . (2.1.5)

In Dirac notation 〈x|ψ〉 = ψ(x) and

f̂ψ(x) = 〈x|f̂ |ψ〉 =

∫

dy 〈x|f̂ |y〉 〈y|ψ〉 , (2.1.6)

which implies the integral kernel f̂(x, y) corresponds to the (generalized) matrix element 〈x|f̂ |y〉.
Using integral kernels the Weyl transform takes the form

Φ[f ](x, y) =
1

2π~

∫

dp exp[ip(x− y)/~]f

(

x+ y

2
, p

)

. (2.1.7)

The Weyl transform cannot be seen as a quantization map, i.e. the Dirac canonical quantization

prescription [Φ(f),Φ(g)] = i~Φ({f, g}) is not verified for all functions f, g of the phase space1. How-

ever, it can be used to give a phase space formulation of quantum mechanics that is completely equiv-

alent to the standard Hilbert space formulation. The observables f̂ of the Hilbert space are mapped in

phase space function f(q, p) = W [f̂ ](q, p) called the “Weyl symbol” of f̂ . The product of two operators

f̂ ĝ is not given by the ordinary pointwise product of their symbols fg(q, p) = f(q, p)g(q, p) because

the operator product is not commutative. To reproduce the non-commutative structure on symbols

the pointwise product is replaced by a non-commutative and non-local product called “star product”

1This is due to the so called “Groenewold–Van Hove theorem” which shows that it is not possible to satisfy the
canonical quantization prescription for all polynomials in q and p.
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obtained mapping the operator product in phase space.

f ⋆ g = W (Φ[f ]Φ[g]) , (2.1.8)

and which posses all the properties of the operator composition, in particular it is bilinear and asso-

ciative. Furthermore, the star product is globally equivalent to the pointwise product, in the following

sense
∫

dxdp f ⋆ g(q, p) =

∫

dqdp f(q, p)g(q, p) , (2.1.9)

By the star product it is also possible to transport the dynamics of the Hilbert space mapping the

commutator of the Heisenberg equation in a bracket on phase space called the “Moyal” bracket

{f, g}⋆ =
f ⋆ g − g ⋆ f

i~
, (2.1.10)

which makes (C∞(M), ⋆, { , }⋆) a Poisson algebra and which gives the quantum dynamics on the

phase space

ḟ = {f,H}⋆ , (2.1.11)

where H is the hamiltonian of the system. The hermitian conjugate of an operator Â† is mapped in

the complex conjugate of its symbol

W (Â†) = W (Â)∗ = A∗ , (2.1.12)

in particular we obtain that complex conjugation reverses the order in the star product

(f ⋆ g)∗ = g∗ ⋆ f∗ . (2.1.13)

The expectation value of an observable f̂ in a state ρ̂ is given by

〈A〉ρ = Tr
[

ρ̂Â
]

=

∫

dx Φ[ρ ⋆ A](x, x) =
1

2π~

∫

dqdp ρ ⋆ A(q, p) =
1

2π~

∫

dqdp ρ(q, p)A(q, p) (2.1.14)

where in the last passage we have used (2.1.9).

Finally, the star product can be written as the bidifferential operator

f ⋆ g = f exp



i
~

2





←

∂

∂q

→

∂

∂p
−
←

∂

∂p

→

∂

∂q







 g , (2.1.15)

which can be expanded in powers of ~

f ⋆ g = fg + i
~

2
{f, g} +O(~2) , (2.1.16)

Equation (2.1.16) shows that the star product ⋆ can be seen as a deformation of the pointwise product

to which are added symplectic corrections in powers of ~ that vanish in the limit ~ → 0 which can be

seen as the classical limit. This is also true for dynamics because the Moyal bracket is

{f, g}⋆ =
f ⋆ g − g ⋆ f

i~
= {f, g} +O(~) , (2.1.17)
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implying

lim
~→0

{f, g}⋆ = {f, g} , (2.1.18)

so that the Moyal bracket reduces to the classical Poisson bracket in the limit ~ → 0 and the classical

dynamics is recovered.

The above limits are a precise mathematical realization of the idea that classical mechanics can be

seen as a limit case of quantum mechanics, when the quantum effects are negligible. This is measured

by the parameter ~ which quantifies the quantum corrections to the classical result. Actually, later

we show that is possible to do the opposite and see quantum mechanics as a limit case of classical

mechanics.

2.2 Classical mechanics in the Wigner-Weyl formalism

Because the Wigner-Weyl map is invertible it allows to transport the phase space structures in

completely equivalent Hilbert space structures and vice versa. It is natural to consider the inverse

approach of that followed in the formulation of quantum mechanics in phase space, transporting the

classical states, and the algebraic structure of the phase space in the Hilbert space. The idea to apply

the WW formalism to classical mechanics was first considered, indirectly, in [6] where using a Fourier

transform the Schrödinger equation is derived from the Boltzmann equation. Recently a review of this

formalism was considered in [3] where it was used to calculate the quantum eigenstates using classical

Gibbs ensembles. In that place, to compute these states, the formal approximation (1.4.8) is used

in the case of Hamiltonians of the form H(x, p) = p2/2m + V (x). In [2] it is explicitly showed that

classical mechanics can be seen as a deformation of quantum mechanics when ~ → 0. In this section

we show that the WW formalism applies to classical mechanics and in the following section we explore

its consequences.

To better understand the relation between quantum mechanics and the WW classical mechanics

is useful to consider first the formalism of density matrices in quantum mechanics. A generic state in

quantum mechanics is defined as a density matrix i.e. a self-adjoint operator ρ̂ in the Hilbert space

H that satisfies the following properties

1.Tr ρ̂ = 1 , (2.2.1)

2. 〈ψ|ρ̂|ψ〉 ≥ 0, ∀ |ψ〉 ∈ H , (2.2.2)

a state ρ̂ is pure if ρ̂2 = ρ̂ otherwise it is mixed. Pure states are one-dimensional projectors of the

form

P̂ψ = |ψ〉〈ψ| , (2.2.3)

for some ψ ∈ H and they are in a one-to-one correspondence with the rays2 of the Hilbert space H.

The expectation value of an observable Â on a state ρ̂ is given by

〈

Â
〉

ρ
= Tr

[

ρ̂Â
]

. (2.2.4)

The evolution for density matrices can be obtained from the Heisenberg picture where states ρ̂ do not

evolve and the time evolution given by a hamiltonian Ĥ for an observables Â is

Â(t) = Û †(t)ÂÛ(t), Û(t) = exp
(

−iĤt/~
)

. (2.2.5)

2The image of P̂ψ is the one-dimensional subspace generated by ψ i.e. is a ray of H.
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The expectation value of Â(t) on the state ρ̂ is given by

〈

Â
〉

ρ
(t) =

〈

Â(t)
〉

ρ
= Tr

[

Â(t)ρ̂
]

= Tr
[

ρ̂Û †(t)ÂÛ(t)
]

= Tr
[

Û(t)ρ̂Û †(t)Â
]

, (2.2.6)

where in the last step we have used the cyclicity of the trace. Therefore, the evolution of a density

matrix ρ̂ is

ρ̂(t) = Û(t)ρ̂Û †(t) . (2.2.7)

and taking the time derivative we obtain the von Neumann equation

i~
∂

∂t
ρ̂(t) = [Ĥ, ρ̂(t)] . (2.2.8)

For later analysis we derive (2.2.8) in matrix elements. Consider a hamiltonian operator of the form

Ĥ = p̂2/2m+ V̂ (x). Equation (2.2.8) becomes

i~
∂

∂t
ρ̂(t) =

1

2m
[p̂2, ρ̂(t)] + [V̂ (x), ρ̂(t)] . (2.2.9)

We have

〈x|ÂB̂|y〉 =

∫

dz 〈x|Â|z〉 〈z|B̂|y〉 =

∫

dzÂ(x, z)B̂(z, y) . (2.2.10)

and

x̂(x, y) = 〈x|x̂|y〉 = yδ(x− y) , (2.2.11)

p̂(x, y) = 〈x|x̂|y〉 = i~
∂

∂y
δ(x− y) . (2.2.12)

Substituting (2.2.11), (2.2.12) in (2.2.9) we get

i~
∂

∂t
ρ̂(x, y, t) = − ~

2

2m

(

∂2

∂x2
− ∂2

∂y2

)

ρ̂ (x, y, t) + (V (x) − V (y)) ρ̂ (x, y, t) . (2.2.13)

We now consider classical mechanics. The expectation value of a classical observable f on a state

ρ is given by

〈f〉ρ =

∫

dqdp ρ(q, p)f(q, p) =

∫

dqdp ρ ⋆ f(q, p) =

∫

dqdp W [ρ̂f̂ ](q, p) = (2.2.14)

=

∫

dqdpdy exp(−ipy/~)ρ̂f̂(q + y/2, q − y/2) = 2π~

∫

dqρ̂f̂(q, q) = 2π~Tr
[

ρ̂f̂
]

, (2.2.15)

that coincides with the quantum mechanics rule up to a normalization factor 2π~. We notice that ρ

has the dimension of ~−1 while ρ̂ is dimensionless. It is convenient to make ρ dimensionless inserting

a 2π~ normalization factor in the classical expectation value

〈f〉ρ =
1

2π~

∫

dqdp ρ(q, p)f(q, p) = Tr
[

ρ̂f̂
]

. (2.2.16)

In this way the classical probability distribution is given by ρ/2π~. In particular we have

Tr[ρ̂] =
1

2π~

∫

dqdp ρ(q, p) = 1 (2.2.17)
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and from the properties of the Weyl transform ρ̂ is self-adjoint. However, we have for a |ψ〉 ∈ H

〈ψ|ρ̂|ψ〉 = Tr[ρ̂ |ψ〉〈ψ|] =
1

2π~

∫

dqdp ρ(q, p)ψ(q, p) , (2.2.18)

that in general can be negative because the Wigner function ψ(q, p) is not positive definite. For this

reason ρ̂ is called a “quasi-density matrix”. This means that ρ̂ in general cannot be interpreted as a

quantum density matrix. The situation is completely symmetric with respect to the quantum case

where the Wigner function does not in general correspond to a classical phase space distribution.

The algebraic structure of classical mechanics is given by the pointwise product

fg(q, p) = f(q, p)g(q, p) (2.2.19)

and by the Poisson braket

{f, g} =
∂f

∂q

∂g

∂p
− ∂f

∂p

∂g

∂q
. (2.2.20)

Using the Wigner-Weyl transform, the pointwise product is mapped in a commutative product on H

f̂ ◦ ĝ = Φ[W (f̂)W (ĝ)] = Φ[W (ĝ)W (f̂)] , (2.2.21)

and the global equivalence between the star product and the pointwise product in the phase space

implies that the commutative product ◦ is globally equivalent to the operator product in the Hilbert

space H

Tr
[

f̂ ◦ ĝ
]

= Tr
[

f̂ ĝ
]

. (2.2.22)

Finally, the classical Poisson bracket is mapped in a Hilbert space Poisson bracket

[[f̂ , ĝ]] = i~Φ
[{

W (f̂),W (ĝ)
}]

, (2.2.23)

which has the same properties of the classical Poisson bracket, in particular it is bilinear, skew-

symmetric and satisfies

1. [[f̂ , ĝ ◦ ĥ]] = [[f̂ , ĝ]] ◦ ĥ+ ĝ ◦ [[f̂ , ĥ]] (Leibniz rule) , (2.2.24)

2. [[f̂ , [[ĝ, ĥ]]]] + [[ĝ, [[ĥ, f̂ ]]]] + [[ĥ, [[f̂ , ĝ]]]] = 0 (Jacobi identity) , (2.2.25)

and which in general differs from the commutator [f̂ , ĝ].

To obtain the dynamics it is useful to consider the following properties of the Weyl transform that

follow by the properties of the Fourier transform and by the chain rule for derivatives

Φ

[

∂f

∂p

]

(x, y) = − i

~
(x− y)Φ[f ](x, y) , (2.2.26)

Φ

[

∂f

∂q

]

(x, y) =

(

∂

∂x
+

∂

∂y

)

Φ[f ](x, y) , (2.2.27)

Φ[pf ](x, y) = − i~

2

(

∂

∂x
− ∂

∂y

)

Φ[f ](x, y) , (2.2.28)

Φ[qf ](x, y) =
1

2
(x+ y)Φ[f ](x, y) . (2.2.29)
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Considering the classical Liouville equation

ρ̇(q, p, t) = V ′(q)
∂ρ

∂p
− p

m

∂ρ

∂q
, (2.2.30)

for a hamiltonian H(q, p) = p2/2m+ V (q), and applying the Weyl transform (in matrix elements) to

both members we obtain, using the above properties

i~
∂

∂t
ρ̂(x, y, t) = − ~

2

2m

(

∂2

∂x2
− ∂2

∂y2

)

ρ̂ (x, y, t) + (x− y)V ′
(

x+ y

2

)

ρ̂ (x, y, t) . (2.2.31)

Equation (2.2.31) is the classical equation of motion in the WW formalism. The structure of this

equation is very similar to the von Neumann equation but presents a crucial difference in the potential

term because the dependence on x and y cannot be separated. In the following section we do a more

sistematic analysis of this equation and study its relation with the quantum dynamics.

2.3 Wigner-Weyl classical dynamics, Hilbert-Schimdt space and path inte-

gral representation

As we noticed, the potential term in (2.2.31) seems in some sense non separable, that is, it is not

clear if it can be written as a difference of a function of x only and a function of y only. This non

separability has an important consequence in deriving a path integral for the WW classical dynamics.

In the standard derivation of the path integral in quantum mechanics we consider the matrix element

〈xf , tf |xi, ti〉 = 〈xf |Û(tf − ti)|xi〉 , (2.3.1)

where Û(t) = exp
(

−iĤt/~
)

is the time evolution operator that gives the quantum dynamics |ψ(t)〉 =

Û(t) |ψ〉 in H. From the time evolution operator we obtain the evolution of density matrices ρ̂

ρ̂(t) = Û(t)ρ̂Û †(t) (2.3.2)

In particular, for a pure state |ψ〉〈ψ| we have

|ψ〉〈ψ| (t) = Û(t) |ψ〉〈ψ| Û †(t) = |ψ(t)〉〈ψ(t)| , (2.3.3)

meaning that the quantum dynamics sends pure states in pure states. Viceversa, if we start from the

von Neumann equation

i~
∂

∂t
ρ̂(t) = [Ĥ, ρ̂(t)] , (2.3.4)

we can define the quantum liouvillian as LQρ̂ = [Ĥ, ρ̂] which is a map on the space B(H) of the

bounded operators of H. Therefore, the evolution for a density matrix ρ̂ is given by the map

UQ(t)ρ̂ = exp(−iLQt/~)ρ = Û(t)ρ̂Û †(t) , (2.3.5)

where we have used the Hadamard formula

exp([A, ])X = exp(A)X exp(−A) . (2.3.6)
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The dynamics on H can be obtained using (2.3.3). We can define Û(t) as the map that sends the ray

|ψ〉 of H associated to the one-dimensional projector |ψ〉〈ψ| in the ray |ψ(t)〉 associated to UQ(t) |ψ〉〈ψ|.
Û(t) is well defined precisely because it sends a pure state in a pure state. It is important to notice

that we need Û(t) to derive the standard path integral representation on H = L2(R). It is natural

to ask if from the classical WW dynamics we can define a time evolution on H. First, consider the

classical liouvillian operator in phase space

Lρ = i~{H, ρ} . (2.3.7)

We can map it in a operator on B(H) using the Wigner-Weyl transforms

LClρ̂ = [[Ĥ, ρ̂]]. (2.3.8)

This operator is the classical liouvillian mapped in the quantum Hilbert space H and its integral kernel

corresponds exactly to the right hand side of the classical WW equation (2.2.31). If a dynamics can be

defined in H the map UCl = exp(−iLClt) have to preserve the one-dimensional projector. To verify if

this can be true we notice that a one-dimensional projector is an operator of rank-one, i.e. its image is

a one-dimensional vector subspace of H (which is precisely the ray associated to the projector). The

maps that preserve rank-one self-adjoint operators are called “rank-one preservers” and are completely

classified by the following result (see [11])

Theorem. Let H be a complex Hilbert space. If a linear map U on B(H) is a rank-one preserver map

then it has one of the following forms

1. Uρ̂ = Û ρ̂Û † , for some Û linear (or antilinear) bounded operator of H , (2.3.9)

2. Uρ̂ = F (ρ̂) |ψ〉〈ψ| , for some linear functional F : B(H) → R and some |ψ〉 ∈ H . (2.3.10)

The above result implies that the only non trivial way to define a dynamics on H starting from

B(H) is to use an evolution U(t) = exp(iLt/~) on B(H) given by a commutator L = [Ĥ, ] for some

operator Ĥ on H. Actually, there is a way to derive a path integral without restricting the dynamics

to H which shows what is the obstruction to get a dynamics on H. To do this, we consider the space

of Hilbert-Schmidt vectors B(H)HS ⊂ B(H). An operator Â ∈ B(H) is an Hilbert-Schmidt (HS)

vector if

Tr
[

Â†Â
]

< +∞ , (2.3.11)

and B(H)HS admits an inner product

〈A|B〉 = Tr
[

Â†B̂
]

, (2.3.12)

which makes it an Hilbert space where a ket is an HS vector. A classical state (quasi-density matrix)

ρ̂ can be mapped in this space taking the square root |ψ〉 ≡ ψ̂ such that ψ̂†ψ̂ = ρ̂. This is a normalized

state in B(H)HS because

〈ψ|ψ〉HS = Tr
[

ψ̂†ψ̂
]

= Tr[ρ̂] = 1 (2.3.13)

We notice that ψ̂ is not self-adjoint because ρ̂ is not positive definite in the classical case. The operators
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Â define two representations on B(H)HS

ÂL |ψ〉 = Âψ̂ , (2.3.14)

ÂR |ψ〉 = ψ̂Â , (2.3.15)

The HS hermitian conjugate of the left and right representations of an operator Â is

〈

ÂLφ
∣

∣

∣ψ
〉

HS
= Tr

[

(Âφ̂)†ψ̂
]

= Tr
[

φ̂†Â†ψ
]

= 〈φ|(Â†)L|ψ〉HS , (2.3.16)
〈

ÂRφ
∣

∣

∣ψ
〉

HS
= Tr

[

(φ̂Â)†ψ̂
]

= Tr
[

φ̂†ψÂ†
]

= 〈φ|(Â†)R|ψ〉HS , (2.3.17)

thus it is simply the left and right representation of Â† respectively. Using these representations the

quantum liouvillian becomes

LQ |ψ〉 = (ĤL − ĤR) |ψ〉 . (2.3.18)

We observe that the quantum and the classical liouvillians are HS self-adjoint operators. Indeed, given

two HS states |ψ〉 and |φ〉, using the Leibniz rule, in the quantum case we have

〈LQφ|ψ〉HS = Tr
[

[Ĥ, φ̂]†ψ
]

= − Tr
[

[Ĥ, φ̂†]ψ
]

= Tr
[

φ̂†[Ĥ, ψ̂]
]

− Tr
[

[Ĥ, φ̂†ψ]
]

= (2.3.19)

= Tr
[

φ̂†[Ĥ, ψ̂]
]

= 〈φ|LQψ〉HS = 〈φ|LQ|ψ〉HS , (2.3.20)

where φ̂ and ρ̂ are in the domain of LQ. Analogously, in the classical case

〈LClφ|ψ〉HS = Tr
[

[[Ĥ, φ̂]]†ψ
]

= − Tr
[

[[Ĥ, φ̂†]] ◦ ψ
]

= Tr
[

φ̂† ◦ [[Ĥ, ψ̂]]
]

− Tr
[

[[Ĥ, φ̂† ◦ ψ]]
]

(2.3.21)

= Tr
[

φ̂†[[Ĥ, ψ̂]]
]

= 〈φ|LClψ〉HS = 〈φ|LCl|ψ〉HS , (2.3.22)

where we have used the global equivalence between the commutative product ◦ and the operator prod-

uct. The term Tr
[

[[Ĥ, φ̂† ◦ ψ]]
]

vanishes by the assumption that the phase space (quasi)distributions

φ and ψ vanishes at infinity faster than the derivatives of H

Tr
[

[[Ĥ, φ̂† ◦ ψ]]
]

=
i

2π

∫

dqdp{H,φ∗ψ} =
i

2π

∫

dqdp

[

∂H

∂q

∂φ∗ψ

∂p
− ∂H

∂p

∂φ∗ψ

∂q

]

= (2.3.23)

=
i

2π

∫

dqdp

[

∂

∂p

(

∂H

∂q
φ∗ψ

)

− ∂

∂q

(

∂H

∂p
φ∗ψ

)]

=
i

2π

[

∫

dq
∂H

∂q
φ∗ψ

∣

∣

∣

∣

p=+∞

p=−∞

−
∫

dp
∂H

∂p
φ∗ψ

∣

∣

∣

∣

q=+∞

q=−∞

]

= 0 .

(2.3.24)

We denote with Lα the generic liouvillian, classical α = Cl or quantum α = Q. The fact that the

liouvillian Lα is self-adjoint in HHS implies that the HS evolution operator

Uα(t) = exp[−iLαt/~] , (2.3.25)

is a HS unitary operator. In the HS space the quantum and classical theories becomes very similar and

we can easily derive a path integral representation for classical dynamics3. Consider the (generalized)

3This path integral representation was first derived in [4], where a different nomenclature is used: the HS formalism
is called “Liouville space”, the HS vectors are called “superkets” and the HS operators are called “superoperators”.
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HS vectors |x, y〉 = |y〉〈x| which form a completeness in B(H)HS . Defining

〈x, y|ψ〉HS = ψ̂(x, y) = ρ̂
1

2 (x, y) , (2.3.26)

〈x, y|VCl|ψ〉HS = V ′
(

x+ y

2

)

(x− y)ψ̂(x, y) , (2.3.27)

〈x, y|VQ|ψ〉HS = [V (x) − V (y)]ψ̂(x, y) , (2.3.28)

KCl = KQ =
1

2m

(

p̂2
L − p̂2

R

)

, (2.3.29)

∆V = VCl − VQ , (2.3.30)

the liouvillian becomes (both in the quantum case and in the classical case)

Lα = Kα + Vα . (2.3.31)

Formally we can consider the von Neumann equation (2.2.13) and the classical WW equation (2.2.31)

as a Schrödinger equation in B(H)HS with “hamiltonian” LQ and LCl respectively. Therefore the

matrix element

KCl[xi, yi, ti, xf , yf , tf ] = 〈xf , yf |UCl(t)|xi, yi〉HS = 〈xf , yf |exp[−iLCl(tf − ti)/~]|xi, yi〉HS ,

(2.3.32)

which is the WW classical propagator, admits the following path integral representation

KCl[xi, yi, ti, xf , yf , tf ] =

∫

xi→xf
yi→yf

DxDy exp [i (S[x] − S[y] + ∆S[x, y]) /~] (2.3.33)

where

S[x] =

∫ tf

ti

dt
1

2
mẋ2 + V (x) , (2.3.34)

is the classical action and

∆S[x, y] =

∫ tf

ti

dt ∆V (x, y) =

∫ tf

ti

dt V ′
(

x+ y

2

)

(x− y) − V (x) + V (y) , (2.3.35)

is an “interaction” which measures the obstruction to have a separable dynamics, i.e. to have a

liouvillian that is the commutator [Ĥ, ] of some hamiltonian operator. Indeed, in the quantum case

the term ∆V vanishes and the path integral (2.3.33) can be factorized. We observe that this path

integral is exactly the one given by equation (1.4.17) which was derived in the first chapter from

the KvN formalism. Equation (2.3.33) suggests that we can obtain a quantum limit eliminating the

“non-separability” given by the obstruction ∆S. Thus, we have to analyse under which conditions

we can neglect this term. We observe that ∆V vanishes for quadratic potentials which means that at

the quadratic level classical and quantum dynamics are equivalent and the difference between them

appears when we consider non-linear dynamics.

The non-separability is related to the fact that the classical liouvillian LCl has not a commutator

structure. Thus, we ask if the classical liouvillian LCl can be seen as a deformation of the quantum

liouvillian LQ = [Ĥ, ] for some parameter ǫ in such a way that the limit ǫ → 0 gives the quantum

dynamics. We show that this is possible, at least formally, simply setting ǫ = ~. To verify this, we

can proceed as done in the case of the Moyal bracket, following essentially the derivation given in [2].
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The Moyal bracket is given by the bidifferential operator

{f, g}⋆ =
2

~
f sin





~

2





←

∂

∂q

→

∂

∂p
−
←

∂

∂p

→

∂

∂q







 g ≡ fP⋆g , (2.3.36)

where we observe that

{f, g} = f





←

∂

∂q

→

∂

∂p
−
←

∂

∂p

→

∂

∂q



 g . (2.3.37)

Formally, we can invert this expression, at operatorial level, obtaining

{f, g} =
2

~
f arcsin

(

~

2
P⋆

)

g , (2.3.38)

We are interested in the first order term. Formally, inverting the sin series we get

arcsin x = x+
x3

6
+ o(x5) , (2.3.39)

and using x = ~P⋆/2 we obtain

{f, g} = fP⋆g +
~

2

24
fP 3

⋆ g +O(~4) . (2.3.40)

By definition of the WW Poisson bracket (with ǫ = ~) and of the Moyal bracket we have

Φ[{f, g}] = i~[[f, g]], Φ[{f, g}⋆] = i~[f, g] . (2.3.41)

Therefore, applying the Weyl transform to both members of (2.3.40) and multiplying by i~ we obtain

[[f̂ , ĝ]] = [f̂ , ĝ] +O(~2) , (2.3.42)

In this way when we take the limit ~ → 0 we obtain exactly the quantum commutator4 and we recover

the quantum theory. In a similar way we also recover the operator product f̂ ĝ from the commutative

product f̂ ◦ ĝ. This is a realization of the quantum limit, where classical mechanics is seen as “exact”

and the quantization is given taking the limit ~ → 0. This suggests that, at the dynamical level, the

two theories, classical and quantum, are on equal footing and the limit ~ → 0 can be approached from

both sides, and is a sort of interface between classical and quantum dynamics. The interpretation is

similar to the IR limit of the renormalization group, in which different theories in the UV reduce to

the same theory in the IR.

Finally, we observe that in the quantum limit ǫ → 0 the interaction ǫ vanishes and the classical

propagator factorizes as

KCl[xi, yi, ti, xf , yf , tf ] = K[xi, xf , ti, tf ]K∗[yi, yf , ti, tf ] , (2.3.43)

where

K[xi, xf , ti, tf ] =

∫

xi→xf

Dx exp [iS[x]/~] , (2.3.44)

4In (2.3.42) we may expect an extra factor ~ in the higher order terms. Actually applying the Weyl map to fP 3
⋆ g one

of this factor is absorbed and we get an order ~
2. For the full computation see [2].
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is the quantum propagator associated to the evolution Û(t) in the quantum Hilbert space H. Thus,

in the quantum limit we have that the dynamics of x and y (which essentially corresponds to the

dynamics of bras and kets) is decoupled and the dynamics can be restricted, for one-dimensional

projectors |ψ〉〈ψ|, to the Hilbert space H.
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Chapter 3

Classical systems in the Wigner-Weyl

formalism

In this section we analyse the classical dynamics of various systems and we investigate the relations

between the classical evolution and the quantum one. We start analysing the harmonic oscillator

whose dynamics, as seen in the previous chapter, is the same in the classical and in the quantum case.

Then, we consider general potentials and we see that there is a natural approximation, related to the

formal approximation (1.4.8) encountered in the KvN formalism, which gives a sort of “small-distance”

quantum limit alternative to the limit ~ → 0.

3.1 Classical harmonic oscillator in the WW formalism

We start the analysis considering first the one-dimensional harmonic oscillator. There are several

reasons for considering this system. First, we have seen that the quantum and the classical dynamics

coincide in the quadratic case. The only difference between the quantum case and the classical case is

that the classical states are in general not positive definite as operators in H. Therefore, it is natural

to explore the relations between classical and quantum states in this case. Furthermore, the harmonic

oscillator is the starting point of quantum field theories thus this is also useful to study the relation

between classical and quantum field theories.

The standard analysis of the quantum harmonic oscillator is carried out using the Hilbert space H

of pure states. To see the relations between the classical and the quantum case we have to reformulate

the problem using the formalism of (quasi-)density matrix. The hamiltonian operator of an harmonic

oscillator is

Ĥ0 =
p̂2

2m
+

1

2
mω2x̂2 , (3.1.1)

where m is the mass and ω is the frequency of the oscillator. Using x̂ and p̂ we can define the creation

and annihilation operators â†, â

â =

√

mω

2~

(

x̂+ i
p̂

mω

)

, (3.1.2)

â† =

√

mω

2~

(

x̂− i
p̂

mω

)

. (3.1.3)

The ground state of Ĥ0 is the vacuum state |0〉. The operators â, â† and the vacuum state |0〉 satisfy
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the following properties

1. [Ĥ0, â] = −~ωâ, [Ĥ0, â
†] = ~ωâ†, [â, â†] = 1 , (3.1.4)

2. â |0〉 = 0 . (3.1.5)

Using properties (3.1.4) and (3.1.5) follows that the states |n〉 = 1/
√
n!(â†)n |0〉 are eigenstates of Ĥ0

with eigenvalues En = ~ω
(

n+ 1
2

)

. Therefore the states |n〉 are discrete excitations of the field vacuum

state |0〉. In the case of free QFT they precisely correspond to the asymptotic particles states. The

“Fock vacuum” condition (3.1.5) defines |0〉 as a pure state in the quantum Hilbert space. This can

be reformulated in the language of density matrices using the vacuum density matrix ρ̂0 = |0〉〈0|. the

Fock condition becomes

âρ̂0 = 0 ⇐⇒ ρ̂0â
† = 0 . (3.1.6)

We observe that ρ̂0 can be interpreted as a classical state. Indeed a quasi-density matrix defines a

classical state if its Wigner transform is a semi-positive definite function in phase space. In general the

Wigner transform does not preserve positivity of density matrices, however, for pure gaussian state,

such as ρ̂0, the Wigner transform is positive definite, thus defines a classical state. We can compute

explicitly the classical state corresponding to ρ̂0 using the Wigner transform. The vacuum state in

the x-representation is

ψ0(x) = 〈x|0〉 =

(

mω

2~

)
1

4

exp

[

−mωx2

2~

]

, (3.1.7)

and its Wigner transform reads

ρ0(q, p) = W [ρ̂0](x, p) =
1

2π~

∫

dy exp(−ipy/~)ψ0(q + y/2)ψ∗0(q − y/2) = (3.1.8)

=
1

π~
exp

[

− 2

~ω

(

1

2
mω2q2 +

p2

2m

)]

, (3.1.9)

which is the Boltzmann distribution of a classical harmonic oscillator at the temperature T0 = E0/kB,

where E0 = ~ω/2 is the zero-point energy of the quantum vacuum. This implies that we can treat ρ̂0

both as a quantum pure state or as a thermal classical state at the “vacuum temperature” T0. We

observe that this result can be extended to arbitrary dimension. For a system of N non interacting

one-dimensional harmonic oscillators with frequencies ωj , j = 1, . . . , N and mass mj = m, ∀j the

vacuum state wavefunction is the tensor product

ψ
(N)
0 (x) = 〈x|0〉 =

∏

j

(

mωj
2~

)
1

4

exp

[

−
m
∑

j ωjx
2
j

2~

]

, (3.1.10)

where x = (x1, . . . , xN ), and the Wigner transform becomes

ρ
(N)
0 (q, p) = W [ρ̂

(N)
0 ](q, p) =

1

(π~)N
exp



− 2

~ωj





∑

j

1

2
mω2

j q
2
j +

p2
j

2m







 . (3.1.11)

This is still a classical state, however, it cannot be directly interpreted as a system of N particles

in thermal equilibrium for some temperature T because is a product of Boltzmann distributions at

the temperatures βj = 2/~ωj . We observe that performing a change of coordinates we can obtain an

interpretation similar to the one-dimensional case. Following the analogy with the one-dimensional

30



case we can consider the vacuum energy E0

E0 =
1

2

∑

j

~ωj , (3.1.12)

and define the “vacuum temperature”

β0 =
2N

∑

j ~ωj
. (3.1.13)

Making the coordinate change

q′
i

=

√

~ωiN

E0
qi, p′j =

√

E0

~ωjN
pj , (3.1.14)

which is a canonical transformation, we obtain

ρ
(N)
0 (x′, p′) = W [ρ̂

(N)
0 ](q, p) =

1

(π~)N
exp



−β0





∑

j

1

2
mω2

0q
′2
j +

p′2j
2m







 . (3.1.15)

meaning that the state ρ
(N)
0 can be interpreted as the Boltzmann distribution of a system of N

oscillators with mass m and frequency ω0 = E0/N~ which is the mean of the frequencies ωj at

temperature β0.

Finally, the density matrix associated to the n-th quantum excited state |n〉

ρ̂n =
1

n!
(â†)nρ̂0â

n =
(â†)nρ̂0â

n

Tr[(â†)nρ̂0ân]
. (3.1.16)

In the case of an excited state the associated Wigner function is not in general positive definite so it

cannot be interpreted as a classical state. To find an analogous of (3.1.16) at the classical level we can

use an algebraic approach, simply substituting the quantum algebraic structure with the corresponding

classical structure, i.e. making the substitutions

f̂ ĝ → fg , [f̂ , ĝ] → i~{f, g} . (3.1.17)

To derive the explicit form of the classical excited states ρ̂n it is easier to start from the phase space

and then map the result using the Weyl map. Applying the formal substitution (3.1.17) to (3.1.4),

the classical creation and annihilation operators a, a∗ in phase space can be defined by the conditions

{H0, a} = −iωa, {H0, a
∗} = iωâ∗, {a, a∗} = −i , (3.1.18)

The solutions of (3.1.18) are simply

a =

√

mω

2

(

q + i
p

mω

)

, (3.1.19)

a∗ =

√

mω

2

(

q − i
p

mω

)

. (3.1.20)

We observe that |a|2 = H0/ω. The classical analogue of the quantum excited states can be obtained
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applying the formal rule (3.1.17) to (3.1.16) using as vacuum state the Boltzmann distribution (3.1.8)

ρn =
|a|2nρ0

∫

dxdp |a|2nρ0

=
Hn

0 exp(−βH0)
∫

dxdp Hn
0 exp(−βH0)

=
Hn

0 exp(−βH0)

ZCl〈Hn
0 〉 (3.1.21)

Actually, we can slightly generalize the vacuum state using a Boltzmann distribution at an arbitrary

temperature T = 1/(kBβ)

ρ0,β =
1

QCl
exp

[

−β
(

1

2
mω2x2 +

p2

2m

)]

, (3.1.22)

where QCl is the classical partition function

QCl =

∫

dqdp exp(−βH) =
2π

βω
. (3.1.23)

We observe that 1/β introduce a natural energy scale and can be seen as the classical analogue of the

quantum of energy ~ω.

To compute 〈Hn
0 〉 we take the derivatives with respect to β of QCl

〈Hn
0 〉 =

1

ZCl

(

− ∂n

∂βn

)

QCl =
n!

βn
, (3.1.24)

and the states ρn,β associated to ρ0,β read

ρn,β =
βω

2π

(βH0)n

n!
exp(−βH0) , (3.1.25)

It is interesting to compute the expectation value of the energy in the state ρn,β. We obtain

〈H0〉n =
βn+1ω

2πn!

∫

dxdp Hn+1
0 exp(−βH0) =

βn+1ω

2πn!
ZCl〈Hn+1

0 〉 =
1

β
(n+ 1) , (3.1.26)

meaning that the states ρn,β can be interpreted as discrete excitations of energy 1/β of the classical

vacuum ρ0,β which has “zero-point energy” 1/β. Using the vacuum temperature β = β0/2 = 1/~ω we

obtain the quantum spectrum, with the only difference that the classical zero-point energy exceed the

quantum one by ~ω/2. We observe that in classical mechanics the value of β is not fixed and that the

energy does not depend on the oscillator frequency. It is interesting to notice that the classical states

(3.1.25), derived using only the classical algebra of phase space, have an interesting relation with the

Wigner function of the quantum eigenstates. Indeed, using β = 1/~ω, the state ρn,β corresponds to a

quantum quasiprobability distribution obtained from the gaussian “smearing” of the Wigner function1,

which is called “Husimi function”.

Consider a phase space region given by ∆x and ∆p, and the gaussian smearing (also called “Weier-

strass transform”)

Q(x, p) =
1

2π∆x∆p

∫

dx′dp′ exp

[

−(x− x′)2

2∆x2 − (p− p′)2

2∆p2

]

W (x′, p′) . (3.1.27)

The Husimi function is defined as the smearing (3.1.27) with ∆x∆p = ~/2, thus it depends only on

the parameter ∆x. The Husimi function is normalized and satisfies the bound 0 ≤ Q ≤ 1/π~, which

1see for example [1].
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in particular implies that it is positive definite. However, the expectation value given by Q treated as

a phase space distribution does not correspond in general to the quantum one and the rule to obtain

it is more complicated. For this reason Q is considered a quantum quasi-probability distribution.

Using the above derivation it is natural to consider Q a classical state obtained from the smearing

of W over a particular phase space region W . Indeed, the Husimi function for the eigenstates of the

harmonic oscillator are exactly given by (3.1.25) with β = ~ω. We notice that taking the double limit

∆x → 0 , ∆p → 0 the transform (3.1.27) reduces to the identity thus we obtain the Wigner functions

of the quantum oscillator. This can be naturally seen as a quantum limit in which the classical states

reduce to the quantum one when a length scale ∆x and a momentum scale ∆p becomes sufficiently

small. We will see that we obtain a similar limit at the level of the WW equations of motion when we

perform an approximation similar to (1.4.8).

3.2 Duality between classical and quantum Boltzmann distributions for the

Harmonic oscillator

The states ρβ,n were derived using an arbitrary (inverse) temperature β. In the case of β = β0 =

2/~ω we have shown that the classical state ρ0 = ρ0,β0
corresponds to the quantum vacuum state |0〉〈0|.

Actually, we now show that this correspondence is also valid for the quantum Boltzmann distribution of

the quantum harmonic oscillator at a generic temperature β and the previous result is recovered in the

zero-temperature limit β → +∞. Consider the harmonic oscillator quantum Boltzmann distribution

ρ̂B =
exp(−itĤ0/~)

Tr
[

exp(−τĤ0/~)
] . (3.2.1)

Defining an euclidean time τ = ~β, the kernel of ρ̂B can be obtained applying a Wick rotation t → −iτ
to the propagator of Ĥ0. The propagator for the harmonic oscillator is given by the path integral

〈x|exp(−itĤ0/~)|y〉 =

∫

x→y

Dz exp(iS[z]/~) =

∫

x→y

Dz exp

[

i

~

∫ t

0
dt

1

2
mż2 − 1

2
mω2z2

]

, (3.2.2)

which can be explicitly computed. The result is

〈x|exp(−itĤ0/~)|y〉 =

√

mω

2πi~ sin(ωt)
exp

{

i
mω

2~

[

(x2 + y2)cotan(ωt) − 2xy

sin(ωt)

]}

, (3.2.3)

and applying the Wick rotation we get the euclidean propagator

〈x|exp(−τĤ0/~)|y〉 =

√

mω

2π~ sinh(ωτ)
exp

{

−mω

2~

[

(x2 + y2)cotanh(ωτ) − 2xy

sinh(ωτ)

]}

. (3.2.4)

The quantum partition function ZQ(β) = Tr
[

exp(−τĤ0/~)
]

is

Tr
[

exp(−τĤ0/~)
]

=
∑

n

exp(−τEn/~) = exp(−τω/2)
∑

n

exp(−τnω) = (3.2.5)

=
1

2 sinh(ωτ/2)
=

√

1

2[cosh(ωτ) − 1]
. (3.2.6)
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Is useful to introduce the identities

tanh(x/2) = cotanh(x) − 1

sinh(x)
, (3.2.7)

cotanh(x/2) = cotanh(x) +
1

sinh(x)
. (3.2.8)

then the kernel of ρ̂B reads

ρ̂B(x, y) =

√

mω

π~
tanh(ωτ) exp

{

−mω

2~

[

(x2 + y2)cotanh(ωτ) − 2xy

sinh(ωτ)

]}

. (3.2.9)

The Wigner transform of ρ̂B is

W [ρ̂B](q, p) =
1

2π~

∫

dy exp(−ipy/~)ρ̂B(q + y/2, q − y/2) , (3.2.10)

and substituting (3.2.9) we obtain, using relations (3.2.7) and (3.2.8)

W [ρ̂B](q, p) =
1

π~
tanh(ωτ/2) exp

[

− 2

~ω
tanh(ωτ/2)

(

1

2
mω2q2 +

p2

2m

)]

. (3.2.11)

This can be interpreted as the Boltzmann distribution of a classical harmonic oscillator. Indeed,

defining the dual temperature TD

βD =
1

kBTD
=

2

~ω
tanh

(

ωτ

2

)

=
1

E0
tanh(βE0) , (3.2.12)

where E0 is the quantum vacuum energy. Equation (3.2.11) becomes

W [ρ̂B](q, p) =
βDω

2π
exp

[

−βD
(

1

2
mω2q2 +

p2

2m

)]

= ρ0,βD(q, p) , (3.2.13)

which is exactly the Boltzmann distribution of a classical harmonic oscillator at temperature TD =

1/(kBβD) and QCl = 2π/βDω is the classical partition function. Relation (3.2.13) means that a

quantum harmonic oscillator at temperature T = 1/(kBβ) can be equivalently interpreted as a classical

harmonic oscillator at a different dual temperature TD = 1/(kBβD). In particular, at high temperature

T → +∞ we have TD ∼ T so the quantum oscillator corresponds to a classical one at the same (high)

temperature. At low temperature T → 0, as we expect from the analysis done for the vacuum state,

the dual temperature TD tends to the finite value T0 = E0/kB. Indeed, when T → 0 the quantum

Boltzmann distribution tends to the vacuum state

ρ̂B(x, y) →
T→0

√

mω

π~
exp

[

−mω

2~
(x2 + y2)

]

= 〈x|0〉 〈0|y〉 (3.2.14)

and we recover the result found in the previous section.

We conclude this section observing that the quantum Boltzmann distribution ρ̂B(β) admits the

path integral representation

〈x|ρ̂B(β)|y〉 =
〈x|exp(−βĤ0)|y〉

ZQ(β)
=

1

ZQ(β)

∫

x→y

Dz exp(−SE [z, β]/~) , (3.2.15)

where SE [z, β] =
∫ τ

0 dτ ż2/2 + mω2z2/2 =
∫ τ

0 dτH0(z, ż) is the euclidean action and ZQ(β) is the
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quantum partition function at temperature β

ZQ(β) =

∫

z(0)=z(τ)

Dz exp(−SE [z, β]/~) . (3.2.16)

Inserting (3.2.15) in the definition of the Wigner transform we obtain

exp(−βDH0)

ZCl(βD)
=

1

ZQ(β)

∫

dy

∫

x−y/2→x+y/2

Dz exp[−(SE [z, β] + ipy)/~] . (3.2.17)

We observe that given a path z : x− y/2 → x+ y/2 we have
∫ τ

0 ż = z(τ) − z(0) = y. Using this fact,

the expression (3.2.20) reads

exp(−βDH0)

ZCl(βD)
=

1

ZQ(β)

∫

dy

∫

x−y/2→x+y/2

Dz exp

[

−(SE [z] + i

∫

pż)/~

]

. (3.2.18)

Fixed a position x, the domain of the path integral in (3.2.20) consists of all paths of extrema z1, z2

whose midpoint is z̄ = (z1 + z2)/2 is x. Denoting with z̄ = x the domain, the path integral in (3.2.18)

can be rewritten in the form

exp(−βDH0)

ZCl(βD)
=

1

ZQ(β)

∫

z̄=x

Dz exp

[

−(SE [z, β] + i

∫

pż)/~

]

. (3.2.19)

Thanks to invariance under euclidean time translation, we can replace the interval [0, τ ] with the

symmetric interval [−τ/2, τ/2]2. Taking the limit τ → +∞ the quantum Boltzmann distribution

reduces to the vacuum state

ρ0(x, p) ≡ exp(−β0H0)

ZCl(β0)
=

1

ZQ

∫

z̄=x

Dz exp

[

−(SE [z] + i

∫

pż)/~

]

, (3.2.20)

where β0 = 1/(kBT0) = 1/E0 is the classical vacuum temperature and SE [z] =
∫+∞
−∞ H0(z, ż) and the

paths are defined ∀τ ∈ R. The equation (3.2.20) shows that for an harmonic oscillator the classical

vacuum state ρ0 can be expressed as a sort of Functional Fourier transform of exp[−(SE [z]/~)], where

the momentum p plays the role of a “source” term.

3.3 Wigner-Weyl classical dynamics and local quantum approximation

In the previous chapter we have shown that the classical dynamics in the quantum Hilbert space

H, obtained applying the Weyl transform to the Liouville equation in the phase space, is governed by

the equation

i~
∂

∂t
ρ̂(x, y, t) = − ~

2

2m

(

∂2

∂x2
− ∂2

∂y2

)

ρ̂ (x, y, t) + (x− y)V ′
(

x+ y

2

)

ρ̂ (x, y, t) . (3.3.1)

As noticed this equation is similar to the von Neumann equation, in the integral kernel representation

i~
∂

∂t
ρ̂(x, y, t) = − ~

2

2m

(

∂2

∂x2
− ∂2

∂y2

)

ρ̂ (x, y, t) + (V (x) − V (y)) ρ̂ (x, y, t) , (3.3.2)

2The values τ < 0 are not physical but what has physical meaning, thanks to the translational invariance, is only the
interval length which, divided by ~, corresponds to the quantum temperature of the system

35



and, as seen using the path integral representation, there is an obstruction term ∆V (x, y) = V ′((x+

y)/2)(x − y) − V (x) + V (y) which does not allow to factorize the classical dynamics. Therefore, in

general the Hilbert-Schmidt evolution is not given by an underlying evolution in the quantum Hilbert

space H. Despite the classical dynamics cannot be restricted to pure states there is a natural way to

relate the above equations treating the quantity |x − y| as a perturbative parameter, as we already

saw in the context of the KvN theory. To see this we first introduce an arbitrary length scale L and

we consider the limit in which |x− y| << L. In this limit we can consider the expansion

V (x)−V (y) = V

(

x+ y

2
+
x− y

2

)

−V
(

x+ y

2
− x− y

2

)

= V ′
(

x+ y

2

)

(x−y)+O((x−y)3) , (3.3.3)

which shows that at first order in ǫ = |x− y| the classical potential term coincides with the quantum

one and the dynamics is given by a commutator allowing for a wavefunction description. Therefore,

it is natural to interpret this limit as a “quantum limit” where the classical dynamics reduces to the

quantum one when ǫ/L → 0. In this way quantization is achieved using a limit process and quantum

mechanics is seen as an “approximation” of classical mechanics.

We observe that we have introduced the limit in a pure formal way without giving a physical

argument for the introduction of a length scale L. A natural choice of this scale can be to use the

Compton wavelength λc = ~/mc of the particle, and in this way L → ∞ ⇒ ǫ/L → 0 corresponds to

the limit ~ → ∞ which seems dual3 with respect to the usual ~ → 0. The approximation performed

in (3.3.3) admits another interpretation which does not require the introduction of the length scale L.

For this purpose we consider again the expansion (3.3.3) taking into account the higher order terms

V (x) − V (y) = V ′(xS)(x− y) +
1

6
V ′′′(xS)(x− y)3 +O((x− y)5) , (3.3.4)

where we have included the first term after the leading order and we have defined xS = (x + y)/2.

We can consider the “small-distance” limit as an approximation where we keep only the leading order

and we neglect the higher order terms. This requires that the leading order in |x− y| gives the main

contribution, thus a necessary condition is

|V ′(xS)(x− y)| >> |1
6
V ′′′(xS)(x− y)3| . (3.3.5)

We can fix xs and solve this inequality with respect to ǫ = |x− y|. We obtain

|x− y| <<
√

∣

∣

∣

∣

6V ′(xS)

V ′′′(xS)

∣

∣

∣

∣

≡ L(xS) , (3.3.6)

thus, the length scale L = L(xS) in this way is given by the dynamics of the system and in general

becomes a local scale which depends on the midpoint xS . We observe that a similar condition is used

in the WKB approximation. Furthermore, this resembles the equivalence principle, where the local

inertial frame approximation is possible in a sufficiently small neighborhood of a spacetime point x,

whose radius depends on the spacetime curvature in that point. To see this we observe that the scale

L(xS) can be interpreted as a scale which gives a “local quantum approximation”. First, we have that

a generic quasi-density matrix ρ̂, thanks to self-adjointness, can always be written as a combination

3This is not the only possibility. We can obtain the same result using m → 0 or c → 0 or a combination of these
limits.
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of pure states

ρ̂ =
∑

n

pn |ψn〉〈ψn| , (3.3.7)

for a suitable set of wavefunctions ψn and weight pn. In the quantum case the state ρ̂ is interpreted

as a statistical mixture where pn are the probability that the system is in the state |ψn〉, which is due

to the ignorance of the actual state of the system. Then the matrix element ρ̂(x, x) can be interpreted

as the avarage of the quantum probabilities, relative to the pure states ψn to find the system in the

position x when a measurement is performed, and is called the “population” of the state x

ρ̂(x, x) =
∑

n

pn|ψn(x)|2 . (3.3.8)

The off-diagonal elements ρ̂(x, y) are called “coherences” and measure the interference effects between

two points x, y due to the state ρ̂. Indeed, for a pure state ψ(x) the off-diagonal element is simply

the product ψ(x)ψ∗(y) and measures how the wavefunction is delocalized giving correlations between

different points of space. In the case of a state with support localized in a region of radius R around

a point x, the matrix element ρ̂(x, y) vanishes when |x − y| > R and in this case the physical effects

are only due to the behaviour of the wavefunction in the region |x − y| < R. In the classical case

the state is in general a quasi-density matrix elements, thus, we cannot in general interpret it as a

quantum statistical mixture. However, also in this case the fact that the support of ρ̂(x, y) is localized

in a region |x− y| < R implies that all observables quantities are related only to that region4. Then

the small distance limit can naturally arise in an experimental situation where at t = 0 the system is

localized at a point xS with an uncertainty ∆x << L(xS) through a measurement of position. For

times t > 0 sufficiently small such that the system remains localized in a neighborhood of xS of radius

L(xS), we can equivalently apply the classical or quantum dynamics to the system and the result are

indistinguishable5. In this way L(xS) acquires the meaning of the scale under which the quantum and

classical dynamical laws are equivalent.

3.4 WW dynamics of a charged particle and local quantum approximation

In this section we extend the above analysis to the case of a system where a static electromagnetic

field is present. We consider a particle in the three-dimensional space with charge e and mass m in

a static electromagnetic field given by the potential (φ(q), Ai(q)), with i = 1, 2, 3 and q ∈ R
3. The

hamiltonian of this system is

H(q, p) =
1

2m
(p− eA)2 + eφ(q) . (3.4.1)

The classical Liouville equation is

ρ̇ = {H, ρ} =

[

−e(p− eA)j
∂Aj
∂qi

+ e
∂φ

∂qi

]

∂ρ

∂pi
− (p− eA)i

∂ρ

∂qi
. (3.4.2)

4This is true for small time intervals around the time t when the system is prepared. In general, evolution will tend
to delocalize the system leading to an analysis of the region outside the one where the system was initially prepared.
Thus, in general we require a state localized in a spacetime neighborhood.

5The argument does not concern the initial state of the system given by the preparation which is subject to the
uncertainty principle. This analysis clearly shows that the dynamical laws which give the evolution of the state and the
kinematical stataments which define the state allowed by the theory have to be treated separately.
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The correspondent equation in Hilbert space is obtained applying, to both members of (3.4.2), the

three-dimensional version of the Weyl transform, which, using integral kernels, is

〈x|ρ̂|y〉 = ρ̂(x, y) = Φ[ρ](x, y) =
1

(2π~)3

∫

d3p exp[ip(x− y)/~]ρ

(

x+ y

2
, p

)

. (3.4.3)

For this purpose we consider the obvious generalization of the rules (2.2.26) - (2.2.29), derived in the

one-dimensional case

Φ

[

∂ρ

∂pi

]

(x, y) = − i

~
(x− y)iΦ[ρ](x, y) , (3.4.4)

Φ

[

∂ρ

∂qi

]

(x, y) =

(

∂

∂xi
+

∂

∂yi

)

Φ[ρ](x, y) , (3.4.5)

Φ[piρ](x, y) = − i~

2

(

∂

∂xi
− ∂

∂yi

)

Φ[ρ](x, y) , (3.4.6)

Φ[qiρ](x, y) =
1

2
(x+ y)iΦ[ρ](x, y) . (3.4.7)

It is useful to consider xi, yi and the correspondent derivatives ∂/∂xi, ∂/∂yi as operators x̂, ŷ, p̂x, p̂y

on the Hilbert-Schimdt space HHS ≃ L2(R2n, dnxdny). As said in the previous section, in this space

a (quasi-)density matrix ρ̂ becomes a ket6 |ρ̂〉 of HHS through the identification 〈x, y|ρ̂〉 = ρ̂(x, y).

To simplify the calculation we introduce the following notation: for an operator f̂ = f̂(q̂, p̂) in H =

L2(R2n) we define the following operators on HHS

f̂S =
f̂(x̂, p̂x) + f̂(ŷ, p̂y)

2
, (3.4.8)

f̂A =
f̂(x̂, p̂x) − f̂(ŷ, p̂y)

2
, (3.4.9)

the rules (3.4.4) - (3.4.7) can be reformulated in the following way

pi → 〈x, y|p̂iA|ρ〉 = − i~

2

(

∂

∂xi
− ∂

∂yi

)

ρ̂(x, y) , (3.4.10)

qi → 〈x, y|x̂iS |ρ〉 =
1

2
(x+ y)iρ̂(x, y) , (3.4.11)

i~
∂

∂pi
→ 〈x, y|2x̂iA|ρ〉 = (x− y)iρ̂(x, y) , (3.4.12)

−i~ ∂

∂qi
→ 〈x, y|2p̂iS |ρ〉 = −i~

(

∂

∂xi
+

∂

∂yi

)

ρ̂(x, y) . (3.4.13)

We observe that the symmetric variables x̂iS , p̂
i
S and antisymmetric ones x̂iA, p̂

i
A form a representation

of the CCR7

[x̂iA, p̂
j
A] =

i~

2
δij , [x̂iS , p̂

j
S ] =

i~

2
δij , (3.4.14)

and the other commutator vanish. Finally, applying the above rules to (3.4.2) we obtain

〈x, y|LCl|ρ̂〉 = 2 〈x, y|
{

− e

m
[p̂A − eA(x̂S)]j

∂Aj
∂qi

(x̂S) + e
∂φ

∂qi
(x̂S)

}

x̂iA +
e

m
[p̂A − eA(x̂S)]i p̂

i
S |ρ̂〉 .

(3.4.15)

6More precisely, we have to take the (commutative) square root ψ̂ such that ψ̂† ◦ ψ̂ = ρ̂ in order to have a true HS
state. This does not modify the result of the computation, thus we can neglect this problem and work direclty with ρ̂.

7The factor 1/2 is due to the choice of the normalization in (3.4.8) and (3.4.9).
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We observe that classical equation of motion must be gauge invariant and this also implies that the WW

equation (3.4.15) must be gauge invariant. In this respect note that gauge invariance is not manifest

from (3.4.15). To check gauge invariance, it is easier to first see the form of the gauge transformation

in phase space and then, using the Weyl transform, derive the correspondent transformation in the

Hilbert space. The Liouville equation in phase space (3.4.2) is invariant under the gauge transformation

A′j(q) = Aj(q) + ∂jΛ(q) , p′j = pj − e∂jΛ(q) , (3.4.16)

implying that ρ transforms with the “pull-back”

ρ′(q, p) ≡ ρ(q, p− e∇Λ(q)) . (3.4.17)

Taking the Weyl transform of ρ′ we obtain

ρ̂′(x, y) =
1

2π~

∫

dp exp[ip(x− y)/~]ρ (xs, p− e∇Λ(xs)) = (3.4.18)

=
1

2π~

∫

dp exp [i(p− e∇Λ(xs)/~] ρ(xs, p) = ρ̂(x, y) exp [−ie∇Λ(xs)(x− y)] . (3.4.19)

which gives the gauge transformation in the WW formalism. We observe that when x − y ∼ 0 this

transformation reduces to

ρ̂′(x, y) ≃ ρ̂(x, y) exp [−ie(Λ(x) − Λ(y))] (3.4.20)

This is precisely the gauge transformation of the quantum density matrix. Indeed, the quantum

wavefunction transform as ψ′(x) = ψ(x) exp(ieΛ(x)) and a generic density matrix can be always

written as a convex combination of pure states

ρ̂(x, y) =
∑

n

ψ(x)ψ∗(y) , (3.4.21)

which implies that we have the gauge transformation given by (3.4.20)

ρ̂′(x, y) =
∑

n

ψ′(x)ψ′∗(y) =

(

∑

n

ψ(x)ψ∗(y)

)

exp [−ie(Λ(x) − Λ(y))] = ρ̂(x, y) exp [−ie(Λ(x) − Λ(y))] .

(3.4.22)

According to the interpretation discussed in the above section this means that the classical gauge

transformations can be approximated by the quantum one when is satisfied the condition

∣

∣

∣

∣

∂Λ

∂qj
(xS)xjA

∣

∣

∣

∣

>>

∣

∣

∣

∣

∣

1

6

∂3Λ

∂qj∂qk∂ql
(xS)xjAx

k
Ax

l
A

∣

∣

∣

∣

∣

. (3.4.23)

We now want to verify if we obtain a quantum commutator when we consider the local quantum

approximation. As done for the case of the scalar potential we consider the approximation |xA| =

|x− y| << L(xS), where L(xS) depends on the form of the potentials φ and Ai of the system. Inside

the matrix element we have the first order approximation

〈x, y| ∂f
∂qi

(x̂S)x̂iA|ρ̂〉 ≃ 〈x, y|f̂A|ρ̂〉 , (3.4.24)

〈x, y|f(x̂S)|ρ̂〉 ≃ 〈x, y|f̂S |ρ̂〉 . (3.4.25)
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which is the local quantum approximation defined in the previous section. Using this approximation,

equation (3.4.15) becomes

〈x, y|LCl|ρ̂〉 = 2 〈x, y|− e

m
(p̂A − eAS)j A

j
A +

e

m
(p̂A − eAS)i p̂

i
S + eφA|ρ̂〉 . (3.4.26)

This expression can be simplified using the following relations

2p̂iAp̂i,S =
1

2
(p̂x − p̂y)

i(p̂x + p̂y)
j =

1

2
(p̂ixp̂

i
x − p̂iyp̂

i
y) =

[

p̂ip̂i
]

A
, (3.4.27)

2p̂jAÂj,A + 2Âj,S p̂
j
S =

1

2
(p̂x − p̂y)

j [A(x̂) −A(ŷ)]j +
1

2
[A(x̂) +A(ŷ)]j (p̂x + p̂y)

j =
[

p̂jA(q̂)j +A(q̂)j p̂
j
]

S
.

(3.4.28)

Using these relations we obtain

〈x, y|LCl|ρ̂〉 = 2 〈x, y|
[

1

2m
pjpj + eφ(x) +

e2

2m
Aj(x)Aj(x)

]

A

− e

m

[

Âj(x)p̂j + p̂jÂj(x)
]

S
|ρ̂〉 . (3.4.29)

The operator (3.4.29) corresponds8 to the quantum liouvillian operator LQ |ρ̂〉 = [Ĥ, ρ̂] for the hamil-

tonian operator

Ĥ =
1

2m
[p̂− eA(x̂)]2 + eφ(x̂) . (3.4.30)

Therefore, we have that, as for the case of the scalar potential, the classical dynamics in this

approximation reduces to quantum dynamics. We observe that the hamiltonian operator Ĥ obtained

with the local quantum approximation does not correspond in general to the Weyl mapping Φ(H) of

H because the expression is not completely symmetric in x̂ and p̂. This is interesting because implies

that the quantum local approximation selects a non-trivial ordering which does not correspond to the

Weyl ordering which is obtained for example taking the formal limit ~ → 0.

3.5 Hamiltonians with non trivial metric and superalgebra structure

In the previous section we have seen that for hamiltonians with generic static electromagnetic fields

and scalar potentials we have that the classical dynamics reduces to the quantum one when we take

the local quantum approximation. In this way the approximation can be used to quantize the theory

using a limit procedure. A natural question is to understand which types of hamiltonians can be

“quantized” in this way. We observe that in the physical applications , especially at the fundamental

level, the hamiltonians are usually quadratic in the momenta. The more general hamiltonian of this

form in the phase space R
2n is

H(q, p) =
1

2
Kij(q)p

ipj +Aj(q)p
j + V (q) , (3.5.1)

where Kij(q) is a symmetric non-degenerate matrix9 and all coefficients are function of the position

q. We observe that thanks to non-degeneracy the matrix Kij(q) has an inverse Kij(q). Thus, we can

8The presence of the symmetric term linear in the momentum apparently seems not to be a commutator. However,
we should recall that we are working with integral kernels so we are taking matrix elements. Indeed, the action of the
momentum on the bras is the conjugate one 〈ψ|p̂|y〉 = i~∂/∂yψ∗(y) = −(−i~∂/∂yψ∗(y)) , thus we have an extra minus
sign when the momentum acts from the right which cancels the sign of the commutator.

9Actually, in the general case this matrix can be degenerate. This is related to the presence of hamiltonian constraints
which arises for example in gauge theories. For simplicity, we consider only the non-degenerate case.
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always define Ai(q) = Kij(q)Aj and complete the square to rewrite the hamiltonian as

H(q, p) =
1

2
Kij(q)p

′i(q)p′j(q) + V (q) − 1

2
KijA

i(q)Aj(q) , p′ = p−A , (3.5.2)

which implies that we obtain essentially a particle in a electromagnetic field (with charge e = 1) for

the potentials φ(q) = V (q) − 1/2KijA
i(q)Aj(q) and Aj . Therefore, the only difference with respect to

the hamiltonian (3.4.1) comes from the “metric” term Kij(q). We want to verify if even in this case

the local quantum approximation leads to a quantum commutator. Before doing the computation we

observe that in the case of the electromagnetic field the key fact that leads to equation (3.4.29) is that

after the approximation we can apply the relations (3.4.27) and (3.4.28) where we have cancellations

of the mixed terms of the form f̂(x̂, p̂x)ĝ(ŷ, p̂y). This is precisely what characterizes the quantum

commutator which has no mixed term in x, y.

In the case of non trivial metric Kij(q) the classical liouvillian is

LClρ = i~{H, ρ} = i~

[

1

2

∂Kjk

∂qi
pjpk +

∂Aj
∂qi

pj +
∂V

∂qi

]

∂ρ

∂pi
− i~

[

Kij(q)p
j +Ai

] ∂ρ

∂qi
, (3.5.3)

and applying the Weyl map we obtain

〈x, y|Φ[LClρ]〉 =

= 〈x, y|2
[

1

2

∂Kjk

∂qi
(x̂S)p̂jAp̂

k
A +

∂Aj
∂qi

(x̂S)p̂jA +
∂V

∂qi
(x̂S)

]

x̂iA + 2
[

Kij(x̂S) p̂jA +Ai(x̂S)
]

p̂iS |ρ̂〉 , (3.5.4)

that, using the approximation |(x− y)i| << l, reads

〈x, y|Φ[LClρ]〉 ≃ 2 〈x, y|1
2
p̂iAp̂

j
AK̂ij,A + K̂ij,S p̂

i
Ap̂

j
S + p̂jAÂj,A + Âj,S p̂

j
S + V̂A|ρ̂〉 . (3.5.5)

In this case it is not possible to obtain a quantum commutator because of the presence of the term

p̂iAp̂
j
AK̂ij,A which gives non vanishing mixed terms in p̂x, p̂y. Then the local equivalence between

the classical and the quantum evolution seems to break in presence of non trivial “metric” Kij(q).

Actually, also in this case we can obtain a commutator but the local quantum approximation has to

be improved in such a way to allow for approximations also in the momenta. To do this we have to

understand the nature of the cancellations which are obtained in the case of trivial metric. Therefore

we analyze again the rules (3.4.10) - (3.4.13) . They suggest that there is a sort of “grading” given by

the “symmetric” and “antisymmetric” variables and in fact cancellations correspond to operations that

preserve this grading. To make precise this statement we recall that from the algebra of operators in

the quantum Hilbert space H we can define for every operator â the “left” and “right” representations

aL |ρ〉 = âρ̂ , ∀ρ̂ ∈ HHS , (3.5.6)

aR |ρ〉 = ρ̂â , ∀ρ̂ ∈ HHS , (3.5.7)

which are operators in HHS . We observe that the two representations commute, aLbR = bRaL.

Considering the kernels of the left and right representations of the variables x̂, p̂ we obtain

(x̂Lρ̂)(x, y) = xρ(x, y) , (x̂Rρ̂)(x, y) = yρ(x, y) , (3.5.8)

(p̂Lρ̂)(x, y) = −i~ ∂
∂x
ρ(x, y) , (p̂Rρ̂)(x, y) = i~

∂

∂y
ρ(x, y) . (3.5.9)
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Using the left and right representations we can define the commutator and anticommutator associated

to an operator â

a− |ρ〉 = (aL − aR) |ρ〉 = [â, ρ̂] , a+ |ρ〉 = (aL + aR) |ρ〉 = {â, ρ̂} ≡ âρ̂+ ρ̂â , (3.5.10)

Using these definitions the rules (3.4.4) - (3.4.7) become

pi → 1

2
p+
i , (3.5.11)

qi → 1

2
q+
i , (3.5.12)

i~
∂

∂pi
→ q−i , (3.5.13)

−i~ ∂

∂qi
→ p−i . (3.5.14)

We define the vector spaces L+(H) and L−(H) as the set of all self-adjoint operators a+ and a−

respectively. These spaces are isomorphic because a+ and a− “projects” to the same operator â in

the Hilbert space H and the space L−(H) simply corresponds to the space of inner derivations of H.

We observe that the quantum dynamics is given by an element of L−. The classical dynamics is given

by an “entangled” element which does not in general belong to L±. We observe that these spaces are

disjoint, therefore they are in direct sum. Indeed, suppose a− = b+ for some self-adjoint operators â

and b̂. We have

(a− |ρ〉)† = −[â, ρ̂] = −{b̂, ρ̂} = −(b+ |ρ〉)† = −(a− |ρ〉)† ⇒ a− = b+ = 0 . (3.5.15)

Then we can define the space

L(H) = L−(H) ⊕ L+(H) . (3.5.16)

This space has a superalgebra structure where the parity is given by the sign +,−. To see this,

we rewrite a generic element aǫ of parity ǫ = +1,−1 as aǫ = aL + ǫaR and we define the graded

commutator and anticommutator10

[aǫ1 , bǫ2 ] = aǫ1bǫ2 − bǫ2aǫ1 , (3.5.17)

{aǫ1 , bǫ2} = aǫ1bǫ2 + b−ǫ2a−ǫ1 . (3.5.18)

We have to verify if these brackets are well defined as operators in L and respect the grading. This

can be verified directly using the definition of aǫ and the result is simply

[aǫ1 , bǫ2 ] = [a, b]−ǫ1ǫ2 , (3.5.19)

{aǫ1 , bǫ2} = {a, b}ǫ1ǫ2 , (3.5.20)

because the mixed terms of the form aLbR cancel out. In the case in which only commutators appear

the relation (3.5.19) is simply a consequence of the Jacobi identity. In the other case it can be seen

as a graded version of the Jacobi identity. We observe that these cancellations are precisely the ones

arising in the case of a hamiltonian of the form (3.4.1) and which allows, in the small distance limit,

10The graded commutator is simply the ordinary commutator for HS operators, the non trivial fact is that it is well-
defined in L. The graded anticommutator instead is different from the ordinary anticommutator because it requires to
reverse the grading in the second term.
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to approximate the liouvillian in H with a commutator, i.e. an element of L−(H). This shows that

the graded brackets are well defined operations in L and each of these brackets corresponds to a

superalgebra11, because the product of parities ǫ1ǫ2 appears giving a Z2 action. Applying the graded

commutator to the coordinates x, p we obtain the graded CCR

[xǫ1 , pǫ2 ] = (i~)−ǫ1ǫ2 . (3.5.21)

Note that 1− = 0 and 1+ = 2 meaning that coordinates with opposite parity are conjugated and

coordinates with the same parity commute. As an example we consider again the case of a charged

particle (with trivial metric)

i~
∂

∂t
|ρ〉 =

{

− e

m

[

p+/2 − eA(x+/2)
]j ∂Aj
∂qi

(x+/2)x−i +
1

m

[

p+/2 − eA(x+/2)
]i
p−i

}

|ρ〉 . (3.5.22)

The small scale limit corresponds to the following approximations

∂if(x+/2)x−i ≃ f(x)− , g(x+/2) ≃ 1

2
g(x)+ , (3.5.23)

and in this limit (3.5.22) becomes

i~
∂

∂t
|ρ〉 =

{

− e

2m
[p− eA(x)]+,iA(x)−i +

1

2m
[p− eA(x)]+,i p−i

}

|ρ〉 , (3.5.24)

that can be reduced to a commutator thanks to the identity

a+a− =
1

2
{a+, a−} =

1

2
{a, a}− = (a2)− . (3.5.25)

Using a = p− eA the identity (3.5.25) allows to rewrite (3.5.24) as a commutator

i~
∂

∂t
|ρ〉 =

{

1

2m
[p− eA(x)]2

}−

|ρ〉 . (3.5.26)

We observe that in this case the computation is performed at a pure operator level and this means

that the approximations (3.5.23) have to be interpreted considering the action of the operators on

the states. As discussed in the case of the scalar potential the local quantum approximation can be

interpreted as a constraint on the state ρ̂ which has to be sufficiently localized inside a region of radius

L(x), at point x ≃ 〈x̂〉ρ, meaning that ∆x = | 〈∆x̂〉ρ | << L(x). The scale L(x) is defined in such

a way that when the operators f(x)− and f(x)+/2 are expanded with respect to x−, the first order

terms f ′(x+)x− and f(x+/2) are dominant with respect to the higher order terms if ∆x << L(x),

thus, it is valid the approximation (3.5.23).

We can now consider the case of a non-trivial metric. For simplicity, we consider the case in which

no potentials are present, i.e. a hamiltonian of the form

H(q, p) =
1

2
Kij(q)p

ipj . (3.5.27)

Applying the Weyl transform we obtain the correspondent equation in the Hilbert space H

i~
∂

∂t
|ρ〉 =

[

1

8

∂Kij

∂qk
(x+/2)p+,ip+,jx−,k +

1

2
Kij(x

+/2)p+,ip−,j
]

|ρ〉 . (3.5.28)

11This is not a supercommutative algebra, because the sign we obtain exchanging a with b does not depend on parity.
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As usual we consider the approximation

∂Kij

∂qk
(x+/2)x−,k ≃ K−ij (x) , Kij(x

+/2) ≃ 1

2
K+
ij (x) , (3.5.29)

and from the symmetry of Kij(q) we have for the term in p+,ip−,j

Kij(x
+/2)p+,ip−,j =

1

2
Kij(x

+/2){p+,i, p−,j} =
1

2
Kij(x

+/2){pi, pj}− = Kij(x
+/2)(pipj)− . (3.5.30)

After these substitutions equation (3.5.28) reads

i~
∂

∂t
|ρ〉 =

[

1

8
K−ij (x)p+,ip+,j +

1

4
K+
ij (x)(pipj)−

]

|ρ〉 . (3.5.31)

This equation is not yet in a form compatible with the superalgebra structure. This is due to the

quadratic term in the momentum K−ij (x)p+,ip+,j . We observe that in the other cases the quadratic

terms in the momentum appear only in the form given in (3.5.30). In the case of the position x− this

correspond to the case of quadratic potentials where the cancellation is exact. For position we used

the approximation

f ′(x+/2)x− ≃ f−(x) , f(x+/2) ≃ 1

2
f+(x) . (3.5.32)

Formally, these expressions are obtained by expanding around x+ treating x− as a “small parameter”.

Then we can do the same, at least formally, for the momentum introducing the approximations

f ′(p+/2)p− ≃ f−(x) , f(p+/2) ≃ 1

2
f+(p) . (3.5.33)

Let us define the function of p

f ij(p) = pipj . (3.5.34)

Using the approximations defined in (3.5.33) we have

1

4
p+,ip+,j = f ij(p+/2) ≃ 1

2
f+,ij(p) =

1

2
(pipj)+ . (3.5.35)

Substituting in equation (3.5.31)

i~
∂

∂t
|ρ〉 =

[

1

4
K−ij (x)(pipj)+ +

1

4
K+
ij (x)(pipj)−

]

|ρ〉 . (3.5.36)

Equation (3.5.36) has exactly the form of the graded anticommutator defined in (3.5.18)

K−ij (x)(pipj)+ +K+
ij (x)(pipj)− = {K−ij (x), (pipj)+} = {Kij(x), pipj}− = 2[Kij(x)pipj + pipjKij(x)]− .

(3.5.37)

Therefore, equation (3.5.36) becomes

i~
∂

∂t
|ρ〉 =

[

1

2
Kij(x)pipj +

1

2
pipjKij(x)

]−

|ρ〉 , (3.5.38)

which is the von Neumann equation for the hamiltonian

Ĥ =
1

2
Kij(x̂)p̂ip̂j +

1

2
p̂ip̂jKij(x̂) . (3.5.39)
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The relation (3.5.35) can be interpreted exactly in the same way as done for position, i.e. as a

condition on the state. In this case we require the state to be localized in the momentum space

around a value p ≃ 〈p̂〉ρ inside a region of radius P (p) defined in such a way that the difference in

the action of the operators f(p+/2) and f+(p)/2 are higher order corrections which can be neglected

when | 〈∆p̂〉ρ | << P (p). We observe that in the case in which the localization is required both in x

and p we encounter a problem because if L(x)P (p) < ~/2 we violate the uncertainty principle. In the

classical framework this is allowed because the uncertainty principle holds only for positive definite

states, but in general the classical state can be negative definite. This shows that the local quantum

approximation gives the quantum dynamics but not the quantum Hilbert space which requires states

which satisfy the uncertainty principle. Therefore, in this formalism quantization is achieved extending

the dynamics which we derive for localized state to the quantum Hilbert space.
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Chapter 4

Wigner-Weyl classical field theory

The Wigner-Weyl formalism gives a representation of classical dynamics very similar to the quan-

tum one. In particular, using quadratic hamiltonians the classical and the quantum evolution are

completely equivalent1. The dynamical obstruction between the classical and the quantum case is

given by the evolution due to non-quadratic interaction terms. In particular in the WW representa-

tion the classical dynamics seems more general because it is not given by a commutator implying that

pure states are not preserved. In this section we apply the WW formalism to classical field theories.

We show that we can formulate a scattering theory analogous to the one derived in QFT and again

we recover QFT when we can neglect the obstruction which does not allow the factorization of the

path integral. Finally, at the path integral level, we want to verify if it is possible to find a relation

similar to the classical-quantum Fourier duality observed in the context of QFT.

4.1 Interaction picture for Wigner-Weyl classical dynamics

In this section we show that we can derive an interaction picture for the WW dynamics which is

crucial for a perturbative treatment of QFT. In order to study dynamics of general hamiltonians it

is convenient to work again in the Hilbert-Schmidt space HHS where states |Ψ〉 are given taking the

square root |Ψ〉 = Ψ̂ of the (quasi-)density matrix ρ̂ = Ψ̂†Ψ̂. We observe that the states |ψ〉〈ψ| are

idempotent |ψ〉〈ψ|2 = |ψ〉〈ψ|, thus, they are Hilbert-Schimdt states. Let ρ̂n = |n〉〈n| be the density

matrix associated to the n-th eigenstate of the harmonic oscillator |n〉. Because this is pure, it is an

element of HHS

〈ρ̂n|ρ̂n〉HS = Tr
[

ρ̂†nρ̂n
]

= 1 < +∞ , (4.1.1)

and we denote it by |n, n〉 = ρ̂n. More generally the operators |n〉〈m| are HS states and form an

orthonormal basis of HHS which we denote by |n,m〉

〈

n,m
∣

∣n′,m′
〉

HS = Tr
[

|m〉〈n|
∣

∣n′
〉〈

m′
∣

∣

]

= δn,n′δm,m′ . (4.1.2)

Let us rewrite these states using the left and right representations of the annihilation and creation

operators â, â†

|n,m〉 =
1√
n!m!

(â†)n |0〉〈0| âm =
1√
n!m!

(â†L)n(âR)m |0, 0〉 . (4.1.3)

1However, there are still differences at the level of the states because a classical state is in general a quasi-density
matrix, thus it cannot always be interpreted as a quantum state.
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Using the HS formalism we can give a unified treatment of the classical and the quantum case. The

dynamics in HHS is given by the Schrodinger-like equation

i~
∂

∂t
|Ψ〉 = LQ |Ψ〉 , (4.1.4)

where L is the liouvillian operator (classical or quantum). For a harmonic oscillator the classical

liouvillian operator coincides with the quantum one

L0 = L0,Cl = L0,Q = (Ĥ0)L − (Ĥ0)R . (4.1.5)

The HS time evolution operator is given by the exponential

U(t) = exp(−iLαt/~) . (4.1.6)

The observable quantities are given by the expectation values

〈Â〉ρ = Tr
[

ρ̂Â
]

= Tr
[

Ψ̂†Ψ̂Â
]

= 〈Ψ|ÂR|Ψ〉HS = 〈Ψ|Â†L|Ψ〉HS . (4.1.7)

We can introduce an interaction picture considering a hamiltonian Ĥ = Ĥ0 + Ĥint where Ĥint is an

interaction term. Because the liouvillian is linear in Ĥ we have that the liouvillian L of Ĥ is

Lα = L0,α + Lint,α . (4.1.8)

We observe that the interacting classical liouvillian Lint,Cl is different in general from the quantum

one Lint,Q. In the interaction picture the time evolution of the HS states is

|Ψ(t)〉I = U
†
0(t)U(t) |Ψ〉 , (4.1.9)

and operators O of HHS evolve with the free hamiltonian

OI(t) = U
†
0(t)OU0(t) . (4.1.10)

In the following, to simplify the notation we drop the index I in the evolution of the HS operators

O and we denote the generic liouvillian with L, dropping the index α. As in the usual case, we can

define the interaction picture operator

∣

∣Ψ(t′)
〉

I ≡ UI(t
′, t) |Ψ(t)〉I = U

†
0(t)U(t′ − t)U0(t) |Ψ(t)〉I , (4.1.11)

which satisfies the equation

i~
∂

∂t
UI(t, t0) = Lint(t)UI(t, t0) . (4.1.12)

Imposing the initial condition UI(t0, t0) = 1, the solution of equation (4.1.13) is the time ordered

exponential

UI(t, t0) = T- exp[−iLint(t)/~] =
∑

n

(−i)n
~nn!

∫ t

t0
dt1· · ·

∫ t

t0
dtn T[Lint(t1) · · ·Lint(tn)] , (4.1.13)
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which allows a perturbative treatment of the theory. We observe that the free evolution is given by

the quantum rule for mixed states

U0(t) |Ψ〉 = Û0(t)Ψ̂Û †0(t) . (4.1.14)

This implies that the quantum interacting liouvillian Lint,Q in interaction picture is

Lint,Q(t) |Ψ〉 = U
†
0(t)Lint,QU0(t) |Ψ〉 = Û †0(t)[Ĥint, Û0(t)Ψ̂Û †0(t)]Û0(t) = [Ĥint(t), Ψ̂] . (4.1.15)

Therefore, it is the quantum liouvillian of the interaction hamiltonian in the interaction picture

Ĥint(t) = Û †0(t)ĤintÛ
†
0(t). In the classical case we do not have a commutator structure thus the

argument above does not work. Actually, the result depends on the Poisson algebra structure only.

Indeed the interaction liouvillian (both classical and quantum) can be rewritten using the Hadamard

formula

Lint(t) = U
†
0(t)LintU0(t) = exp (i[L0, ]HSt/~)Lint , (4.1.16)

where [ , ]HS denotes the commutator between HS operators. This follows taking the time derivative

of Lint(t) which gives the free HS Heisenberg equation

∂

∂t
Lint(t) =

[Lint(t),L0]HS
i~

. (4.1.17)

We denote with L(Â) the liouvillian2 associated to an operator Â and with [Â, B̂]α the general commu-

tator, classical (α = Cl) or quantum (α = Q). Thanks to Jacobi identity we have the homomorphism

relation

[L(Â),L(B̂)]HS |Ψ〉 = [Â, [B̂, Ψ̂]α]α − [B̂, [Â, Ψ̂]α]α = [[Â, B̂]α,Ψ]α = L([Â, B̂]α)] |Ψ〉 . (4.1.18)

Therefore, defining

L
(n)
int = L([Ĥ0, ]nαĤint) , (4.1.19)

we obtain

[L0, ]nHSLint = [L0, ]n−1
HS L

(1)
int = · · · = L

(n)
int , (4.1.20)

exp (i[L0, ]HSt/~)Lint = L(exp
[

iL(Ĥ0)t/~
]

Ĥint) = L(Ĥint(t)) = [Ĥint(t), ]α , (4.1.21)

where in (4.1.21) we have used the fact that the evolution of an observable Â in interaction picture is

the same in the classical and in the quantum case and is given by

Â(t) = Û †0(t)ÂÛ0(t) = exp
[

iL(Ĥ0)t/~
]

Â . (4.1.22)

4.2 Classical field theory in the WW formalism

In this section we reformulate classical field theory in the Wigner-Weyl formalism. In the previous

chapter we saw that, in the case of a classical system with n degrees of freedom and phase space

M = R
2n, an isomorphism between the functions on M and the self-adjoint operators of the quantum

2In classical mechanics this corresponds to the hamiltonian vector field associated to a hamiltonian function A.
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Hilbert space H = L2(Rn) is given by the Weyl transform

Φ[f ] ≡ f̂ =

∫

dnadnb f̃(a, b) exp[i(a · x̂+ b · p̂)/~] , (4.2.1)

f̃(a, b) =
1

(2π~)2n

∫

dqdp f(x, p) exp[−i(a · x+ b · p)/~] , (4.2.2)

which maps a classical function f of M in a self-adjoint operator on H. Because Φ is an isomorphism,

this allows to transport all the mathematical structures of the phase space in equivalent structures on

the Hilbert space and vice versa. We observe that the Weyl map is obtained taking the ordinary Fourier

transform f̃(a, b) of f(x, p) and then taking the operator-valued inverse Fourier transform where the

classical variables x, p are substituted by the quantum non-commuting operators x̂, p̂. We can formally

extend this construction to field theories. Consider the space C of the spatial configurations (i.e. at

a fixed time t) of some classical field φ. Defining the conjugate momenta π = ∂L/∂φ̇, where L is the

lagrangian density of the system, we can consider the phase space M of fields which is the set of all

spatial configurations (φ, π) of the classical fields. A function on M is a functional F [φ, π] of the fields.

Therefore, a natural generalization of the Weyl transform is

Φ[F ] ≡ F̂ =

∫

S

dJdI F̃ [J, I] exp

[

i

(∫

Jφ̂+

∫

Iπ̂

)

/~

]

, (4.2.3)

F̃ [J, I] =
1

N

∫

M

dφdπ F [φ, π] exp

[

−i
(∫

Jφ+

∫

Iπ

)

/~

]

, (4.2.4)

where N is a normalization constant. This definition formally extends the Weyl map to field theories.

We observe that the Fourier transform becomes a functional Fourier transform and to evaluate it we

have to perform a functional integral over the field phase space M. The measure dφdπ can be defined

using a discretization process. First, we discretize the space R
3, working on a lattice with spacing a

and we introduce a IR cutoff, considering a finite volume V of this space and we define the discretized

measure
∫

(dφdπ)a,V =
∏

xi∈V

∫

dφ(xi)dπ(xi) . (4.2.5)

We can make this measure dimensionless, using a constant α of the dimension of φπ and making the

substitution dφ(xi)dπ(xi) → dφ(xi)dπ(xi)/α . Introducing a length scale L in the case of a scalar field

we have [φ] = ~
1

2L−1 and [π] = ~
1

2L2c−1, thus we can use a constant α = ~L/c. All the manipulations

we do in the following make sense if a UV and IR cutoffs are understood. The measure dφdπ is

obtained taking the limit a → 0, V → +∞ and this leads to the same problems encountered in the

definition of a measure for the definition of an Hilbert space and a path integral in QFT. Because

the configurations on M are distributions, we expect that the configurations (J, I) on the dual space

S must be test functions belonging to Schwartz space. Indeed, following the axiomatic approach,

the field operators φ̂(x), π̂(x), are operator-valued distribution thus they make sense only if they are

smeared with some test function, φ̂(J) =
∫

dx φ(x)J(x). We can bypass all these problems defining

the Wigner-Weyl map in an algebraic way using the formal rules to pass from phase space to Hilbert

space.

The map (4.2.3) formally allows to associate to a classical functional F [φ, ρ] an operator F̂ . It is

natural to ask if using this map we can reformulate classical field theories in a way similar to QFT.

For simplicity, we study the case of a scalar field φ.

Considering an ensemble of spatial configurations of the field φ and its momentum π at time
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t = 0, we can introduce a phase space functional probability distribution ρ = ρ[φ, π, t] which gives the

probability to find the system in a spatial configuration (φ, π) at time t. The evolution of ρ is given

by the functional Liouville equation

ρ̇ = {H, ρ} =

∫

d3x
δH

δφ(x)

δρ

δπ(x)
− δH

δπ(x)

δρ

δφ(x)
. (4.2.6)

The expectation value of a functional F = F [φ, π] in the state ρ(t) at time t is given formally by the

integral
∫

dφdπ F [φ, π]ρ[φ, π, t] . (4.2.7)

Using the Weyl transform we can map this expectation value in a trace in the quantum Hilbert space

Tr
[

ρ̂(t)F̂
]

. (4.2.8)

Following the same steps of the case of finite degrees of freedom, we have that the liouvillian LCl =

[[Ĥ, ]] is a self-adjoint operator in the HS space HHS and taking the square root ψ̂ we can rewrite

(4.2.9) as an expectation value in the HS space

Tr
[

ρ̂(t)F̂
]

= 〈ψ(t)|F̂R|ψ(t)〉HS , (4.2.9)

where F̂R denotes the right-action representation of the observables of the quantum Hilbert space H

and |ψ(t)〉 is given by the HS time evolution operator

|ψ(t)〉 = UCl(t) |ψ〉 = exp(−iLClt/~) . (4.2.10)

Using the fact that LCl is self-adjoint in HS, and therefore UCl(t) is unitary, we can move the evolution

to the observable F̂R

〈ψ(t)|F̂R|ψ(t)〉HS = 〈ψ|U†Cl(t)F̂RUCl(t)|ψ〉HS = 〈ψ|F̂R,H(t)|ψ〉HS , (4.2.11)

which defines the Heisenberg picture F̂R,H(t). In particular considering the pointwise functionals

x[φ] = φ(x) and x[π] = π(x) which gives the time-zero fields φ, π at the position x we can map them

in operators φ̂(x), π̂(x) which satisfies the CCR

[φ̂(x), π̂(y)] = i~δ(3)(x − y) . (4.2.12)

We can associate to such operators their “left” and “right” representations φ̂L,R(x) and the time

evolution for these representations is given by the Heisenberg picture

φ̂L,R(x) ≡ U
†
Cl(t)φ̂L,R(x)UCl(t) , (4.2.13)

π̂L,R(x) ≡ U
†
Cl(t)π̂L,R(x)UCl(t) . (4.2.14)

We start the analysis from free field theories. Consider a relativistic3 classical free scalar field φ(0)

3We use the signature (+,−,−,−) for the metric.
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with mass m. Its hamiltonian is

H = H[φ, π] =

∫

d3x
1

2c
π2 +

1

2

(

∂iφ∂
iφ+

m2c2

~2
φ2

)

, (4.2.15)

where ∂i = ∂/∂xi. The field φ0 admits a plane wave decomposition

φ(0)(x) =

∫

d3k

√
~c

(2π)32ωk

(

ake
−ikx + a∗ke

ikx
)

, (4.2.16)

where the four-vector kµ is on-shell has the dimension of an inverse length and k0c = ωk =
√

k2c2 +m2c4/~2.

Using the Weyl transform this is mapped to a quantum free scalar field

φ̂(0)(x) =

∫

d3k

√
~c

(2π)32ωk

(

âke
−ikx + â†ke

ikx
)

, (4.2.17)

where âk corresponds to the Weyl transform of ak and using the CCR for φ̂ we obtain the usual algebra

for bosonic creation and annihilation operators with covariant normalization

[âk, â
†
k′ ] = (2π)32ωkδ

(3)(k − k′) , (4.2.18)

and the operators âk annihilates the vacuum state |0〉 which corresponds to the ground state of Ĥ

and, as shown in the previous section, can be interpreted as a classical Boltzmann distribution at

temperature β0 =
∫

d3k/ρvac where ρvac is the energy density of the ground state

ρvac =

∫

d3k
~ωk

2
, (4.2.19)

which is UV divergent. In the free case the left and right representations φ̂R,L(x) evolve simply with

the quantum evolution rule

φ̂
(0)
L,R(x) = U

†
0(t)φ̂L,R(x)U0(t) = [(Û0)†(t)φ(x)Û0(t)]L,R = [φ̂(0)(x)]L,R , (4.2.20)

where U0(t) is the HS free time evolution operator which is the same in the classical and in the

quantum case and Û0(t) is the free time evolution operator in H.

4.3 Scattering matrix and LSZ formula for WW classical field theory

In the previous section we saw that classical free field theories admit a formulation similar to

QFT. In this section we want to consider the interacting case. In this case the algebraic structure of

classical fields differs from the quantum one because the interaction has non-quadratic terms. We are

interested in considering scattering experiments, where some free particles are prepared at a time in

the far past, ideally at t = −∞, and evolving in time they interact in a non-trivial way and finally

become again free particles in the far future, ideally at t = +∞ where they are detected. Therefore,

we assume that the Hamiltonian Ĥ has an interaction term such that in the far past and in the far

future the field representations φ̂L,R(x) tends to a free field

φ̂L,R(x) −→
t→−∞

φ̂
(in)
L,R(x) , (4.3.1)

φ̂L,R(x) −→
t→+∞

φ̂
(out)
L,R (x) , (4.3.2)
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which defines the “in” and “out” free fields φ̂(in)(x) and φ̂(out)(x). As for QFT, assuming that the

interacting field satisfies the CCR implies that these limits can be only understood as weak limits

i.e. at the level of matrix elements. As shown in the previous section, thanks to the equivalence of

quantum dynamics and classical dynamics at the quadratic level we have that the behaviour of a free

scalar classical field is the same of a scalar quantum free field. In the free case we have the relation

â(k)L,R = i

∫

d3x φ̂
(0)
L,R(x)

↔

∂0e
ikx , (4.3.3)

where
↔

∂0 =
→

∂ 0 −
←

∂ 0. In the interacting case we use these relations as the definition of creation and

annihilation operators at time t

âL,R(k, t) ≡ i

∫

d3x φ̂L,R(x)
↔

∂0e
ikx , (4.3.4)

which in general do not satisfy the CCR. Asimptotically, we have that the HS fields φ̂L,R(x) tend

to the free fields φ̂in and φ̂out which define two asymptotic Fock spaces through asymptotic creation

and annihilation operators âk,in = limt→−∞ âk(t), âk,out = limt→+∞ âk(t) which act on the full vac-

uum state |Ω〉. In the ordinary quantum scattering experiments we are interested in the scattering

amplitudes between scattering states in the far past and in the far future. Consider a state of n free

particles in the far past

|p1, . . . , pn〉in = â†p1,in
· · · â†p1,in

|Ω〉 =





n
∏

j=0

âpj ,in



 |Ω〉 , (4.3.5)

and a set of m particles in the far future

|q1, . . . , qm〉out = â†q1,out · · · â†qm,in |Ω〉 =





n
∏

j=0

âqj ,out



 |Ω〉 . (4.3.6)

We are interested in the scattering amplitude

〈(q1, . . . , qm)out|(p1, . . . , pn)in〉 ≡ 〈q1, . . . , qm|Ŝ|p1, . . . , pn〉 , (4.3.7)

which defines the matrix elements of the scattering matrix Ŝ. In the HS space the scattering states

can be rewritten

|p1, . . . , pn〉in,HS =





n
∏

j=0

âpj ,in





L

(

n
∏

k=0

âpk,in

)

R

|Ω〉HS , (4.3.8)

|q1, . . . , qn〉out,HS =





m
∏

j=0

âqj ,in





L

(

n
∏

k=0

âpk,in

)

R

|Ω〉HS , (4.3.9)

where |Ω〉HS = |Ω〉〈Ω|.The HS matrix element 〈q1, . . . , qm|Ŝ|p1, . . . , pn〉HS gives the probability (i.e.

square modulus of the amplitude) to have a scattering between the scattering states |p1, . . . , pn〉 and
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|q1, . . . , qm〉. Repeating the same steps used in ordinary QFT we can derive the HS “LSZ formula”

〈q1, . . . , qm|Ŝ|p1, . . . , pn〉HS = (4.3.10)

(−1)n+m
∫ n
∏

j=0

n
∏

k=0

d4xjd
4yjd

4x′kd
4y′k exp

[

−ipj(x− y)j + iqk(x
′ − y′)k

]

(4.3.11)

(�xj +m2)(�yj +m2)(�x′
k

+m2)(�y′
k

+m2) (4.3.12)

〈Ω|T[φ̂L(x1)φ̂L(x′1) · · · φ̂L(xn)φ̂L(x′n)φ̂R(y1)φ̂R(y′1) · · · φ̂R(ym)φ̂R(y′m)]|Ω〉HS , (4.3.13)

where the Klein-Gordon operators (� +m2) cancel the poles of the propagators in the external legs.

This formula has the same structure of the ordinary QFT formula, but the correlators here involves

“left” and “right” fields φ̂L and φ̂R, and is valid both for quantum and classical dynamics. This

allows to consider classical scattering processes using the same formalism of QFT, in particular we

can compute the classical correlators using a path integral representation. Following a derivation

analogous to the finite case, given a scalar field theory with action S[φ], the classical generating

functional is given by the path integral

ZCl[JL, JR] =

∫

DφLDφR exp [i(S[φL] − S[φR] + ∆S[φL, φR] + JLφL − φRJR)/~] , (4.3.14)

which is antisymmetric in JL, JR. As in the case of particle mechanics we have the obstruction term

∆S[φL, φR] = V ′
(

φL + φR
2

)

(φL − φR) − V (φL) + V (φR) , (4.3.15)

which does not allow to factorize the path integral. Taking the functional derivatives with respect to

the sources JL, JR we obtain the classical correlation functions in the HS space

〈Ω|T[φ̂L(x1) · · · φ̂L(xn)φ̂R(y1) · · · φ̂R(ym)]|Ω〉HS = (−i~)n(i~)m
δn+mZ[JL, JR]

δJL(x1) · · · δJL(xn)δJR(y1) · · · δJR(ym)
.

(4.3.16)

We observe that in the scattering amplitude (4.3.10) the right and left states coincide. This is due

to the fact that only the states ∼ |n, n〉 are involved in the process, which are eigenstates of the free

hamiltonian. A general scattering experiments involves states which in general can be wavepackets

of the scattering states (4.3.5) and (4.3.6) or, if the assumption of purity is dropped, mixed states,

which are quantum ensembles of wavepackets. In the quantum case we can make the assumption

that our measurements select eigenstates of the Hamiltonian and we can, in principle, neglect these

problems. However, in the classical case, the scattering states (4.3.5) and (4.3.6) cannot be interpreted

as classical states because their Wigner function is not positive definite and the previous assumption

is not allowed and we are forced to consider the scattering of generic density matrices. Given a generic

density matrix ρ̂ and taking the square root ψ̂ and expanding in the basis |n,m〉 we obtain (for

simplicity we work in QM, the generalization to QFT is straightforward)

|ψ〉 = ψ̂ =
∑

n,m

〈n|ψ|m〉 |n〉〈m| =
∑

n,m

〈n,m|ψ〉HS |n,m〉 . (4.3.17)
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We recall that for pure states |ψ〉〈ψ| the HS square root is again |ψ〉〈ψ| thanks to idempotence |ψ〉〈ψ|2 =

|ψ〉〈ψ|. Expanding this state in the basis of scattering states we obtain

|ψ〉〈ψ| =
∑

n,m

〈n|ψ〉 〈ψ|m〉 |n〉〈m| =
∑

n,m

〈n|ψ〉 |n,m〉 , (4.3.18)

This implies that, if the prepared states are wavepackets of states |n〉, in the scattering we have contri-

butions from the “off-diagonal states” where the left and right particles are not the same. Therefore,

when wavepackets, or more in general mixed states, are used in the computation, we have states |n,m〉
with n “left particles” and m “right particles”. In the quantum case this set of “particles” does not

interact and this leads, in the case of pure states, to a factorization of the scattering probability,

and the problem reduces only to determine the scattering amplitude. In the classical case, because

the dynamics does not preserve pure states, we have interactions between the two sets of particles,

left and right, which is precisely given by the obstruction (4.3.15) which appears in the path integral

(4.3.14). Therefore, in the classical case, even when the asymptotic classical state corresponds to a

pure quantum state4, although we can define a “scattering amplitude” taking the square root of the

probability, this does not have a simple structure, in particular is not given by a LSZ formula, because

of additional correlations due to the “interaction” between the left and right representations, which

are absent in the quantum case.

4.4 Analysis of the WW path integral for field theory

We conclude the analysis of this chapter briefly considering the relation between the quantum

path integral and the classical one. In particular, we show that we can rewrite the classical partition

function ZCl in a way which resembles the classical-quantum duality observed in the context of QFT,

although we do not have precisely the Fourier duality. Indeed, we show that we can obtain the classical

partition function ZCl summing over a sort of “quantum fluctuations”.

To see this, we start from the definition of the classical partition function

ZCl =

∫

DφLDφR exp [i(S[φL] − S[φR] + ∆S[φL, φR])/~] . (4.4.1)

We rename φL = φ and φR = ϕ and we consider the following functional

Zeff [ϕ] =

∫

Dφ exp [i(S[φ] + ∆S[φ, ϕ])/~] , (4.4.2)

where ϕ is a fixed classical background field. The functional (4.4.2) is the quantum partition function

for a theory S[ϕ] which is perturbed with an interaction ∆S[φ, ϕ] which couples the quantum field φ

with the classical field ϕ. We can define an effective action Seff [ϕ] as

Seff [ϕ] = −i~ logZeff [ϕ] . (4.4.3)

Substituting (4.4.3) in (4.4.1) we obtain

ZCl =

∫

Dφ exp [−i(S[ϕ] − Seff [ϕ])/~] . (4.4.4)

The term5 ∆Seff [ϕ] = S[ϕ] − Seff [ϕ] can naturally be interpreted as a quantum fluctuation where

4Meaning that its Wigner function is positive definite, which is the case of gaussian pure states.
5This does not correspond to the obstruction term ∆S.
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only the off-shell contribution is considered. Indeed, in the quadratic case we have ∆S = 0 which

implies that Seff [ϕ] ∼ S[ϕCl], where ϕCl is the solution of the classical equation of motion. Therefore,

∆Seff [ϕ] = S[ϕ] − S[ϕCl], meaning that the on-shell contribution is subtracted. Summing over all

possible fluctuations gives the classical partition function.
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Conclusions

In this thesis we have tried to verify if it is possible to derive the quantum theory as a limit

of the classical theory. To do this, we have reformulated classical mechanics using an operatorial

formalism in such a way to directly compare the classical and the quantum theories. Starting from

the KvN formalism we have shown that it is possible to find a path integral representation of classical

mechanics and that this representation leads to consider the Wigner-Weyl formalism. The Wigner-

Weyl formalism allows a systematic analysis of the obstruction to obtain a quantum theory starting

from the classical one. In particular, we have seen that using the classical path integral derived from

this formalism, we can obtain a quantum theory if we are able to factorize the path integral in two

amplitudes. We have shown that formally the limit ~ → 0, which usually gives the classical limit,

admits a dual interpretation as a quantum limit. Indeed, starting from the classical algebraic structure

in the quantum Hilbert space obtained applying the WW formalism, we have that in the limit ~ → 0

the classical structure reduces to the quantum one, given by the non-commutative operator product.

The factorization of the path integral is always possible for quadratic hamiltonians and, indeed, in

this case classical and quantum dynamics are the same. Because of this fact and because the properties

of the harmonic oscillator are crucial for QFT, in this case we have also explored the relations between

the classical states and the quantum one. We have shown that the quantum eigenstates obtained from

the creation and annihilation operators â, â† have a classical counterpart which is essentially given by

the classical states ρn = Hn
0 e
−βH0/Qn where H0 is the classical hamiltonian of the harmonic oscillator

and Qn =
∫

Hn
0 e
−βH0 is the normalization of the state. We have that the states ρn correspond to

a gaussian smearing over a phase space region ∆x∆p = ~ of the quantum Wigner functions Wn

associated to the quantum excited states. In the limit in which ∆x∆p → 0 we have that the gaussian

smearing disappears and we obtain the quantum eigenstates, i.e. the classical states reduce to the

quantum ones in this limit.

We have then analyzed the dynamics for arbitrary non-quadratic potentials. We have seen that

in this case the factorization of the path integral is not possible because of obstructions due to non

quadratic potentials. At the operator level this obstruction is related to the impossibility of writing

the classical liouvillian operator LCl |ρ̂〉 = [[Ĥ, ρ̂]], which is the generator of the classical evolution, as a

quantum commutator LQ |ρ̂〉 = [Ĥ, ρ̂]. We have shown that in the “local quantum approximation” that

is in the limit ∆x << L(x) with L(x) a local length scale which depends on the potentials, the classical

dynamics can be approximated with the quantum one i.e. we can obtain a quantum commutator. In

this way we obtain the quantum dynamical law from an approximation of the classical one. This limit

can be interpreted as a limit on the states of the systems which has to be sufficiently localized in order

to neglect the higher order terms and reduce the classical dynamics to a quantum one. Precisely, if

the state ρ̂ is localized in x ≃ 〈x̂〉ρ we want its uncertainty to be sufficiently small in such a way that

| 〈∆x̂〉ρ | << L(x). Next we have analysed the case in which a static electromagnetic field is introduced
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and we have shown that also in this case the approximation applies.

When a non trivial metric is introduced in the hamiltonian, the local quantum approximation in

the position is not sufficient to obtain a commutator and we have also to introduce a momentum scale

P (p) for a state with momentum localized in p and to require a localization in the momentum space,

| 〈∆p̂〉ρ | << P (p) . As we said, this in general may lead to a violation of the uncertainty principle

and so the procedure requires to use classical states highly localized in phase space, which correspond

to non-positive definite quasi-density matrices. Therefore, this limit concerns the dynamics and the

quantization procedure consists in extending the commutator founded for localized classical states to

the whole space of quantum states.

At an algebraic level, the cancellations which arise when the local quantum approximation is

performed and which allow to obtain a quantum commutator are related to a superalgebra structure

of the space of HS operators

[aǫ1 , bǫ2 ] = aǫ1bǫ2 − bǫ2aǫ1 = [a, b]−ǫ1ǫ2 , (4.4.5)

{aǫ1 , bǫ2} = aǫ1bǫ2 + b−ǫ2a−ǫ1 = {a, b}ǫ1ǫ2 . (4.4.6)

The key fact is that, after the approximation, in the classical liouvillian there appear the graded

brackets (4.4.5), (4.4.6) which gives the quantum commutator.

Finally, we have extended the Wigner-Weyl formalism to field theories. We have verified that for a

classical field theory we can define field operators which evolve classically and we can use them to derive

a scattering theory similar to the QFT one. We have also shown that in the classical case we can define

an interaction picture, which allows for a perturbative treatment at the operator level, and the LSZ

formula, which express the classical scattering probability in terms of classical correlators. Finally, we

have shown that we can derive a path integral for classical field theory and that to get a QFT we need

to factorize this path integral, as in the case of particle mechanics. Using the expression of the classical

partition function we could recover a relation which resembles, conceptually, the classical-quantum

Fourier duality

exp(iS[φ]/~) =

∫

DJ Z[J ] exp

(

i

∫

Jφ/~

)

, (4.4.7)

in which a classical object is seen as a sum over the quantum contributions. Precisely, this relation is

given by

ZCl =

∫

Dϕ exp (i∆Seff [ϕ]/~) . (4.4.8)

where the term ∆Seff [ϕ] is obtained from the quantum path integral and can be interpreted as a

contribution due to quantum fluctuations.
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